
https://doi.org/10.1177/1745691620921521

Perspectives on Psychological Science
2020, Vol. 15(5) 1243 –1255
© The Author(s) 2020

Article reuse guidelines: 
sagepub.com/journals-permissions
DOI: 10.1177/1745691620921521
www.psychologicalscience.org/PPS

ASSOCIATION FOR
PSYCHOLOGICAL SCIENCE

Correlation does not imply causation. This truism justifi-
ably reminds researchers that they should not carelessly 
draw causal conclusions on the basis of nonexperimen-
tal evidence. However, instead of motivating psycholo-
gists to exercise due diligence and face the challenges 
of causal inference, it seems to have resulted in a wide-
spread taboo against explicit causal inference in non-
experimental settings. This taboo has resulted in a 
dilemma in some fields of psychology. On the one 
hand, causal relationships are of central interest; on the 
other hand, they are “forbidden” when experiments are 
unfeasible or unethical. As a result, one might expect 
nonexperimental researchers to limit themselves to 
descriptive or predictive research questions. But non-
experimental researchers do not actually avoid asking 
causal research questions or drawing causal conclu-
sions; it simply happens implicitly, opaquely, and with-
out an articulation of the underlying assumptions.

Here, we argue that the taboo against explicit causal 
inference hinders nonexperimental psychology (for  simi-
lar arguments, see Antonakis, Bendahan, Jacquart, & 

Lalive, 2010, and Hernán, 2018a). It impairs study design 
and data analysis. It slows the pace at which our under-
standing of underlying causal mechanisms grows. It leads 
to a disconnect between original studies and how they 
are integrated into subsequent work, and it limits the 
usefulness of nonexperimental psychology for policy-
making. We elaborate on each of these points and sug-
gest how nonexperimental psychologists can integrate 
causality into their work in a more productive manner.

Manifestation of the Taboo

To illustrate the taboo against causal inference, we 
annotated text passages from four nonexperimental 
articles in Table 1. In all four articles, causal inference 
seems to be intended but are not expressed in explicit 
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Table 1. Manifestations of the Taboo Against Explicit Causal Inference in Four Nonexperimental Articles

Place Content of text passage Annotation

Example 1 (Moffitt et al., 2011)

Title “A gradient of childhood self-control predicts 
health, wealth, and public safety.” (p. 2693)

The title indicates that the research question is not 
causal but predictive in nature (i.e., the study intends 
to predict health, wealth, and public safety). That said, 
when prediction is the goal, then the focus is usually 
not on individual predictors (e.g., self-control).

Abstract “Policy-makers are considering large-scale 
programs aimed at self-control to improve 
citizens’ health and wealth and reduce 
crime. Experimental and economic studies 
suggest such programs could reap benefits. 
Yet, is self-control important for the health, 
wealth, and public safety of the population? 
Following a cohort of 1,000 children from 
birth to the age of 32 y, we show that 
childhood self-control predicts physical 
health, substance dependence, personal 
finances, and criminal offending outcomes, 
following a gradient of self-control.” (p. 2693)

The authors first talk about self-control intervention 
programs to boost health and wealth and reduce 
crime. Given that intervention programs that increase 
self-control would be effective (“reap benefits”) only 
if self-control not only predicted but also caused 
these outcomes, the research question seems to be 
causal. The question about whether self-control is 
“important for the health, wealth, and public safety of 
the population” is vague. The subsequent sentence 
about prediction and the title of the article suggest 
that the study intends to investigate whether self-
control is an important variable when one intends to 
predict health, wealth, and public safety.

Introduction “Policy-making requires evidence that isolates 
self-control as the active ingredient affecting 
health, wealth, and crime, as opposed to other 
influences on children’s futures, such as their 
intelligence or social class origins. Dunedin 
study data allowed the requisite statistical 
controls for IQ and social class.” (p. 2694)

The terms “active ingredient” and “affecting” suggest 
that what is needed is causal knowledge. The term 
“causal” is absent. In addition, whereas they suggest 
that policymakers need causal knowledge, they do 
not explicitly state whether the goal of the study is to 
actually provide such knowledge.

Comments 
section (i.e., 
Discussion 
section)

“It was possible to disentangle the effects of 
children’s self-control from effects of variation 
in the children’s intelligence, social class, 
and home lives of their families, thereby 
singling out self-control as a clear target for 
intervention policy.” (p. 2697)

The statement that self-control is a clear target for 
intervention policy suggests that a “causal effect” is 
intended.

Example 2 (Lüdtke, Roberts, Trautwein, & Nagy, 2011)

Current 
Research 
section

“Approximately 2,000 German students were 
tracked over 4 years from high school to 
university or to vocational training or work.  
. . . First, the experience of life events over the 
4 years of the study should be predicted by 
standing on personality traits at Time 1 (T1). 
. . . Second, in line with the results reported 
by Vaidya et al. (2002), we hypothesized that 
experiencing more positive events would 
be associated with increases in extraversion, 
whereas experiencing negative events would be 
associated with increases in neuroticism.” (p. 622)

The research goals seem to be prediction (“should be 
predicted by standing on personality traits at Time 1”) 
and description (“we hypothesized that experiencing 
more positive events would be associated with 
increases in extraversion”).

Heading in 
Results 
section

“Life Paths and Personality Traits: Selection and 
Socialization” (p. 626)

In this section (and other parts of the article), the 
authors talk about “socialization effects”, which 
implies that the authors intend to investigate the 
causal effects of life paths (studying at a university 
vs. vocational track) and life events on the Big Five 
personality traits.

Discussion “What was most compelling about our study of 
life events and their relation to personality 
development was how they provided insights 
going beyond any current theoretical ideas 
on why personality traits change in young 
adulthood.” (p. 631)

Only if the life events cause personality changes will 
they provide insights into why personality traits 
change. Hence, the interpretation of the findings in 
this passage is not in line with purely descriptive or 
predictive research goals.

(continued)
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Place Content of text passage Annotation

Example 3 (Grosz et al., 2019)

Current 
Research 
section

“First, mean-level changes in narcissistic 
admiration and Mach [Machiavellianism] 
during early adulthood were examined in 
both cohorts (TOSCA-2006 and TOSCA-2002). 
Second . . . we investigated associations 
between studying economics and changes in 
narcissistic admiration and Mach. Third  
. . . we investigated associations between life 
events and changes in narcissistic admiration 
and Mach.” (p. 470)

The first part of the study (mean-level changes) is 
descriptive. The second and third parts of the study 
also appear to be descriptive because the authors talk 
about investigating “associations.”

Method section “We ran the studying economics and life events 
analyses with and without control variables. 
We included the control variables for two 
reasons. First, we included them to prevent 
spurious associations. For example, the initial 
level of self-esteem might be a confounder.” 
(p. 471)

The inclusion of control variables and the mentioning 
of “spurious associations” and “confounders” would 
make more sense if the goal were to estimate a 
causal effect than if the goal were to simply describe 
the associations.

Heading in 
Results 
section

“Experiences Related to Changes in Narcissistic 
Admiration and Machiavellianism During 
Early Adulthood (Socialization Effects)” 
(p. 475)

In this section (but also in other parts of the article), 
the authors talk about “socialization effects”, which 
implies that the authors intended to estimate the 
causal effects of the experiences (studying economics 
or a life event) on changes in narcissistic admiration 
and Machiavellianism.

Limitations 
section

“Finally, although we used the term 
socialization effect in this study in accordance 
with previous research on personality 
development, our data and analyses did not 
allow us to make causal claims.” (p. 480)

Here, the authors follow the standard practice in 
psychology to avoid drawing explicit causal inference 
on the basis of nonexperimental evidence and 
instead try to confine themselves to using descriptive 
language.

Example 4 (Cheng, Tracy, Foulsham, Kingstone, & Henrich, 2013, Study 1)

Title “Two Ways to the Top: Evidence That 
Dominance and Prestige Are Distinct Yet 
Viable Avenues to Social Rank and Influence” 
(p. 103)

The goal is to investigate whether dominance and 
prestige are avenues to social rank and influence 
(i.e., whether dominance and prestige have a causal 
effect on social rank).

Abstract “In 2 studies, we investigated the impact of 2 
fundamental strategies—Dominance (the use 
of force and intimidation to induce fear) and 
Prestige (the sharing of expertise or know-
how to gain respect)—on the attainment of 
social rank.” (p. 103)

This passage suggests that the study investigated the 
causal effect (“impact”) of the two strategies on social 
rank.

Current 
Research 
section

“In Study 1 we examined whether Dominance 
and Prestige spontaneously emerge and 
coexist as viable rank-attainment strategies 
within the same social groups, by asking 
previously unacquainted individuals to 
complete a collaborative task and allowing 
social hierarchies to naturally emerge.”  
(p. 109)

The phrase “rank-attainment strategies” might imply 
that the study investigates whether dominance and 
prestige have a causal effect on rank attainment.

Limitations 
and Future 
Research 
section

“One limitation of the present research is 
our reliance on a correlational approach, 
which prevents us from directly addressing 
questions of causality—whether Dominance 
and Prestige are causal antecedents to social 
rank.” (p. 120)

Here, the authors follow the standard practice in 
nonexperimental psychology to avoid addressing 
causal research questions straightforwardly.

Table 1. (continued)
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and straightforward ways, which we interpret as signs 
of the taboo. The absence of explicit causal language 
thus obscured the research goals of the studies. The 
researchers ended up sending mixed messages. Some 
parts of the articles read as if the entire endeavor were 
noncausal; yet other parts make sense only in the con-
text of trying to answer a causal research question. For 
example, two of the four examples (Table 1, Examples 
1 and 3) included control variables to rule out con-
founding effects and estimate the unique effect of the 
independent variable. Although there might be instances 
in which a third variable adjustment is useful for 
descriptive purposes, the adjustment in these two stud-
ies suggests that their goal was not merely to describe 
or to predict. If description were the ultimate goal, then 
an unadjusted estimate could have been reported, 
potentially with some insightful graphical display. At 
the same time, prediction did not seem to be the goal 
either, given that attention was paid to the coefficients 
of particular predictors rather than to the overall accu-
racy and cross-validation of the prediction. If prediction 
were the ultimate goal, then techniques from the field 
of machine learning would have been more appropriate 
(Yarkoni & Westfall, 2017). Hence, it is plausible to 
assume that the two examples that used control vari-
ables and even the two examples without control vari-
ables (Table 1, Examples 2 and 4) intended to identify 
causal links, even though the results of the studies were 
interpreted with vague causal language (e.g., “predict,” 
“effect”) rather than explicit causal language (e.g., 
“causes,” “causal effect”; for a similar argument, see 
Rutter, 2007). We think that description and prediction 
are worthwhile research goals. Yet we believe they 
should be pursued for their own sake rather than serv-
ing as a cover for implicit causal questions and 
conclusions.

To be clear, we do not intend to criticize the authors 
or the quality of these four articles; our intention is 
instead to criticize the norms regarding causal inference 
that these authors and most other nonexperimental psy-
chologists adhere to. These norms permeate many 
aspects of psychological science, from the education 
of psychological researchers (e.g., causal-effect estima-
tion based on nonexperimental evidence plays only a 
minor role in the methods and statistics curricula in 
psychology) to the review process at scientific journals 
(e.g., author guidelines, editors, and reviewers asking 
for the removal of causal language).

Reasons Behind the Taboo

Why do psychologists think that it is legitimate to make 
explicit causal inferences on the basis of experimental 
evidence but not on the basis of nonexperimental evi-
dence? Imagine that we wish to study the effect of a 

new therapy on the recovery of depressed people. In 
a purely observational study, we may observe that, 
relative to nontreated people, clients improve when 
undergoing treatment. Yet it is likely that people who 
underwent treatment differed from nontreated people 
with respect to background factors that determine 
recovery (e.g., age, education, financial resources, 
social support). Thus, we cannot directly infer that the 
therapy worked—changes in recovery rates might have 
been caused by the treatment or by other factors. In an 
experimental study, the randomized assignment to the 
treatment (i.e., therapy) and control conditions is 
intended to eliminate the causal link between the back-
ground factors and choice of treatment. Hence, the 
background factors cannot serve as an alternative 
explanation of a higher rate of recovery in the treatment 
group if the randomization is successful (e.g., Pearl, 
2009).

However, the problems of multicausality that render 
nonexperimental evidence weak and potentially non-
diagnostic are to some extent present in experimental 
research with randomized groups as well. This is 
because many treatment or experimental manipulations 
will affect not only the independent variable they are 
intended to affect. Even an obvious physical manipulation 
such as stimulus presentation time can have many causal 
effects at different levels of aggregation (e.g., by inducing 
time pressure or stress, undermining self-efficacy, induc-
ing distinct cognitive strategies), and identifying the 
relevant mechanism might be challenging (Bullock, 
Green, & Ha, 2010). Hence, causal inference always 
goes beyond what is observed, and it always rests on 
assumptions (e.g., Waldmann, Hagmayer, & Blaisdell, 
2006). Some philosophers have even argued that it is 
a top-down rather than a bottom-up endeavor that 
involves a priori world knowledge (e.g., Kant, 
1781/2002).1 Taken together, although experimental 
designs are the method of choice for blocking the 
effects of background factors, causal inferences are 
speculative inferences regardless of whether the study 
is conventionally classified as nonexperimental or 
experimental.

Consequences of the Taboo Against 
Explicit Causal Inference

Impairment of study design and data 
analysis

The ambiguity in the goals of nonexperimental studies 
(see Table 1) brings about a distinct lack of careful and 
explicit causal reasoning in study design and data anal-
ysis. Nonexperimental psychologists will usually have 
a coarse mental representation of the causal network 
in which their variables of interest are embedded. That 
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is, they usually have some assumptions about the 
causes and consequences of the variables they are 
studying and about the causal mechanisms and mediat-
ing processes that lead from the independent variable(s) 
to the dependent variable(s). Yet these assumptions 
about the underlying causal network are hardly ever 
spelled out explicitly. For example, many nonexperi-
mental psychologists do not explicitly justify why they 
include certain control variables, and hardly any of 
them use formalized frameworks developed to support 
causal reasoning such as the potential-outcome frame-
work (e.g., Morgan & Winship, 2015; Rubin, 2005) or 
directed acyclic graphs (DAGs; e.g., Pearl, 2009). As a 
consequence of this unstructured approach, researchers 
may forget to assess and control important confounding 
variables, or they may erroneously control for mediators 
and collider variables, hence introducing bias (e.g., 
Elwert & Winship, 2014; Foster, 2010b; Rohrer, 2018). 
This state of affairs was bemoaned by Foster (2010b) 
after he had edited the journal Developmental Psychol-
ogy for 5 years: “Currently, developmentalists conduct 
complex analyses that are not useful in pursuing either 
aim: The analyses are too complex to produce good 
description, and the complexity is not employed in a 
manner that facilitates causal inference” (p. 1760).

Furthermore, the causal assumptions encoded in 
structural equation models are often ignored or at least 
not discussed openly. For instance, by setting a coef-
ficient to zero in a structural equation model, one is 
assuming that one variable does not have a causal effect 
on another variable. But structural equation models are 
frequently used in nonexperimental research without 
any explicit discussion or justification of such causal 
assumptions. This is problematic because the credibility 
of a structural equation model depends on the credibil-
ity of its causal assumptions (e.g., Bollen & Pearl, 2013).

The taboo holds back cumulative research

A further consequence of the reluctance to explicitly 
talk about causality is that our understanding of the 
underlying causal mechanisms progresses at a slow 
pace, if at all. This issue has been highlighted in the 
field of personality research, which, because of the 
nature of its research subject, relies heavily on nonex-
perimental data:

During the past 50 years, personality psychology 
has made considerable progress concerning 
personality description, and prediction of and by 
personality. In contrast, explanation of personality 
development and personality effects has lagged 
far behind. In the coming decades, much more 
inspiration and transpiration are needed to change 

this unsatisfactory situation. (Asendorpf et  al., 
2016, p. 305)

We believe it is currently difficult for fields strongly 
characterized by nonexperimental research to accumu-
late causal knowledge because most previous studies 
have not explicitly stated the causal link they have 
identified or the assumptions under which this link 
should hold. These assumptions can often be recon-
structed indirectly only on the basis of the analyses the 
authors chose to apply. For example, controlling for a 
third variable implies that it is understood as a con-
founder rather than as a mediator of the effect of inter-
est. Still, the assumptions about the underlying causal 
network will often remain opaque, and thus, the condi-
tions under which a coefficient can (or cannot) be 
interpreted as a causal effect remain unclear.

This opaqueness enables undesirable flexibility (e.g., 
Eisenberg, 1984; Smaldino, 2017), which discourages 
cumulative research. If researchers do not clearly spec-
ify the causal effect they think they have identified, a 
study’s findings are hardly falsifiable. Imagine, for 
example, that Researcher A publishes a nonexperimen-
tal study on subjective well-being and relationship sat-
isfaction and concludes that a person’s low subjective 
well-being causes relationship dissatisfaction in a 
romantic partner. Researcher B might read the article 
and disagree with the conclusion because Researcher 
B thinks the health of the person confounds the rela-
tionship between subjective well-being and the part-
ner’s relationship satisfaction. Researcher B might then 
write a comment and criticize Researcher A’s study for 
not assessing and controlling for health, or Researcher 
B could conduct a new study to investigate whether 
the relationship still holds when controlling for health. 
On the other hand, if Researcher A had not explicitly 
claimed that the effect of subjective well-being on the 
partner’s relationship satisfaction was causal, Researcher 
B would have had a hard time pinning down what 
exactly to say about Researcher A’s study: “The study 
did not correctly answer the question it did not explic-
itly try to answer” is not a compelling criticism. If con-
fronted with criticism, Researcher A could retreat to the 
position that the finding was descriptive to begin with, 
even if this particular reading of the study is probably 
less interesting. Being unclear about the purpose of a 
study opens the door to such motte-and-bailey strate-
gies in which researchers profit from the more interest-
ing but difficult-to-defend causal interpretation of their 
effect (the bailey), but once challenged, they retreat to 
the almost trivial yet difficult to attack descriptive find-
ing (the motte).

No single study can test all assumptions and rule out 
all potential alternative causal explanations. A variety 
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of study designs, data sources, and methods are needed 
to attain confidence in estimates of causal effects (e.g., 
Briley, Livengood, & Derringer, 2018; Hernán, 2018b; 
Lawlor, Tilling, & Davey Smith, 2016). Such a cumula-
tive endeavor needs to explicitly consider the assump-
tions that are involved. If not, research may simply go 
around in circles or end up in a futile back and forth 
when nobody notices that their discrepant conclusions 
hinge on certain assumptions about which one could 
argue in a more fertile manner.

Disconnect between original findings 
and their subsequent interpretation

The taboo against explicit causal reasoning and lan-
guage has furthermore led to a disconnect between the 
original nonexperimental findings and their subsequent 
interpretation. Even if authors refrain from making 
causal interpretations in their original study, subsequent 
theoretical articles, reviews, or Introduction/Discussion 
sections will refer to the very same findings in a way 
that makes sense only if they were meant to be read as 
causal effects. The citing authors likely have no intention 
to mislead readers—they might simply have not consid-
ered the design of the respective study in great detail.

For example, the neosocioanalytic theory has pos-
ited, on the empirical basis of longitudinal research that 
did not explicitly estimate causal effects, that invest-
ments in age-graded social roles drive (i.e., cause) per-
sonality trait change (e.g., entering the workforce after 
education leads to increases in conscientiousness; e.g., 
Roberts & Wood, 2006). Theories are usually causal in 
nature because cause-and-effect relationships permeate 
the way we think and make sense of the world (e.g., 
Kant, 1781/2002; Waldmann et  al., 2006). Hence, if 
empirical researchers in a field do not tackle causal 
questions explicitly and instead try to constrain them-
selves to descriptive or predictive statements and 
research questions, then a disconnect between empiri-
cal findings and theory is almost inevitable.

A similar disconnect can arise when nonexperimen-
tal studies are cited to make certain arguments in litera-
ture reviews and Introduction sections. For example, 
two recent reviews argued that intervention studies on 
how to change personality traits are vital and needed 
because personality traits predict important life out-
comes in the domains of education, work, relationships, 
health, and well-being (Bleidorn et al., 2019; Roberts 
et al., 2017). The implicit assumption must be that per-
sonality traits cause the life outcomes; otherwise, 
changing the personality traits through interventions 
will not change the respective outcomes. It is possible 
that personality is indeed the cause; however, most 
previous empirical studies on the topic did not explic-
itly investigate these causal effects.

Engaging in “stealth causal inference” from a distance 
(i.e., assuming causal relationships on the basis of 
descriptive or predictive findings reported elsewhere) 
may be convenient for nonexperimental fields because 
it means that authors do not have to defend explicit 
causal claims, yet everybody gets to enjoy explanatory 
accounts and the impression of a deep understanding 
of the subject matter. However, the disconnect between 
original findings and subsequent causal interpretations 
renders arguments and theories—even those that seem 
to be supported by an impressive number of empirical 
studies—speculative, which limits their usefulness for 
researchers and policymakers alike.

For researchers, speculative arguments and theories 
are not very helpful for designing causally informative 
studies: Although speculation might stimulate new 
research ideas, it does not provide reliable information 
about which variables to assess and control for. Fur-
thermore, the speculative nature of theories means that 
derived hypotheses have a lower prior probability of 
being true than the hypotheses derived from less specu-
lative theories (i.e., theories with firmly established 
relationships and laws such as natural selection in 
Darwin’s theory of evolution). Their lower prior prob-
ability in turn results in more nonsignificant findings 
and more false-positive findings (Diekmann, 2011; 
Fiedler, 2017; Ioannidis, 2005).2 Hence, theories without 
firmly established relationships and laws are not par-
ticularly useful, for example, for tackling the replication 
crisis in psychology (Fiedler, 2017; see also Muthukrishna 
& Henrich, 2019).

For policymakers, theories are useful if they contain 
firmly established causal relationships because only 
then can policymakers design interventions that suc-
cessfully tackle pressing issues in the world. Although 
predictive findings might help to identify at-risk groups 
that might want to be targeted by interventions (e.g., 
adolescents with learning disabilities or self-control 
issues), predictive findings do not inform policymakers 
about how they can intervene. We can thus understand 
one reason for the lamented lack of interventions and 
policies targeting personality traits (e.g., Bleidorn et al., 
2019)—unless we establish that personality traits are 
indeed meaningful causes, why would one want to 
target them?

Recommendations for Integrating 
Causality in a More Productive Manner

Steps of causal inference in 
nonexperimental studies

How can we do better? Nonexperimental researchers 
should openly admit when their goal is causal inference—
and then ensure that their study pursues this goal in a 
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rigorous and transparent manner. The following four steps 
of causal inference might help them do so.

In Step 1, researchers should articulate a clear causal 
question and state the precise definition of the causal 
effect of interest. Translating the causal question into 
a hypothetical experiment and counterfactual thinking 
can help researchers do so because the counterfactual 
question “What would happen to an individual if one 
changed the treatment?” lies at the heart of causal infer-
ence (e.g., Foster, 2010a; Hernán, 2018a; Morgan & 
Winship, 2015). That is, the causal effect of interest is 
the difference between the outcome if the individual 
had experienced the treatment and the outcome if the 
individual had not experienced the treatment. Thinking 
about how things are for an individual and how things 
would be different if the individual had not experienced 
the treatment can be formally expressed using the 
potential-outcomes framework (for an accessible intro-
duction, see Foster, 2010a; see also, e.g., Holland, 1986; 
Rubin, 2005).

In Step 2, researchers might want to think carefully 
about how other variables relate to the putative causal 
variable (i.e., the treatment) and outcome variable to 
identify potential confounders, colliders,3 mediators, 
and instrumental variables (see Box 1). The assump-
tions about this underlying causal web can be expressed 
in a DAG (e.g., Pearl, 2009). A DAG connects variables 
with arrows representing causal relationships. Note that 
the DAG should contain all relevant variables, not only 
the ones that are available, observable, or measurable. 
The DAG helps researchers align the study design and 
data analysis to the actual aim of the study (for acces-
sible introductions to DAGs, see, e.g., Foster, 2010a; 
Rohrer, 2018). As a side note, whereas counterfactual 
thinking and DAGs may be new tools for many psy-
chologists, they are in line with Campbell’s tradition of 
identifying plausible threats to internal validity (i.e., 
causal inference) and then including study design fea-
tures and statistical adjustments that can potentially rule 
out those specific threats (e.g., Campbell, 1988; Matthay 
& Glymour, 2020; West & Thoemmes, 2010).

Step 3 involves establishing an identification strategy 
and estimating the causal effect. That is, given the 
assumptions from the previous steps, researchers derive 
a way to estimate the causal effect without bias from 
the data at hand. For example, this could involve a 
multiple regression model if all relevant confounding 
variables are available in the data, or it could involve 
the use of instrumental-variable estimation if un- 
observed confounding is assumed (for introductions to 
and discussions of various identification strategies, see 
Box 1; also see Foster, 2010a; MacKinnon & Pirlott, 
2015; Mõttus & Kandler, 2018; Pingault et  al., 2018; 
Rutter, 2007). Further inspiration for methods that can 

be used to investigate causal relationships on the basis 
of nonexperimental data can be found in fields such as 
economics, political science, or sociology. Parts of eco-
nomics, political science, and sociology have embraced 
the challenge of causal inference on the basis of non-
experimental evidence, for example, through the use 
of instrumental-variable estimation (see Box 1), regres-
sion-discontinuity designs, or fixed-effects models 
(e.g., Allison, 2009; Angrist & Pischke, 2008; Gangl, 
2010; Morgan & Winship, 2015). All of these approaches 
have their own pitfalls, but psychologists are lucky that 
they can learn from critical discussions that have 
already transpired in other fields of research. Once the 
identification strategy is in place, it can be used to 
estimate the causal effect.

In the last step, Step 4, researchers test their identi-
fication strategy against violations of assumptions to 
see how much the effect estimate would change if 
certain assumptions were violated. For example, if the 
assumption is that all confounders have been observed, 
a researcher might want to compute what would hap-
pen if unobservable variables were to confound the 
effect (for more information on sensitivity analysis, see, 
e.g., Frank, Maroulis, Duong, & Kelcey, 2013; Greenland, 
1996; Rosenbaum, 2005; Rosenberg, Xu, & Frank, 2019; 
VanderWeele & Ding, 2017). The last step should also 
involve a discussion of potential alternative explana-
tions for the observed effect. This discussion, along 
with future directions for research, might be provided 
in the Discussion section.

In Boxes 2 and 3 and Figures S1 and S2 in the 
Supplemental Material available online, we briefly illus-
trate these four steps of causal inference with research 
questions from the four articles presented in Table 1. 
Please note that a detailed description and exemplifica-
tion of all steps is beyond the scope of the current 
article (for more details on steps of causal inference, 
see Foster, 2010a).

Further recommendations

Whereas the details of every particular attempt of causal 
inference will necessarily vary, we advise psychologists 
to be explicit about the entire process. Researchers should 
state that they are trying to estimate a causal effect, and 
they should be clear about the assumptions underlying 
their analyses. Being open about causality invites more 
critical reflection about the underlying assumptions, which 
may also open the door for more refined and productive 
rebuttals as points of disagreement can be pinpointed. To 
cite Charles Darwin (1981/1871):

False facts are highly injurious to the progress of 
science, for they often endure long; but false 
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Box 1. What Is Instrumental-Variable Estimation?

Instrumental-variable estimation is a method for estimating the causal effect of the treatment X on the  
outcome Y with the help of an instrumental variable Z. An instrumental variable Z is a variable that is  
associated with the treatment, and only because of its association with the treatment is it associated with  
the outcome. More specifically, an instrumental variable should fulfill the following four assumptions:

1. The relevance assumption: The instrument Z and treatment X are associated either because Z has a 
causal effect on X (left panel) or because X and Z share a common cause U * (right panel).

2. The exclusion restriction: Z affects the outcome Y only through X.
3. The exchangeability assumption (also called independence assumption): Z does not share common 

causes with Y (other than U *).
4. The monotonicity assumption: Z cannot increase X for some individuals and decrease it for others 

(e.g., Bollen, 2012; Labrecque & Swanson, 2018; Lousdal, 2018).

X

Y

U

Z

X

Y

U

U*

Z

The assumptions can only partially be tested empirically and require theoretical justification (Labrecque & 
Swanson, 2018). If an instrument that meets these assumptions can be identified, the causal average effect of 
X on Y can be estimated even in the presence of unmeasured confounding U. A variable that does not fulfill 
the second and third assumptions can be transformed into a variable that fulfills these assumptions by 
adjusting for confounding variables.

For a continuous-treatment variable, the estimand for the instrumental variable is the ratio

Cov(Y,Z) .
Cov(X,Z)

Different types of instruments have been proposed: researcher-induced randomization (e.g., a randomized 
antismoking intervention is the instrumental variable Z and smoking is the treatment variable X), natural 
randomization processes (e.g., Mendelian randomization, in which alleles are allocated at random in off-
spring), and natural variation (e.g., preference for treatment according to the availability of a facility or 
physician; e.g., Bollen, 2012; Lousdal, 2018).

views, if supported by some evidence, do little 
harm, for everyone takes a salutary pleasure in 
proving their falseness; and when this is done, 
one path towards error is closed and the road to 
truth is often at the same time opened. (p. 385)

Likewise, we advise researchers to make explicit 
rather than implicit causal-inference statements in the 
arguments and theories they present in their Introduc-
tion and Discussion sections, reviews, and theoretical 

articles. This does not mean that they should make bold 
causal claims when there is substantial uncertainty. 
Instead, they should simply be more transparent about 
when an argument or theory depends on the existence 
of a particular causal effect (rather than just a correla-
tion), and they should discuss the extent to which pre-
vious studies have provided compelling evidence for 
it. To do so, it might be helpful to state whether a causal 
effect in a theory or argument rests on previous experi-
mental or nonexperimental evidence.
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Box 2. Brief Illustration of the Steps of Causal Inference for Example 1 (Moffitt et al., 2011)

Step 1 (basic definitions). Childhood self-control is the treatment variable that causes the outcome adulthood 
physical health. Self-control is defined as the ability to delay gratification, control impulses, and modulate emo-
tional expression. Physical health is defined as cardiovascular, inflammatory, respiratory, dental, and sexual health 
(Moffitt et al., 2011).

Step 2 (causal network). The directed acyclic graph (DAG) below illustrates the causal relationships we 
assumed on the basis of previous research. For example, serotonin levels in the central nervous system are believed 
to have a genetic basis, to be alterable by life circumstances, to affect conscientiousness (i.e., which is often seen as 
synonymous with self-control), and to help regulate the core bodily functions (appetite and sleep) that are necessary 
for good health (e.g., Carver, Johnson, Joormann, Kim, & Nam, 2011; Caspi, Hariri, Holmes, Uher, & Moffitt, 2010; 
Friedman et al., 2014). Genes, childhood socioeconomic status (SES1), and childhood serotonin are confounders 
because they have independent causal paths to youth self-control (SC1) and adulthood physical health. In the 
DAG, the numbers after the variables indicate the time period. SC = self-control; SES = socioeconomic status; 
Snares = harmful lifestyles—e.g., started smoking, unplanned pregnancy.

Adversity2

SC1

Physical Health2

Genes

Serotonin1

Snares1

Friends1

SES1

Friends2

Physical Health1

SC2

Snares2

Serotonin2

Step 3 (identification strategy). An approach that could be applied to block the confounding paths involving 
genes, SES1, and childhood serotonin and thus achieve an unbiased estimate might be to run a study with monozy-
gotic twins who are raised in the same family (i.e., pairs of individuals with identical genes and socioeconomic 
background). We would estimate the causal effect by regressing the intratwin difference in adulthood health on the 
intratwin difference in childhood self-control and the intratwin difference in childhood serotonin. Differencing 
blocks the paths via the node genes and SES1 under the assumption that genes and SES1 influence both individu-
als of a twin pair in the same way (e.g., Allison, 2009; Campbell & Kenny, 1999; Kim & Steiner, 2019). Controlling 
for the intratwin difference in childhood serotonin would neutralize the confounding effect of childhood serotonin.

Step 4 (probing assumptions and alternative explanations). The validity of the identification strategy depends 
on whether all confounding twin-varying variables were included in the DAG and properly adjusted for in the analysis. 
For example, the intratwin differences in childhood self-control might have been caused by intratwin differences in 
adverse childhood experiences that also caused intratwin differences in childhood intelligence, and childhood intelli-
gence (not childhood self-control) might have been the actual cause of adulthood health. Thus, as a robustness check, 
we would add the intratwin difference in childhood intelligence as a control variable in the regression.
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Box 3. Brief Illustration of the Steps of Causal Inference for Example 2 (Lüdtke, Roberts, Trautwein, & Nagy, 2011)

Step 1 (basic definitions). Studying at a university (as opposed to vocational training or work) at around the 
age of 20 to 25 is the treatment variable that causes the outcome conscientiousness at around the age of 25. 
Conscientiousness is defined as a personality trait characterized by the propensity to follow socially prescribed 
norms for impulse control, to be goal-directed, to plan, and to be able to delay gratification (Roberts, Jackson, 
Fayard, Edmonds, & Meints, 2009).

Step 2 (causal network). The directed acyclic graph below illustrates the causal relationships we assumed on 
the basis of previous research. For example, Spiess and Wrohlich (2010) suggest that the distance to the nearest 
university affects the probability of enrolling in higher education. In the DAG, the numbers after the variables 
indicate the time period. Consc. = conscientiousness; GPA = high school grade point average; IQ = intelligence; 
SES = socioeconomic status; Snares = harmful lifestyles—e.g., started smoking, unplanned pregnancy.

Studying at
University2

Genes

SES1

Distance to
University1

GPA1

Friends1
Friends2

Regional Characteristics1

Snares1

Consc2Consc1

IQ1

Step 3 (identification strategy). We propose that distance to the nearest university be used as an instrumental 
variable (for details, see Box 1). That is, we would utilize the fact that distance to the nearest university causally 
affects studying at a university while there are hardly any other paths from distance to the nearest university to 
conscientiousness. The alternative paths all go through regional characteristics of the place of origin: Places far 
from any university might be poorer or more rural. The poorness or ruralness of a place might affect both 
whether there is a university and the likelihood of studying via the socioeconomic status of the family of the 
participant (e.g., parents’ education). Thus, we would control for the regional characteristics (indicators of urbane-
ness and prosperity of the place of origin) in the instrumental-variable estimation.

Step 4 (probing assumptions and alternative explanations). One assumption is that all paths from dis-
tance to the nearest university to adulthood conscientiousness go through studying at a university and regional 
characteristics. To probe this assumption, we would regress youth conscientiousness on distance to the nearest 
university and regional characteristics. If distance to the nearest university were incrementally associated with 
youth conscientiousness, this would suggest that there are paths from distance to the nearest university to adult-
hood conscientiousness that are not mediated by regional characteristics or studying at a university, which would 
bring into question the validity of the instrumental variable (i.e., distance to the nearest university).
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Finally, we suggest that the field as a whole should 
try to shift its norms toward a more productive engage-
ment with causal inference on the basis of nonexperi-
mental data. Statistics and methods teachers could 
dedicate some more time to the topic—it may be time 
well spent because a clearer framework for causal infer-
ence makes it easier to talk about a broad range of 
topics, such as missing data problems (Thoemmes & 
Mohan, 2015) and threats to validity, which affect most 
types of research (Matthay & Glymour, 2020). Editors 
and reviewers may also encourage a shift in thinking. 
By no means should they let their guard down and 
allow researchers to confuse correlation with causation. 
However, instead of simply policing language or 
requesting boilerplate statements about limitations, they 
might ask hard questions—about the actual goal of the 
study (e.g., asking for clarification about why mere 
prediction would be interesting or highlighting discrep-
ancies between supposedly noncausal questions and 
the discussed implications), about the authors’ under-
standing of the underlying causal web (e.g., requesting 
that the authors provide a DAG to justify their choice 
of covariates), or about more specific recommendations 
for future studies (e.g., if an experimental clarification 
is suggested, there should be some discussion about 
what a feasible experiment could look like). In some 
cases, authors may actually feel confident enough to 
make a causal claim—if it is accompanied by a trans-
parent discussion of the underlying assumptions, then 
readers are given the information they need to form 
their own opinions.

Conclusion

Causal inference on the basis of observational data is 
very difficult. However, this is not a good reason to 
render explicit causal inference taboo. Similar to when 
sex or drugs are made taboo, making explicit causal 
inference taboo does not stop people from doing it; 
they just do it in a less transparent, regulated, sophis-
ticated, and informed way. Thus, we think it is about 
time that psychologists begin to talk openly about cau-
sality in nonexperimental research.
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Notes

1. We thank Klaus Fiedler for bringing up this point.
2. If the prior probability for each of 10,000 hypotheses H1 is .04, 
then there are 320 true positives and 480 false positives, assum-
ing a statistical power of .80 and an α level of .05. If the prior 
probability is .20, then there are 1,600 true positives and 400 false 
positives. If the prior probability is .40, then there are 3,200 true 
positives and 300 false positives (Diekmann, 2011; Fiedler, 2017).
3. A collider is a variable that is causally influenced (either directly 
or indirectly) by the treatment and the outcome. Adjusting for 
a collider can introduce a spurious (i.e., noncausal) association 
between the treatment and the outcome (e.g., Elwert & Winship, 
2014; Rohrer, 2018).

References

Allison, P. (2009). Fixed effects regression models. Thousand 
Oaks, CA: SAGE. doi:10.4135/9781412993869

Angrist, J., & Pischke, S. (2008). Mostly harmless economet-
rics: An empiricists’ companion. Princeton, NJ: Princeton 
University Press.

Antonakis, J., Bendahan, S., Jacquart, P., & Lalive, R. (2010). 
On making causal claims: A review and recommendations. 
The Leadership Quarterly, 21(6), 1086–1120. doi:10.1016/j 
.leaqua.2010.10.010.

Asendorpf, J. B., Baumert, A., Schmitt, M., Blum, G., van 
Bork, R., Rhemtulla, M., . . . Mõttus, R. (2016). Open peer 
commentary and author’s response. European Journal of 
Personality, 30, 304–340. doi:10.1002/per.2060

Bleidorn, W., Hill, P. L., Back, M. D., Denissen, J. J. A., 
Hennecke, M., Hopwood, C. J., . . . Roberts, B. (2019). 
The policy relevance of personality traits. American 
Psychologist, 74, 1056–1067. doi:10.1037/amp0000503

Bollen, K. A. (2012). Instrumental variables in sociology and 
the social sciences. Annual Review of Sociology, 38, 37–
72. doi:10.1146/annurev-soc-081309-150141

Bollen, K. A., & Pearl, J. (2013). Eight myths about cau-
sality and structural equation models. In S. L. Morgan 
(Ed.), Handbook of causal analysis for social research 
(pp. 301–328). Dordrecht, The Netherlands: Springer. 
doi:10.1007/978-94-007-6094-3_15

Briley, D. A., Livengood, J., & Derringer, J. (2018). Behaviour 
genetic frameworks of causal reasoning for personality 
psychology. European Journal of Personality, 32, 202–
220. doi:10.1002/per.2153

Bullock, J. G., Green, D. P., & Ha, S. E. (2010). Yes, but 
what’s the mechanism? (Don’t expect an easy answer). 
Journal of Personality and Social Psychology, 98, 550–558. 
doi:10.1037/a0018933

https://orcid.org/0000-0002-1949-4384
https://orcid.org/0000-0001-8564-4523
http://journals.sagepub.com/doi/suppl/10.1177/1745691620921521
http://journals.sagepub.com/doi/suppl/10.1177/1745691620921521


1254 Grosz et al.

Campbell, D. T. (1988). Can we be scientific in applied 
social science? In E. S. Overman (Ed.), Methodology and 
epistemology for social science: Selected papers of Donald 
T. Campbell (pp. 315–334). Chicago, IL: University of 
Chicago Press.

Campbell, D. T., & Kenny, D. A. (1999). A primer on regres-
sion artifacts. New York, NY: Guilford Press.

Carver, C. S., Johnson, S. L., Joormann, J., Kim, Y., & Nam, 
J. Y. (2011). Serotonin transporter polymorphism inter-
acts with childhood adversity to predict aspects of 
impulsivity. Psychological Science, 22, 589–595. doi: 
10.1177/0956797611404085

Caspi, A., Hariri, A. R., Holmes, A., Uher, R., & Moffitt, T. E. 
(2010). Genetic sensitivity to the environment: The case 
of the serotonin transporter gene and its implications for 
studying complex diseases and traits. American Journal 
of Psychiatry, 167, 509–527. doi:10.1176/appi.ajp.2010 
.09101452

Cheng, J. T., Tracy, J. L., Foulsham, T., Kingstone, A., & 
Henrich, J. (2013). Two ways to the top: Evidence that 
dominance and prestige are distinct yet viable avenues 
to social rank and influence. Journal of Personality and 
Social Psychology, 104, 103–125. doi:10.1037/a0030398

Darwin, C. (1981). The descent of man and selection in rela-
tion to sex. Princeton, NJ: Princeton University Press. 
(Original work published 1871)

Diekmann, A. (2011). Are most published research findings 
false? Jahrbücher für Nationalökonomie und Statistik, 
321, 628–635. doi:10.1515/jbnst-2011-5-606

Eisenberg, E. M. (1984). Ambiguity as strategy in organiza-
tional communication. Communication Monographs, 51, 
227–242.

Elwert, F., & Winship, C. (2014). Endogenous selection 
bias: The problem of conditioning on a collider vari-
able. Annual Review of Sociology, 40, 31–53. doi:10.1146/
annurev-soc-071913-043455

Fiedler, K. (2017). What constitutes strong psychological sci-
ence? The (neglected) role of diagnosticity and a priori 
theorizing. Perspectives on Psychological Science, 12, 
46–61. doi:10.1177/1745691616654458

Foster, E. M. (2010a). Causal inference and developmental 
psychology. Developmental Psychology, 46, 1454–1480. 
doi:10.1037/a0020204

Foster, E. M. (2010b). The u-shaped relationship between 
complexity and usefulness: A commentary. Developmental 
Psychology, 46, 1760–1766. doi:10.1037/a0020180

Frank, K. A., Maroulis, S. J., Duong, M. Q., & Kelcey, B. M. 
(2013). What would it take to change an inference? Using 
Rubin’s causal model to interpret the robustness of causal 
inferences. Educational Evaluation and Policy Analysis, 
35, 437–460. doi:10.3102%2F0162373713493129

Friedman, H. S., Kern, M. L., Hampson, S. E., & Duckworth, A. L.  
(2014). A new life-span approach to conscientiousness 
and health: Combining the pieces of the causal puzzle. 
Developmental Psychology, 50, 1377–1389. doi:10.1037/
a003037

Gangl, M. (2010). Causal inference in sociological research. 
Annual Review of Sociology, 36, 21–47. doi:10.1146/
annurev.soc.012809.102702

Greenland, S. (1996). Basic methods for sensitivity analy-
sis of biases. International Journal of Epidemiology, 25, 
1107–1116. doi:10.1093/ije/25.6.1107-a

Grosz, M. P., Göllner, R., Rose, N., Spengler, M., Trautwein, 
U., Rauthmann, J. F., . . . Roberts, B. W. (2019). The devel-
opment of narcissistic admiration and Machiavellianism 
in early adulthood. Journal of Personality and Social 
Psychology, 116, 467–482. doi:10.1037/pspp0000174

Hernán, M. A. (2018a). The C-word: Scientific euphemisms 
do not improve causal inference from observational 
data. American Journal of Public Health, 108, 616–619. 
doi:10.2105/AJPH.2018.304337

Hernán, M. A. (2018b). The C-word: The more we discuss 
it, the less dirty it sounds. American Journal of Public 
Health, 108, 625–626. doi:10.2105/AJPH.2018.304392

Holland, P. W. (1986). Statistics and causal inference. Journal 
of the American Statistical Association, 81, 945–960. doi: 
10.1080/01621459.1986.10478354

Ioannidis, J. P. A. (2005). Why most published research find-
ings are false. PLOS Medicine, 2, Article 124. doi:10.1371/
journal.pmed.0020124

Kant, I. (2002). Kritik der reinen Vernunft [Critique of 
pure reason] (16th ed.). Frankfurt am Main, Germany: 
Suhrkamp. (Original work published 1781)

Kim, Y., & Steiner, P. M. (2019). Gain scores revisited: A 
graphical models perspective. Sociological Methods & 
Research. Advance online publication. doi:10.1177/004 
9124119826155

Labrecque, J., & Swanson, S. A. (2018). Understanding the 
assumptions underlying instrumental variable analyses: A 
brief review of falsification strategies and related tools. 
Current Epidemiology Reports, 5, 214–220. doi:10.1007/
s40471-018-0152-1

Lawlor, D. A., Tilling, K., & Davey Smith, G. (2016). Triangu-
lation in aetiological epidemiology. International Journal 
of Epidemiology, 45, 1866–1886. doi:10.1093/ije/dyw 
314

Lousdal, M. L. (2018). An introduction to instrumental variable 
assumptions, validation and estimation. Emerging Themes 
in Epidemiology, 15, Article 1. doi:10.1186/s12982-018-
0069-7

Lüdtke, O., Roberts, B. W., Trautwein, U., & Nagy, G. (2011). 
A random walk down university avenue: Life paths, 
life events, and personality trait change at the transi-
tion to university life. Journal of Personality and Social 
Psychology, 101, 620–637. doi:10.1037/a0023743

MacKinnon, D. P., & Pirlott, A. G. (2015). Statistical approaches 
for enhancing causal interpretation of the M to Y relation 
in mediation analysis. Personality and Social Psychology 
Review, 19, 30–43. doi:10.1177/1088868314542878

Matthay, E. C., & Glymour, M. M. (2020). A graphical cata-
logue of threats to validity: Linking social science with 
epidemiology. Epidemiology, 31, 376–384. doi:10.1097/
EDE.0000000000001161

Moffitt, T. E., Arseneault, L., Belsky, D., Dickson, N., Hancox, 
R. J., Harrington, H., . . . Caspi, A. (2011). A gradient of 
childhood self-control predicts health, wealth, and public 
safety. Proceedings of the National Academy of Sciences, 
USA, 108, 2693–2698. doi:10.1073/pnas.1010076108



The Taboo Against Explicit Causal Inference 1255

Morgan, S. L., & Winship, C. (2015). Counterfactuals and 
causal inference: Methods and principles for social 
research. New York, NY: Cambridge University Press.

Mõttus, R., & Kandler, C. (Eds.). (2018). From correlations 
to explanations [Special issue]. European Journal of 
Personality, 32, 147–324.

Muthukrishna, M., & Henrich, J. (2019). A problem in the-
ory. Nature Human Behaviour, 3, 221–229. doi:10.1038/
s41562-018-0522-1

Pearl, J. (2009). Causality: Models, reasoning and inference 
(2nd ed.). New York, NY: Cambridge University Press.

Pingault, J. B., O’Reilly, P. F., Schoeler, T., Ploubidis, G. B., 
Rijsdijk, F., & Dudbridge, F. (2018). Using genetic data 
to strengthen causal inference in observational research. 
Nature Reviews Genetics, 19, 566–580. doi:10.1038/
s41576-018-0020-3

Roberts, B. W., Jackson, J. J., Fayard, J. V., Edmonds, G., & 
Meints, J. (2009). Conscientiousness. In M. R. Leary & R. H. 
Hoyle (Eds.), Handbook of individual differences in social 
behavior (pp. 369–381). New York, NY: Guilford Press.

Roberts, B. W., Luo, J., Briley, D. A., Chow, P. I., Su, R., & 
Hill, P. L. (2017). A systematic review of personality trait 
change through intervention. Psychological Bulletin, 143, 
117–141. doi:10.1037/bul0000088

Roberts, B. W., & Wood, D. (2006). Personality development in 
the context of the neo-socioanalytic model of personality. 
In D. K. Mroczek & T. D. Little (Eds.), Handbook of per-
sonality development (pp. 11–39). Mahwah, NJ: Erlbaum.

Rohrer, J. M. (2018). Thinking clearly about correlations and 
causation: Graphical causal models for observational 
data. Advances in Methods and Practices in Psychological 
Science, 1, 27–42. doi:10.1177/2515245917745629

Rosenbaum, P. R. (2005). Sensitivity analysis in observational 
studies. In B. S. Everitt & D. C. Howell (Eds.), Encyclopedia of 
statistics in behavioral science (pp. 1809–1814). Chichester, 
England: Wiley. doi:10.1002/0470013192.bsa606

Rosenberg, J., Xu, R., & Frank, K. (2019). Introduction to 
konfound. Retrieved from https://jrosen48.github.io/kon 
found/articles/introduction-to-konfound.html

Rubin, D. B. (2005). Causal inference using potential outcomes: 
Design, modeling, decisions. Journal of the American 
Statistical Association, 100, 322–331. doi:10.1198/0162 
14504000001880

Rutter, M. (2007). Proceeding from observed correlation 
to causal inference: The use of natural experiments. 
Perspectives on Psychological Science, 2, 377–395. 
doi:10.1111/j.1745-6916.2007.00050.x

Smaldino, P. E. (2017). Models are stupid, and we need 
more of them. In R. R. Vallacher, S. J. Read, & A. Nowak 
(Eds.), Computational social psychology (pp. 311–331). 
New York, NY: Routledge. doi:10.4324/9781315173726-14

Spiess, C. K., & Wrohlich, K. (2010). Does distance deter-
mine who attends a university in Germany? Economics 
of Education Review, 29, 470–479. doi:10.1016/j.econ 
edurev.2009.10.009

Thoemmes, F., & Mohan, K. (2015). Graphical representation 
of missing data problems. Structural Equation Modeling, 
22, 631–642. doi:10.1080/10705511.2014.937378

VanderWeele, T. J., & Ding, P. (2017). Sensitivity analysis in 
observational research: Introducing the E-value. Annals 
of Internal Medicine, 167, 268–274. doi:10.7326/M16-2607

Waldmann, M. R., Hagmayer, Y., & Blaisdell, A. P. (2006). 
Beyond the information given: Causal models in learning 
and reasoning. Current Directions in Psychological Science, 
15, 307–311. doi:10.1111/j.1467-8721.2006.00458.x

West, S. G., & Thoemmes, F. (2010). Campbell’s and Rubin’s 
perspectives on causal inference. Psychological Methods, 
15, 18–37. doi:10.1037/a0015917

Yarkoni, T., & Westfall, J. (2017). Choosing prediction over 
explanation in psychology: Lessons from machine learn-
ing. Perspectives on Psychological Science, 12, 1100–1122. 
doi:10.1177/1745691617693393

https://jrosen48.github.io/konfound/articles/introduction-to-konfound.html
https://jrosen48.github.io/konfound/articles/introduction-to-konfound.html

