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Dosimetric evaluation of Acuros XB dose calculation 
algorithm with measurements in predicting doses 
beyond different air gap thickness for smaller and larger 
field sizes

Suresh Rana, Kevin Rogers
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ABSTRACT

In this study, dose prediction accuracy of Acuros XB (AXB) dose calculation algorithm beyond air gap thickness (range 2, 4, and 
6 cm) in simple inhomogeneous phantoms was investigated. The evaluation of AXB was performed by comparing the doses 
calculated by AXB with the doses calculated by Anisotropic Analytical Algorithm (AAA) and the measured data for different field 
sizes (3 × 3, 5 × 5, and 10 × 10 cm2) of a 6 MV photon beam. The dose computation was performed within Eclipse treatment 
planning system, and measurements were acquired with a cylindrical ionization chamber. Central axis depth dose comparisons 
were done in solid–water material region up to 5 cm distance from air/solid—water interface. The results of AXB had better 
agreement with measurements at all measured points than that of AAA. The discrepancies between AXB and measured data 
were seen from − 3.81% to + 0.9%, whereas the AAA differences with measurement from − 3.1% to − 10.9%. The combination 
of the smallest test field size and the largest air gap produced the highest range (1-5 cm distance from air/solid–water interface) 
in dose difference (AAA: −4.0% to − 10.6% and AXB: −3.8% to + 0.6%). The AAA computational time was about 8 times 
faster than that of AXB. In conclusion, AXB is more appropriate to use for dose predictions, especially when low-density 
heterogeneities are involved.
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Introduction

The development of advanced cancer treatment technique 
such as intensity modulation radiation therapy (IMRT) 
has enabled the delivery of conformal dose distribution 
to the target while minimizing the dose to the critical 
structures.[1] However, such advanced treatment technique 
also demands more accurate dose calculation algorithms 

within the treatment planning systems (TPSs).[2] Because 
human body is composed of heterogeneous tissues such 
as bones, lungs, sinuses, and oral and nasal cavities, 
the characteristics of therapeutic radiation beam will 
be different as the beam interacts with tissues of widely 
differing radiological properties. Furthermore, the 
photon beam may pass through air gap created by the 
immobilization device that supports the patient on the 
treatment table. Hence, in order to determine the absorbed 
dose in the irradiated tissues more accurately, commercial 
TPSs must employ dose calculation algorithms that will 
account the presence of different media heterogeneity.[3] 
With regard to achieving optimum therapeutic outcome 
from radiation treatments, Task Group 65 (TG 65) of the 
American Association of Physicists in Medicine (AAPM) 
stated that “the general principle of 3% accuracy in dose 
delivery with the corresponding need for better than 2% 
accuracy in correcting for inhomogeneities is a reasonable, 
albeit challenging, goal.”[3]

The dose calculation algorithms used by clinical radiation 
therapy TPSs have evolved over the years from simple 
computations to Monte Carlo (MC) approaches. A new 
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photon dose calculation algorithm called Acuros XB (AXB) 
has recently been implemented in the Eclipse TPS (Varian 
Medical Systems, Palo Alto, CA, USA). AXB utilizes the 
Linear Boltzmann Transport Equation (LBTE) and solves 
numerically that describes the macroscopic behavior of 
radiation particles as they travel through and interact with 
the matter. AXB is considered to be similar to MC methods 
for accurate modeling of dose deposition in heterogeneous 
media.[4]

Several validation studies on AXB have shown that the 
results of dose calculations from AXB were able to achieve 
comparable accuracy to MC methods or measurements 
in homogenous water medium[5] and in heterogeneous 
media.[4,6‑9] Vassiliev et al.,[4] showed agreement within  2% 
between AXB and MC in a heterogeneous slab phantom as 
well as in a breast treatment plan on an anthropomorphic 
phantom. Bush et al.,[6] investigated the dosimetric 
accuracy of AXB with MC methods for 6 and 18 MV 
photon beam incident on homogenous and heterogeneous 
geometries,  and compared the results against AAA. 
That study reported better agreement between MC and 
AXB (±3.0%) than between MC and AAA (up to 17.5%). 
Fogliata et al.,[7] investigated AXB in heterogeneous virtual 
phantoms characterized by simple geometry structures and 
then compared against MC and AAA. The results from 
that study showed that the calculated dose distributions 
between AXB and MC had good agreement at 6 and 15 
MV photon beam. Han et al.,[8] reported better accuracy 
of AXB results when compared to the measurements in 
the Radiological Physics Center (RPC) head and neck 
phantom. Kan et al.,[9] showed that AAA overestimated 
the doses by up to 10%, while the measured doses matched 
those of AXB to within 3% near air/tissue interfaces in the 
anthropomorphic phantom.

Previous investigations[4,6,7] on the accuracy of dose 
predictions by AXB were mostly done by comparing AXB 
calculated data against MC data. In the case of comparison 
between AXB and measured data, the studies[8,9] were mostly 
focused near the tissue heterogeneity interface, and the 
dose prediction accuracy of AXB at multiple depths beyond 
different sizes of air gap remains to be addressed. The 
motivation of this study was to investigate the ability of AXB 
to calculate the dose beyond different air gap thickness by 
using three different field size (FS) of a 6 MV photon beam. 
The evaluation of AXB was done by comparing the doses 
calculated by AXB with the doses calculated by widely tested 
AAA and the measured data. In this study, the measurements 
were obtained in solid–water material up to 5 cm distance 
from the air/solid–water interface to simulate dose prediction 
in tumor or soft tissue that may be situated beyond (1) small 
cavity inside the human body and (2) air gap created by water 
equivalent immobilization device. Furthermore, a comparison 
between the calculated and measured doses was done in the 
solid–water region that is located before the air gap.

Materials and Methods

AAA and AXB share the same beam model,[5,8] and 
configuration of AXB was done by importing the same set 
of beam data as used by AAA through beam configuration 
feature in the Eclipse TPS. The data presented in this study 
were taken for a 6 MV photon beam of Varian Clinac iX 
accelerator equipped with a Millennium 120 multileaf 
collimator (Varian Medical Systems, Palo Alto, CA, USA). 
All dose calculations and measurements were done along 
the central beam axis in solid–water material (1) beyond air 
gap up to 5 cm distance from the air/solid–water interface 
and (2) before air gap up to 4 cm distance from the top 
surface of the phantom. The test field sizes included in this 
study were 3 × 3, 5 × 5, and 10 × 10 cm2. The source to 
surface distance (SSD) of 100 cm was used for depth dose 
computations and measurements.

Depth dose calculations
Inhomogenous phantoms A (2‑cm air gap), B (4‑cm air 

gap), and C (6‑cm air gap) of rectangular area 30 × 30 cm2 
were created as 3D computed tomography (CT) structure 
sets in the Eclipse TPS in order to simulate the experimental 
setup [Figure 1]. Each layer (i.e., air gap and solid–water 
regions) in phantoms A, B, and C had rectangular area 
of 30  ×  30 cm2. The phantom was defined as the body 
structure (CT number = 0) in order to calculate the dose. 
The phantoms’ layers consisting of solid–water and air were 
assigned with CT numbers of 0 and − 1000, respectively. 
The central axis depth doses in all three phantoms 
were computed with two dose calculation algorithms 
implemented in the Eclipse TPS: (1) AAA, version 10.0.26 
and (2) AXB, version 10.0.26.

The option to calculate either dose‑to‑medium (Dm) 
or dose‑to‑water (Dw) is available in AXB. For the Dm 
calculations in AXB, the macroscopic energy deposition 
cross‑section and atomic density are based on the material 
properties of local voxel.[4‑6] In contrast, the energy 
deposition cross‑sections for water are used in place of 
those for the local media in the case of Dw calculations 
in AXB.[4‑6] Han et al., showed that the result of the Dm 
mode was found to be closer to the measurements than 
that of the Dw mode in AXB.[8] The option of Dm was 
selected for all AXB calculations in this study. For AAA, 
the dose is reported in Dw mode only since AAA’s dose 
results are based on electron density scaled water.[10] 
The AAA accounts for the presence of heterogeneities 
by performing simple density  scaling of MC derived 
kernels and secondary electron transport is only modeled 
macroscopically.[10‑12]

For each phantom set in this study, the central axis 
depth doses were computed using AAA and AXB for 100 
Monitor Units (MUs) using identical beam setup. The 
calculated (AAA and AXB)  dose at each depth was then 
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converted to the percent depth dose (PDD) by normalizing 
to the central axis dose at the depth of maximum 
dose (dmax). The dmax was obtained in the solid–water 
material (before the air gap) at the distance of 1.5 cm 
from the top surface of the phantom [Figure 1]. The dose 
calculation grid was set to 2.5 mm for all cases. 

Depth dose measurements
In order to mimic the virtual phantoms created in 

the Eclipse TPS, rectangular Styrofoam blocks (5  ×  5 
cm2) of thickness 2, 4, and 6 cm were placed between 
5‑cm thick rectangular solid–water material (30  ×  30 
cm2) above and 10‑cm thick rectangular solid–water 
materials (30 × 30 cm2) below in order to create the air gaps 
of area 30 × 30 cm2 [Figure 1]. The Styrofoam blocks were 
used only as support to create the air gaps between the 
solid–water materials. Furthermore, the Styrofoam blocks 
were placed on both lateral sides of central beam axis such 
that no radiation field used in this study would irradiate 
the Styrofoam.

By keeping identical field, beam parameters and geometries 
that were used for dose computation by AAA and AXB in 
the Eclipse TPS, 100 MUs were delivered to the phantoms, 
and central axis depth dose measurements were acquired 
with Exradin A1 cylindrical ionization chamber (Standard 
Imaging, Middletown, WI). The measurement at each 
depth was repeated three times and an average of three 
electrometer readings (nC) was converted to the measured 
PDD by normalizing to the central axis dose obtained at 
the distance of 1.5 cm from the top surface of the phantom; 
this allowed having the same dose normalization point for 
depth dose computations and measurements.

Computational time
The computational time was recorded for AAA and AXB 

calculations in the Eclipse TPS that was installed on a 
CITRIX workstation (Dell PowerEdge R610) with Intel (R) 
Xeon (R) 2.67‑ GHz processor, 48‑GB RAM memory, and 
a 32‑bit Microsoft® Windows Server® Standard operating 
system.

Results

Percent depth dose comparison
Figure 2 shows the measured PDDs at selected points of 

interest as well as the calculated PDD curves by AAA and 
AXB in phantoms A (2‑cm air gap thickness), B (4‑cm air 
gap thickness), and C (6‑cm air gap thickness) for field 
sizes 3 × 3, 5 × 5, and 10 × 10 cm2. Figure 3 shows the dose 
difference (Δ) in percentage between the calculated (AAA 
and AXB) and measured PDD data in phantoms A, B, and C 
for field sizes 3 × 3, 5 × 5, and 10 × 10 cm2. In Figure 3, the 
Y‑axis represents the dose difference in percentage, whereas 
X‑axis represents the distance (cm) of measured point from 
the air/solid–water interface. The Δ (%) was calculated using 
equation (1).

∆ (%) =
                 Calculated (AXB or AAA) PDD - Measurred PDD)

Measured PDD



















×100 .....(1)

The negative dose difference (−Δ) and the positive 
dose difference (+Δ) mean, the dose underprediction 
and overprediction, respectively, by the dose calculation 
algorithm (AAA or AXB).
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Figure 1: (a) schematic of the experimental setup for depth dose computations and measurements in phantom A (2-cm air gap), phantom, (b) (4-cm air 
gap), and phantom, (c) (6-cm air gap) (from left to right). Each layer (i.e., air gap and solid–water regions) in phantoms A, B, and C had rectangular area 
of 30 × 30 cm2. Central axis depth doses were compared in the first solid–water region (upstream of air gap) and second solid–water region (downstream 
of air gap). The common normalization point [i.e., depth of maximum dose (dmax) = 1.5 cm] that was used for dose computations and measurements is 
marked with red dot
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The results from Figure 2 show that both AXB and 
AAA predicted doses within ± 1% of the measured doses 
in the first solid–water region (i.e., upstream of air 
gap). However, it can be seen from Figure 3 that AXB’s 
values had better agreement (smaller absolute value 
of Δ) with the measurements at all measured points 
beyond air gaps than that of AAA, and this was true 
for all three test field sizes. Specifically, AXB predicted 
doses within  ±  1% of measured doses except at 1 cm 
distance from the air/solid–water interface in phantom 
B (Δ = −2.9%; FS = 3 × 3 cm2) and in phantom C (Δ = 
−3.8%; FS = 3 × 3 cm2 and Δ = −1.5%; FS = 5 × 5 cm2). 
The AAA underpredicted the doses at all measured depths 
in three phantoms regardless of the field size used. The 
combination of smallest test field size (i.e., 3  ×  3 cm2) 
and the largest air gap (i.e., 6‑cm thickness) produced the 
highest range (between 1 and 5 cm from air/solid–water 
interface) in dose difference (AAA: −4.0% to − 10.6% and 
AXB: −3.8% to + 0.6%). Furthermore, the discrepancies 
between AAA and measured data was minimum at 
1 cm from the air/solid–water interface and their dose 
discrepancies (−Δ) continued to increase as the distance 
of measurement point from the air/solid–water interface 
increased. A similar trend could not be identified between 
the results of AXB and measurements.

Computational time comparison
Table 1 shows the computational time for the AAA 

and AXB calculations. The AAA computation time was 
faster than that of AXB. Specifically, in comparison to 
AXB computation time, the AAA computation time was 
5‑6 times faster for a field size 3 × 3 cm2, 5‑8 times faster 
for a field size 5 × 5 cm2, and 10‑17 times faster for a field 
size 10 × 10 cm2.
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Figure 2: The measured PDD in the solid–water regions (upstream and downstream of air gap) and the calculated PDD curves by AAA and AXB in 
phantoms A (2-cm air gap), B (4-cm air gap), and C (6-cm air gap), (from left to right) for field sizes 3 × 3, 5 × 5, and 10 × 10 cm2 (from top to bottom). (6 MV 
photon beam, 100 cm SSD, 100 MUs). Abbreviations: PDD = Percent Depth Dose, AAA = Anisotropic Analytical Algorithm, AXB = Acuros XB Algorithm, 
SSD = Source to Surface Distance, MUs = Monitor Units.

Table 1: Computational time (in seconds) of 
anisotropic analytical algorithm and acuros XB 
algorithm for dose calculations in phantoms A, B, 
and C

Field size 
(cm2)

Computational time 
(S)

AAA AXB
Phantom A (2‑cm air gap) 3×3 7 41

5×5 7 53
10×10 9 149

Phantom B (4‑cm air gap) 3×3 9 46
5×5 10 57

10×10 12 142
Phantom C (6‑cm air gap) 3×3 9 48

5×5 11 60

10×10 14 146

AAA=Anisotropic analytical algorithm, AXB=Acuros XB algorithm
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Discussion

In this study, the dose calculation accuracy of AXB has been 
evaluated with respect to measurement. Our results indicated 
that AXB was superior to AAA in predicting doses beyond air 
gaps as compared against measured data. Similar observation 
was reported in previous investigations showing that AXB was 
more accurate to use for dose computations in heterogeneous 
media than AAA by comparison against measurements or 
MC calculations.[4,6‑9] Although AXB had good agreement 
with the measurements, higher dose discrepancies were still 
observed nearby the air/solid–water interface in the phantom 
with a larger air gap thickness. Increasing the air gap between 
two solid–water materials will cause reduction in scattered 
radiation reaching the measurement point downstream 
due to lateral spread of scattered radiation within the air 
gap.[3] Such higher dose discrepancies (up to − 3.8%) in 
AXB may be due to its inability to estimate the scattered 
radiation contribution to the measurement points in the 
second build‑up and build‑down regions beyond low‑density 
medium like air, especially for a small field size.

Several researchers found that the secondary build‑up 
region occurred beyond air cavities in the interface region 
to re‑establish electronic equilibrium.[6,7,11,12,13,14] Bush et al., 

showed that AXB differences with MC results up to 4.5% 
in the secondary build‑up beyond the air for 6 MV photon 
beam of field size 10 × 10 cm2.[6] Thus, although the results 
of this study suggest that AXB is more accurate than AAA, 
the dose differences more than ± 2% could still result when 
using AXB to calculate the dose for a 6 MV photon beam 
of small field size that passes through large air gap or cavity.

The dose difference as a function of field size was evaluated 
in all three phantoms. At 1 cm distance from the air/solid–
water interface in phantom C (6‑cm air gap thickness), 
the dose difference between AXB, and measurement 
was improved from −3.8% to −1.5% to −0.2% when 
field size was increased from 3  × 3 cm2 to 5  × 5 cm2 to 
10 × 10 cm2, respectively. However, by changing the field 
size, no discernible trend could be identified in the results 
between AXB and measurements at other measurement 
points regardless of the choice of phantom.

In contrast, at a given measurement point between 2 
and 5 cm distance from the air/solid–water interface, dose 
differences between AAA and measurements were improved 
by average values of 2.7% (2.5‑3.1%) in phantom A, 3.8% (3.7‑
4.1%) in phantom B, and 4.3% (4.0‑4.6%) in phantom C 
when the field size was increased from 3 × 3 cm2 to 10 × 10 
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Figure 3: Comparisons between calculated and measured PDD at points between 1 and 5 cm distance from the air/solid–water interface in phantoms 
A (2-cm air gap), B (4-cm air gap), and C (6-cm air gap), (from left to right) for field sizes 3 × 3, 5 × 5, and 10 × 10 cm2 (from top to bottom). The Δ (%) 
was calculated using Equation 1. (6 MV photon beam, 100 cm SSD, 100 MUs).Abbreviations: AAA = Anisotropic Analytical Algorithm, AXB = Acuros XB 
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cm2. A similar trend could not be identified in the results 
of AAA and measurement at 1 cm from the air/solid–water 
interface in a given phantom. These results indicated that 
the dose prediction by AAA and AXB is dependent on the 
combination of field size, thickness of air gap, and location of 
measurement point from the air/solid–water interface.

Kan et al., reported that AAA could only predict little 
secondary build‑up beyond the air.[9] Bush et al., showed that 
dose difference between AAA and MC results was up to 13% in 
the secondary build‑up beyond the air using a 10 × 10 cm2 6 MV 
photon beam.[6] However, in our study, dose prediction against 
measurements was evaluated between 1 and 5 cm from the 
air/solid–water interface, and AAA underpredicted the dose by 
up to − 10.9% in the solid–water material beyond air gap. The 
dose underprediction by AAA may be due to approximations 
employed within AAA that takes heterogeneity into account 
by applying density‑based correction to dose kernels calculated 
in water.[9,10] Furthermore, media of different density causes 
electron disequilibrium at and near their heterogeneity 
interface, and the effect due to electron disequilibrium in 
AAA is approximated by an empirical convolution along a 
ray line.[9,10] Such approximations in AAA may result in the 
underestimation of build‑up and build‑down effects near the 
interfaces in the presence of air.[9,10]

Although dose measurements within the air gap were not 
conducted in this study, it is evident from Figure 2 that clear 
dose discrepancies exist between the results of AXB and 
AAA in the air gap as well as at the air/solid–water interface. 
Comparison between the measured and calculated doses (AXB 
and AAA) in the air gap region of various thicknesses will be 
an interesting topic for future studies. In summary, the results 
of our study showed that AXB is more appropriate for dose 
calculation if the photon beam traverses the air gap created 
by water equivalent immobilization device prior to entering 
the patient. Furthermore, AXB is also more appropriate in 
dose predictions especially when tumor is situated next to 
low‑density tissues such as lung and esophagus inside the 
human body. Further verification of dose prediction accuracy 
of AXB must be performed in different clinical situations. 
For instance, the discrepancies between calculated (AXB) 
and measured doses may also occur when the photon beam 
passes through a high‑density immobilization device prior to 
entering the patient and then finally reaching the deep‑seated 
tumor next to the bone. Future work involves clinically 
relevant measurements in complex phantoms to investigate 
how multiple tissue heterogeneities (combination of low‑ and 
high‑density media) would affect the dose predictions by AXB. 
The dosimetric impact on real CT data of different treatment 
sites due to dose recalculation from AAA to AXB must be 
investigated too. 

Conclusion

The dose prediction accuracy of AXB beyond different 

sizes of air gap in simple geometric circumstances was 
assessed by comparing calculated data of AXB against 
experimental measured data for a 6 MV photon beam. The 
results of this study showed that AXB was superior to AAA 
in dose predictions beyond air gaps/cavities when compared 
against the measurements. Based on the results reported 
in this study, AXB is more appropriate to use for dose 
calculation especially when low‑density heterogeneities are 
involved. An effort must be made to avoid large air gaps 
created by immobilization devices when smaller field sizes 
are used for the radiation treatment.
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