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A B S T R A C T   

The mention of the COVID-19 waves is as prevalent as the pandemic itself. Identifying the beginning and end of the wave is critical to evaluating the 
impact of various COVID-19 variants and the different pharmaceutical and non-pharmaceutical (including economic, health and social, etc.) in-
terventions. We demonstrate a scientifically robust method to identify COVID-19 waves and the breaking points at which they begin and end from 
January 2020 to June 2021. Employing the Break Least Square method, we determine the significance of COVID-19 waves for global-, regional-, and 
country-level data. The results show that the method works efficiently in detecting different breaking points. Identifying these breaking points is 
critical for evaluating the impact of the economic, health, social and other welfare interventions implemented during the pandemic crisis. 
Employing our method with high frequency data effectively determines the start and end points of the COVID-19 wave(s). Identifying waves at the 
country level is more relevant than at the global or regional levels. Our research results evidenced that the COVID-19 wave takes about 48 days on 
average to subside once it begins, irrespective of the circumstances.   

1. Introduction 

Since the beginning, humanity has remained preoccupied with the three challenges of famine, war, and plague [1,2]. More people 
have died from diseases than war and famines put together. Historically, populations were kept low and dispersed by a high death rate 
driven by infection [3]. The pandemic threat has multiplied with greater globalization, urbanization, and connectivity [4]. Plague, for 
example, has been described as a disease of trade [5]. By mid-January 2022, COVID-19 had infected 313 million, resulting in over 5.5 
million reported deaths around the globe. 

Determining the exact date of the start and end of the pandemic wave is critical to evaluate the impact of the economic, health, 
social and other welfare interventions implemented during the pandemic crisis [6–8]. Furthermore, instead of selecting ad hoc time 
periods, knowledge of the breaking points is essential for evaluating the effectiveness of policy measures implemented to limit the 
spread of COVID-19, such as school closings, travel restrictions, bans on public gatherings, emergency investments in healthcare fa-
cilities, social welfare provision, contact tracing, etc. [7,9–13]. 

In this paper, we scientifically identify the COVID-19 wave(s) and the breaking point at which each COVID-19 wave begins and 
ends from the January 23, 2020 till June 3, 2021. Unlike a ’’spike", which is a temporary increase in new COVID infections, the "wave" 
may be calibrated as a ’’sustained" period of the upward and downward period [7]. Employing Break Least Square regression (BLS) on 
the Johns Hopkins Center for Systems Science and Engineering (CSSE) (2019) data [14] from January 23, 2020 to June 3, 2021, we 
perform global, regional, and country level analysis. 
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After testing the data for stationarity (Supplementary Information (SI) Tables 1a and 1b), the BLS is estimated for identifying the 
structural breaks and associated segments on the unadjusted and adjusted effective reproduction rate (where we replace Rt equal to 1 
when Rt < 1). The data is adjusted to avoid possible misidentification of the start date of a wave where there is a switch from low Rt (Rt 
< 1) values, but this could result in a longer COVID wave duration. We choose 1.1, which is the mean of Rt as the cut-off value (refer to 
Table 1a in SI), to identify the segments of the wave. For further details on the method, refer to SI. 

The analysis is conducted at the global, continent, and national levels. In addition, a subset of countries, including the United States; 
Germany, Italy, France, Netherlands, UK, Spain, and Sweden in Europe; India, South Korea, Japan, and Singapore in Asia; South Africa 
and Nigeria in Africa; and Brazil and Peru South America are investigated. 

We find that COVID-19 waves typically take around 48 days to subside, regardless of the initial conditions. This finding provides 
crucial guidance for policymakers and healthcare authorities, enabling them to allocate resources more efficiently and plan in-
terventions more precisely. The outcomes of this study offer invaluable insights into the temporal patterns of COVID-19 waves, which 
will prove particularly beneficial in devising more effective mitigation strategies and optimizing resource distribution. The primary 
audience for this research encompasses a wide spectrum of professionals, including public health officials, epidemiologists, policy-
makers, and researchers specializing in pandemic preparedness and response. This discussion underscores the broad relevance and 
potential impact of our findings in advancing the collective efforts to combat COVID-19. The following section carries out the literature 
review. Section 3 explains the Break Least Square Method, which identifies the start and end points of the COVID-19 wave. Section 4 
presents results, and section 5 carries out the discussion. The final section provides conclusive remarks. 

2. Literature review 

Like the Spanish flu pandemic of 1918 [15], the COVID-19 pandemic also occurred in waves. However, evidence is limited on 
whether these waves originate from the nature of the disease, pharmaceutical, economic and other non-pharmaceutical interventions, 
or human behaviour [16,17]. The COVID-19 wave is a culmination and interactive effect of all these factors. Second, the COVID-19 
wave does not have a standard definition [6] and the spread of the pandemic is unsynchronised and regionally divergent [18]. 
Third, when exposed to an unknown virus, the governments struggled with pandemic related uncertainty and made crucial decisions 
on the timing, duration and intensity of interventions [19,20]. 

The standard model in epidemiology is the Susceptible Infected and Recovered (SIR) model [21] or complex networks [22–24], 
which are commonly used to describe the exponential spread of the disease. The spread of the infection in our analysis is measured 
using the effective reproduction rate (Rt, hereafter reproduction rate) as estimated by Ref [25]. They combine the basic epidemio-
logical theory with standard time-series filtering techniques (Kalman) to estimate a transparent closed-form estimator. Rt measures the 
real-time average number of secondary cases produced by a primary case, as adjusted for the depletion of susceptible individuals and 
changes in control measures, contact rates, and climatic conditions. For example, in January 2020, the basic reproduction rate (R0) in 
Wuhan, China, was calculated to be between two and three; however, after the lockdown, estimates put the Rt at just over one [26]. Rt 
is critical for evaluating public policy decisions during a pandemic [27,28]. Some social scientists argue that Rt < 1 should be taken as a 
sign for restricting the use of public policy during the pandemic [29]. Recent literature empirically tries to identify COVID-19 waves 
[30,31] based on the state of R being larger/smaller than 1 and the minimum length of persistent developments. These studies find 
that, on average, the duration of waves is about 61.7 days. 

3. Method 

3.1. Break Least Square method (BLS) 

The model: The mean of the reproduction rate Rt is modeled as the mean c with the error term εt: 

Rt = c + εt. (1)  

In the current study, we employ the Break Least Squares (BLS) estimation, which allows the mean to be time-varying with different 
values, cj, where j = 1,⋯,M. M is the number of segments in terms of distinguishing values of the mean of Rt. There are M-1 cor-
responding breaks at dates, T1,T2,⋯,TM− 1. Note that T0 = 1 and TM = T are the dates of initial and final observations of the series of Rt , 
respectively. equation (1) can be modified as 

Rt = cj + εt for j = 1,⋯,M and j − 1 ≤ t ≤ j. (2) 

Equation (2) is a pure structural change model, a simplified version of the original multivariant model, which also permits co-
efficients to be irrelevant to the breaks [32]. Given the specified dates Tj associated with the number of segments, M (M-1 breaks) [32], 
the sum-of-squared residuals (RSS) is defined as 

RSS
(

cj
)
=

∑M

j=1

{
∑Tj

t=Tj− 1

(
Rt − cj

)
}2

. (3) 

The least square method by minimizing (3) can be employed to obtain the best-fitted values ĉj in each segment with the known 
dates of breaks. 
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Generally, the number of breaks is unknown. Since the main objective of this paper is to identify the start and end date of the COVID 
waves and their length, the crucial task is to identify the number of breaks and associated dates. 

This paper adopts the global optimizing procedure for identifying multiple breaks developed by Refs [32,33]. In comparison with 
the sequential procedure, the global procedure has the advantage of identifying any given number of breaks. It minimizes (3) subject to 
Tj when M is given. As pointed out by Ref [34], the sequential approach may sometimes fail to identify the breaks when the true 
number of breaks is unknown. 

Nevertheless, there is no guarantee that introducing an additional break could significantly reduce the RSS. This is important to 
determine the optimal number of breaks when the true breaks are unknown. The global optimizing procedure is, thus, also referred to 
as a double maximization, reflecting the fact that the algorithm for searching optimal numbers for ‘breaks’ is built on two steps. The 
first step contains a series of "zero versus l breaks" tests, which maximize the given breaks. The second step is the integrated tests for 
identifying the number of breaks built on maximizing the statistics from the tests in step one. 

The "zero versus l breaks" test is a multiple breaks test, an extension of the single-break approach developed in Refs [35,36]. When 
the number of breaks, l, is pre-specified for the equality of ĉi across the segments, the hypothesis H0 : ĉ1 = ⋯ = ĉl, against HA : ĉi ∕=

ĉi+1 for some i, is tested. This test is based on F-test in which the F-ratio, denoted as F(l), is defined as the unrestricted SSR against the 
restricted SSR with the alternative. The higher the F-ratio, the more likely to reject the null of equality. 

With an unknown number of breaks, the “zero versus l breaks” tests are carried out sequentially from l=1 to the assigned maximum 
break lmax or until the breaks remain significant, m*, when F (m*) is significant, and F (m*+1) is insignificant. Let m** = min (lmax, m*). 
Refs [33,37] propose two statistics to determine the optimal number of breaks, UDMAX and WDMAX. We denote DMAX = max

l=1,⋯,m**
wlF(l).

Note that the definition UDMAX is DMAX when wl = 1. And WDMAX when wl is a function of asymptotic critical values to make the same 
implied p-values. These statistics do not follow ordinary F-distribution due to the non-nest features. Ref [37] provide the critical values 
for testing the significance of the number of breaks. Ref [34] made the critical values available for small samples (less than 50 
observations). 

To identify the breaking points of COVID-19 waves, a maximum number of breaks, lmax, is set at 8, which corresponds 10 % 
trimming percentage. The maximum number of breaks sometimes reduce to 6 for the adjusted data. When the optimal number of 
breaks is identified according to the global optimizing procedure, the mean values in all segments are estimated. Due to the estimating 
errors and using the average values of reproduction rate, a critical value of 1.1 (instead of 1) has been adopted to classify whether a 
segment is a part of the COVID wave. The mean value is above 1.1, indicating the segment is part of the COVID wave. If several allied 
segments simultaneously exceed the critical value, they are classified as a single wave. The duration of a wave is the sum of the 
durations of all involved segments. The values of the means are reported separately. 

BLS has a few advantages compared to alternative procedures. First, the BLS does not rely on the normality assumption. Other 
procedures based on the likelihood function require the underlying distributions to be normal, for instance, the Markov Regime 
Switching model [38,39]. In addition, the Markov Regime Switching model can only identify two or three regimes (convergence in the 
higher order of the Markov Switching model is problematic). Thus, it is useful in identifying extreme situations like a higher (est) 
effective reproduction rate Rt. 

The BLS can also deal with possible specification errors, such as heterogeneity and autocorrelation with the common robust stand 
errors. Another alternative method, the change point analysis [40,41] requires the underlying series to be free from these errors. BLS 
can deal with autocorrelation directly. This can greatly improve the precision of the estimation; however, it makes it hard to identify 
the factor causing the differences across the segments due to the lag of the series. Determination of the COVID-19 wave involves a 
comparison between the estimated values of the mean and the cutting point of Rt, 1.1. However, making more precise forecasting is not 
the primary goal of this paper. Thus, the paper adopts a standard BLS estimator with robust standard errors. 

3.2. Stationarity and stationarity with breakpoint tests 

As a requirement for using BLS, the underlying series needs to be stationary or at least stationary with a break. To ensure the 
stationarity of the underlying reproduction rate Rt series. The augmented Dickey-Fuller (ADF) [42] (Dickey and Fuller, 1979) and ADF 
with a break (BADF) [43] stationarity tests are implemented. The specification of ADF is with an intercept and a linear trend. The 
number of maximum lags is set at 17. Schwarz Information Criterion (SIC) is adopted to select the optimal lags. The BADF includes an 
intercept, and the breaking point is allowed in the intercept. The break type is an additive outlier. The number of breakpoints is 
determined by minimizing the Dickey-fuller t-statistic. The number of maximum lags is set at 17. The same SIC is adopted to select the 
optimal lags. Note that the current method can only identify one break point. Thus, identifying the waves that require multiple breaks 
may be inappropriate. 

3.3. Data 

The analysis in this study is based on the Johns Hopkins Center for Systems Science and Engineering (CSSE) (2019) data [14] from 
the beginning of the pandemic, January 23, 2020, to June 3, 2021. This dataset includes data from various aggregated data sources, 
namely, the World Health Organization (WHO), the European Centre for Disease Prevention and Control (ECDC), DXY.cn. Pneumonia. 
2020, QQ News, US CDC, BNO, WorldoMeters, 1Point3Arces, COVID Tracking Project, Los Angeles Times, The Mercury News. For 
further details and other non-US data sources at the country/region and US data sources, refer to https://github.com/ 
CSSEGISandData/COVID-19, as accessed on September 4, 2023. 
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Fig. 1. Break Least Square, Adjusted Break Least Square and Reported data for Reproduction Rate for the different Regions/Continents and the 
World 2020. 
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Table 1 
Time and Duration of the COVID-19 waves, as identified by Break Least Square, Adjust Break Least Square, and 
Reported data for Reproduction Rate for different Regions/Continents.  

Continent Break LS: original data Break LS: adjusted data 

ASIA 
First wave 
Mean value(s) 1.79 1.81 
Start 2020-01-23 2020-01-23 
End: 2020-03-29 2020-03-29 
Duration: 67 days + 67 days +
EUROPE 
First wave 
Mean value(s) 2.11 2.11 
Start 2020-02-24 2020-02-24 
End: 2020-04-12 2020-04-12 
Duration: 49 days + 49 days +
Second wave 
Mean value(s) 1.14/1.29 1.14/1.29 
Start 2020-07-24 2020-07-18 
End: 2020-11-08 2020-11-07 
Duration: 106 days 113 days 
NORTH AMERICA 
First wave 
Mean value(s) 2.07 2.07 
Start 2020-03-05 2020-03-05 
End: 2020-04-21 2020-04-21 
Duration: 48 days + 48 days +
Second wave 
Mean value(s) 1.13 1.14 
Start 2020-07-07 2020-07-07 
End: 2020-08-23 2020-08-24 
Duration: 48 days 49 days 
OCEANIA 
First wave 
Mean value(s) 1.29 1.49/1.26 
Start 2020-03-11 2020-03-11 
End: 2020-04-26 2020-04-26 
Duration: 47 days + 47 days +
Second wave 
Mean value(s) 1.23 1.30 
Start 2020-06-13 2020-06-16 
End: 2020-08-16 2020-08-01 
Duration: 65 days 47 days 
Second wave 
Mean value(s) 1.14 1.17 
Start 2021-02-10 2021-02-20 
End: 2021-03-28 2021-04-07 
Duration: 47 days 47 days 
AFRICA 
First wave 
Mean value(s) 1.52 1.52/1.11 
Start 2020-03-15 2020-03-15 
End: 2020-04-06 2020-05-08 
Duration: 23 days + 55 days +
SOUTH AMERICA 
First wave 
Mean value(s) 1.58/1.17 1.58/1.17 
Start 2020-03-14 2020-03-14 
End: 2020-08-16 2020-08-15 
Duration: 156 days + 155 days +
Second wave 
Mean value(s) 1.14 1.15 
Start 2020-12-01 2020-12-05 
End: 2021-03-08 2021-01-20 
Duration: 47 days 47 days 
Third wave 
Mean value(s) 1.13 1.13 
Start 2021-03-09 2021-03-09 
End: 2021-04-24 2021-04-24 
Duration: 47 days 47 days 

Notes: Mean values provide the mean effective reproduction rate mean value. 
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Fig. 2. Break Least Square, Adjusted Break Least Square and Reported data for Reproduction Rate for Selected Countries 
Fig. 2A–. 2B, C 
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Fig. 2. (continued). 
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Fig. 2. (continued). 
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Table 2A 
Time and Duration of the COVID-19 waves, as identified by Break Least Square, Adjust Break Least Square, and 
Reported data for Reproduction Rate for Selected Countries.  

Country Break LS: original data Break LS: adjusted data 

Australia 
First wave 
Mean value(s) 1.58 1.48 
Start 2020-08-01 2020-03-11 
End: 2020-10-11 2020-04-26 
Duration: 102 days + 47 days +
Second wave 
Mean value(s)  1.60 
Start  2020-06-13 
End:  2020-07-29 
Duration:  47 days 
Brazil 
First wave 
Mean value(s) 1.91/1.30 1.73/1.12 
Start 2020-03-14 2020-03-14 
End: 2020-06-15 2020-08-02 
Duration: 94 days + 142 days +
Second wave 
Mean value(s) 1.12  
Start 2020-11-05  
End: 2020-12-21  
Duration: 47 days  
France 
First wave 
Mean value(s) 1.93 1.95 
Start 2020-03-01 2020-03-01 
End: 2020-04-17 2020-04-17 
Duration: 48 days + 48 days +
Second wave 
Mean value(s) 1.39/1.25 1.39/1.26 
Start 2020-07-23 2020-07-18 
End: 2020-11-07 2020-11-05 
Duration: 108 days 111 days 
Third wave 
Mean value(s) 1.10  
Start 2021-03-04  
End: 2021-04-20  
Duration: 48 days  
Germany 
First wave 
Mean value(s) 1.92 1.96 
Start 2020-03-03 2020-03-02 
End: 2020-04-18 2020-04-18 
Duration: 48 days + 48 days +
Second wave 
Mean value(s) 1.16/1.35 1.16/1.35 
Start 2020-07-24 2020-07-16 
End: 2020-11-10 2020-11-10 
Duration: 110 days 118 days 
Third wave 
Mean value(s) 1.10 1.32 
Start 2021-02-26 2021-03-04 
End: 2021-05-03 2021-04-20 
Duration: 67 days 48 days +
India 
First wave 
Mean value(s) 1.82/1.29/1.22 1.81/1.26 
Start 2020-03-15 2020-03-15 
End: 2020-08-02 2020-07-29 
Duration: 141 days + 137 days +
Second wave 
Mean value(s) 1.35 1.39 
Start 2021-03-08 2021-03-09 
End: 2021-05-06 2021-04-29 
Duration: 60 days 52 days 
Israel 
First wave 

(continued on next page) 
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4. Results 

4.1. Global and regional COVID-19 wave 

Declaring global pandemic waves and prescribing policy solutions at the aggregate level is problematic. Fig. 1g presents the BLS 
and adjusted BLS results for the World and captures a single long wave over the study period. The regional (Fig. 1 and Table 1) and 
country level results (Fig. 2 and Table 2) show evidence for the greater number of waves. BLS identifies one initial wave of infection in 
Asia (Fig. 1b) for 67 days over the period 23 January to March 29, 2020, with a 1.81 reproduction rate. Similarly, a single wave is 
identified for the African continent (Fig. 1a). These overlap over the same period, though their duration varies. The adjusted BLS 
identifies that the African wave begins slightly later (March 15, 2020), with a mean reproduction rate of 1.52. The length of this first 
infectious wave is 55 days. 

In contrast, two COVID waves are identified for Europe (Fig. 1c). The first wave exhibits a high reproduction rate of 2.11 and is 49 
days long, extending from February 24, 2020 to April 12, 2020. The second COVID wave is much longer (113 days), plateaus, and is 
relatively less severe. It has a lower mean reproduction rate of 1.29 and extends from 18 July to 7 November. 

Evidence shows North America underwent two COVID waves (Fig. 1d). The first wave began around March 5, 2020 and ended 48 
days later on April 21, 2020. The mean reproduction rate during the first wave was high (2.07). The second wave was initiated on July 
7, 2020 with a mean reproduction rate of 1.14. This wave was over 49 days and ended on August 24, 2020. 

Oceania and the South American continent witnessed three COVID waves (Fig. 1e and f). According to the adjusted BLS, Oceania’s 
mean reproduction rate during the first, second and third waves are 1.49, 1.30, and 1.17, respectively. Each of these waves is roughly 
48 days long. The first wave begins on March 11, 2020 and ends on April 26, 2020. The second and third waves started (ended) on June 
16, 2020 (August 1, 2020) and February 20, 2021 (April 7, 2021), respectively. The variation in the global and regional/continent 
results demonstrates that it is imperative to acknowledge the limitations of aggregate data for identifying pandemic waves. 

At the aggregate level (global, regional (continent), or country), much information and variation in the data are lost. Second, taking 
the mean value of the reproduction rate does not make sense for large countries or countries where the outbreaks are limited to a few 
localized areas. Cities with better connectivity and high population density profiles are more susceptible to the initial spread of the 
virus. At the same time, rural and isolated areas catch the infection slowly. Third, the aggregate shocks due to emergent new variants of 
concern also introduce regional variation in infections [44]. Fourth, data measurement is fraught with reporting errors and lags due to 
case detection, definitions, testing strategies, reporting practice, and lag times that differ between countries/territories/areas [45]. 
Fifth, behavioral changes and policy interventions (both non-pharmaceutical and pharmaceutical) impact when and for how long the 
COVID waves occur. 

4.2. COVID waves for selected countries 

First discovered in Wuhan, China, community transmission of COVID-19 was likely presented in Europe and the USA by January 
2020, with international travel as the main driver and transmitted through events between December 2019 and January 2020 [46]. 
Fig. 2A, B, and 2C present the evidence from the BLS models for the selected countries. The corresponding breakpoints (start and end 
dates) of the COVID-19 waves and their length are presented in Table 2A, 2B, and 2C. 

Most European countries have experienced three COVID waves till June 30, 2021. The first wave has high mean reproduction rates 
(ranging from 1.53 to 1.96) and is 48 days long on average. The initial date of spread is slightly early for Italy (February 24, 2020) as 
compared to France (March 1, 2020), the UK (March 3, 2020), Germany (March 2, 2020), Spain (March 3, 2020), Netherlands (March 
7, 2020) and Sweden (March 7, 2020). The second wave has a lower mean reproduction rate but is much longer. While France, 

Table 2A (continued ) 

Country Break LS: original data Break LS: adjusted data 

Mean value(s) 1.53 1.64/1.35 
Start 2020-03-14 2020-03-14 
End: 2020-04-29 2020-07-18 
Duration: 47 days + 127 days +
Second wave 
Mean value(s) 1.35/1.15 1.33 
Start 2020-06-16 2020-11-12 
End: 2020-10-01 2021-01-13 
Duration: 108 days 48 days 
Third wave 
Mean value(s) 1.29 1.41 
Start 2020-11-18 2021-05-15 
End: 2021-01-15 2021-06-30 
Duration: 59 days 47 days 
Fourth wave 
Mean value(s) 1.27  
Start 2021-05-15  
End: 2021-06-30  
Duration: 47 days +
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Table 2B 
Time and Duration of the COVID-19 waves, as identified by Break Least Square, Adjust Break 
Least Square, and Reported data for Reproduction Rate for Selected Countries.  

Italy 

First wave 
Mean value(s) 1.85 1.88 
Start 2020-02-24 2020-02-24 
End: 2020-04-12 2020-04-12 
Duration: 49 days + 49 days +
Second wave 
Mean value(s) 1.24/1.45 1.23/1.45 
Start 2020-07-30 2020-07-22 
End: 2020-11-13 2020-11-12 
Duration: 107 days 114 days 
Japan 
First wave 
Mean value(s) 1.46 1.48 
Start 2020-02-22 2020-02-22 
End: 2020-04-16 2020-04-13 
Duration: 55 days + 52 days +
Second wave 
Mean value(s) 1.44 1.46 
Start 2020-06-12 2020-06-20 
End: 2020-08-04 2020-10-24 
Duration: 54 days 78 days 
Netherlands 
First wave 
Mean value(s) 1.67 1.69 
Start 2020-03-07 2020-03-07 
End: 2020-04-23 2020-04-23 
Duration: 48 days + 48 days +
Second wave 
Mean value(s) 1.30/1.36 1.34/1.26 
Start 2020-07-11 2020-07-13 
End: 2020-10-24 2020-12-23 
Duration: 106 days 163 days 
Nigeria 
First wave 
Mean value(s) 1.46/1.17 1.46/1.17 
Start 2020-03-30 2020-03-30 
End: 2020-06-27 2020-06-27 
Duration: 90 days + 90 days +
Second wave 
Mean value(s) 1.30 1.30 
Start 2020-11-28 2020-11-29 
End: 2021-02-25 2021-01-12 
Duration: 45 days 45 days 
Peru 
First wave 
Mean value(s) 1.67 1.69 
Start 2020-03-07 2020-03-07 
End: 2020-04-23 2020-04-23 
Duration: 48 days + 48 days +
Second wave 
Mean value(s) 1.30/1.36 1.34/1.26 
Start 2020-07-11 2020-07-13 
End: 2020-10-24 2020-12-23 
Duration: 106 days 163 days 
Third wave 
Mean value(s)  1.10 
Start  2021-02-07 
End:  2021-04-05 
Duration:  48 days 
Singapore 
First wave 
Mean value(s) 1.55 1.59 
Start 2020-03-01 2020-03-01 
End: 2020-04-25 2020-04-24 
Duration: 56 days + 55 days +
Second wave 
Mean value(s) 1.23 1.23 

(continued on next page) 
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Germany, Italy, and Sweden witnessed a 113–118 days long wave, the duration of the second wave for the Netherlands and the UK is 
much longer at 163 and 186 days, respectively. For most European countries, the second wave begins around mid-July and ends 
around mid-November. Netherlands and UK are outliers, with the wave beginning on July 13, 2020 and July 8, 2020 and ending 
around December 23, 2020 and January 9, 2021, respectively. Spain has a long plateau that extends nearly one year from summer 
2020 to 2021 (361 days). 

The third wave is about 48 days long, with mean reproduction rates similar to the second wave. The start and end dates for the third 
wave vary substantially across countries. The third cycle begins (ends) on 4 March 21 (April 20, 2021) for Germany; February 7, 2021 (April 
5, 2021) for the Netherlands; December 14, 2020 (January 30, 2021) for Spain; February 26, 2021 (April 19, 2021) for Sweden and May 14, 
2021 (June 30, 2020) for the UK. The BLS unadjusted data shows evidence of a third wave for France (48 days, 4 March – April 20, 2021). 

The developments of COVID-19 are accompanied with new variants. Table 3 summarizes the waves, if any, associated with new 
variants in the countries of emergence. The durations are estimated on the basis of our analysis. Note that Alpha and Zeta created 
relatively longer waves. Iota, on the other hand, does not seem to produce a wave in United States. Our analysis shows that other 
COVID-19 variants led to waves with durations of around 45–49 days. 

5. Discussion 

This study is not conclusive but indicative of the methods that may be employed to identify the COVID-19 waves. The method can 
be applied to longer time series to identify different COVID-19 variant waves, including the Omicron wave and/or the more recent 
COVID-19 explosion in China. In this study, we show that BLS may effectively detect breaking points (start and end) in the effective 
reproduction rate to identify COVID-19 pandemic waves and their length. We empirically demonstrate that identifying waves at the 
country or local level is more relevant for interventions than global or aggregate levels. Furthermore, irrespective of the circumstances, 
once the COVID wave begins, it takes about 48 days on average to subside. It is possible that this figure may change as new COVID 
variants emerge. Identifying the correct breaking points is critical to evaluate the impact of various COVID-19 variants and the 
different pharmaceutical and non-pharmaceutical interventions and to prescribe effective policy solutions. 

Similar studies on COVID-19 waves also adopt the effective reproduction number R [30]. The identification of waves depends on R 
and the minimum length of persistent developments. The average duration of waves is about 61.7 days. In contrast, this paper imposes 
no such constraint and finds that the shortest duration is about 48 days. However, the results are not comparable as the samples are 
different. Nevertheless, the numbers of waves are not dramatically different. Another study [31] considers two other proxies, 
confirmed cases and death. An algorithm is developed to rule out the noise/temporal developments from the observed waves. Our 
results present the same conclusion regarding Italy and the US (two extreme cases) as [31]. 

6. Conclusion 

The waves are persistent and substantial periods. In comparison to the temporal and short-lived random developments, waves 
demand more attention and resources of policy responses. Thus, identifying the waves is crucial for policy makers. This paper provides 
a simple framework for detecting the COVID waves. The information is useful for policy makers to plan specific interventions. Besides 
these policy implications, our study provides necessary information for evaluating the impacts of the COVID-19 pandemic. In contrast 
to the low frequency data and its analysis in other studies, our paper employs BLS method with high frequent data on COVID-19. 
However, BLS can only estimate the break points individually for each country. It is not possible to capture the spatial effects of 
other countries. Since contagion is an important feature of the pandemic, the analyses with aggregated and individual data might not 
be sufficient. The statistical methods that can identify spatial effects and common trends need to be considered in our future work. In 
addition, to identifying the waves, we have to set up a small number of maximum breaks. Future research may consider other statistical 
methods, such as the generalized autoregressive score model, to model the time varying parameters according to the data distribution. 
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Table 2B (continued ) 

Italy 

Start 2020-12-05 2020-12-03 
End: 2021-01-21 2021-01-19 
Duration: 48 days 48 days 
Third wave 
Mean value(s) 1.14 1.14 
Start 2021-03-14 2021-03-14 
End: 2021-04-30 2021-04-30 
Duration: 48 days 48 days  
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Table 2C 
Time and Duration of the COVID-19 waves, as identified by Break Least Square, Adjust Break 
Least Square, and Reported data for Reproduction Rate for Selected Countries.  

South Africa 

First wave 
Mean value(s) 1.48/1.33 1.49/1.35 
Start 2020-03-19 2020-03-19 
End: 2020-07-19 2020-07-14 
Duration: 123 days + 118 days +
Second wave 
Mean value(s) 1.26 1.28 
Start 2020-11-10 2020-11-13 
End: 2021-01-12 2021-01-09 
Duration: 64 days 58 days 
Third wave 
Mean value(s) 1.31 1.32 
Start 2021-05-03 2021-05-04 
End: 2021-06-30 2021-06-30 
Duration: 59 days + 58 days +
South Korea 
First wave 
Mean value(s) 1.35 1.60/1.20 
Start 2020-02-21 2020-02-21 
End: 2020-04-09 2020-05-31 
Duration: 49 days + 101 days +
Second wave 
Mean value(s) 1.30 1.35 
Start 2020-07-12 2020-07-20 
End: 2020-10-18 2020-09-06 
Duration 50 days 61 days 
Third wave 
Mean value(s) 1.27 1.32 
Start 2020-10-19 2020-11-07 
End: 2020-12-25 2020-12-25 
Duration: 68 days 49 days 
Spain 
First wave 
Mean value(s) 1.84 1.88 
Start 2020-03-03 2020-03-03 
End: 2020-04-19 2020-04-19 
Duration: 48 days + 48 days +
Second wave 
Mean value(s) 1.53/1.20 1.53/1.12 
Start 2020-07-03 2020-07-05 
End: 2020-10-26 2021-06-30 
Duration: 116 days 361 days 
Third wave 
Mean value(s) 1.31  
Start 2020-12-14  
End: 2021-01-30  
Duration: 48 days  
Sweden 
First wave 
Mean value(s) 1.52/1.10 1.53 
Start 2020-03-07 2020-03-07 
End: 2020-04-23 2020-04-23 
Duration: 48 days + 48 days +
Second wave 
Mean value(s) 1.57/1.30 1.57/1.30 
Start 2020-09-16 2020-09-15 
End: 2021-01-08 2021-01-08 
Duration: 115 days 116 days 
Third wave 
Mean value(s) 1.15 1.20 
Start 2021-02-26 2021-02-26 
End: 2021-05-13 2021-04-19 
Duration: 77 days 53 days 
UK 
First wave 
Mean value(s) 1.88 1.88 
Start 2020-03-03 2020-03-03 

(continued on next page) 
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Table 3 
The duration of waves associated with new variants.  

Variant Country of Emergence Date of Emergence Average Durations of Wave Subsidence (days) 

Alpha United Kingdom September 2020 96 days 
Beta South Africa May 2020 The wave started before the emergence of Beta. 

Ended on July 19, 2020. Duration: 123 days 
Gamma Brazil November 2020 47 days 
Delta India October 2020 No wave is identified 
Epsilon United States May 2020 The corresponding wave started on 9 June 2020. Duration: 48 days 
Zeta Brazil April 2020 The wave started on March 14, 2020. Duration: 94 days 
Eta Multiple countries December 2020 Nigeria: 45 days 

Singapore: 48 days 
Spain: 48 days 

Iota United States November 2020 No wave is identified 

Source [47]. 

Table 2C (continued ) 

South Africa 

End: 2020-04-19 2020-04-19 
Duration: 48 days + 48 days +
Second wave 
Mean value(s) 1.11/1.39 1.11/1.39/1.14 
Start 2020-08-29 2020-07-08 
End: 2020-12-02 2021-01-09 
Duration: 96 days 186 days 
Third wave 
Mean value(s) 1.16 1.32 
Start 2021-01-20 2021-05-14 
End: 2021-03-08 2021-06-30 
Duration: 48 days 48 days +
Fourth wave 
Mean value(s) 1.33  
Start 2021-05-14  
End: 2021-06-30  
Duration: 48 days +
USA 
First wave 
Mean value(s) 2.28 1.86/1.11 
Start 2020-03-05 2020-03-05 
End: 2020-04-21 2020-07-26 
Duration: 48 days + 144 days +
Second wave 
Mean value(s) 1.17 1.15 
Start 2020-06-09 2020-10-07 
End: 2020-07-26 2020-12-17 
Duration: 48 days 72 days 
Third wave 
Mean value(s) 1.19  
Start 2020-10-06  
End: 2020-11-22  
Duration: 48 days   
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