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Purpose: The purpose of this study is to explore the independent-influencing factors from normal people to prediabetes and from 
prediabetes to diabetes and use different prediction models to build diabetes prediction models.
Methods: The original data in this retrospective study are collected from the participants who took physical examinations in the 
Health Management Center of Peking University Shenzhen Hospital. Regression analysis is individually applied between the 
populations of normal and prediabetes, as well as the populations of prediabetes and diabetes, for feature selection. Afterward, 
the independent influencing factors mentioned above are used as predictive factors to construct a prediction model.
Results: Selecting physical examination indicators for training different ML models through univariate and multivariate logistic 
regression, the study finds Age, PRO, TP, and ALT are four independent risk factors for normal people to develop prediabetes, and 
GLB and HDL.C are two independent protective factors, while logistic regression performs best on the testing set (Acc: 0.76, 
F-measure: 0.74, AUC: 0.78). We also find Age, Gender, BMI, SBP, U.GLU, PRO, ALT, and TG are independent risk factors for 
prediabetes people to diabetes, and AST is an independent protective factor, while logistic regression performs best on the testing set 
(Acc: 0.86, F-measure: 0.84, AUC: 0.74).
Conclusion: The discussion of the clinical relationships between these indicators and diabetes supports the interpretability of our 
feature selection. Among four prediction models, the logistic regression model achieved the best performance on the testing set.
Keywords: prediabetes, prediction model, physical examination, machine learning, regression analysis

Introduction
Diabetes is a metabolic disease characterized by hyperglycemia, which is caused by insufficient insulin secretion or 
reduced insulin sensitivity. Its main characteristics are that the blood sugar level is higher than the normal range for 
a long time. Long-term abnormal blood sugar level increases the risk of microvascular and macrovascular complications, 
thus damaging multiple organs and tissues, even leading to death. Since there is no effective cure for diabetes at present, 
patients need lifelong treatment, which brings a heavy economic burden to patients and their families.1

Prediabetes, also known as impaired glucose regulation (IGR), is a pathological state in which the level of human 
blood sugar is higher than normal but has not yet reached the diagnostic criteria for diabetes.2 According to the definition 
of the World Health Organization (WTO), prediabetes can be divided into two types: impaired fasting glucose (IFG) and 
impaired glucose tolerance (IGT). Research shows that prediabetes have a significant positive correlation between the 
risk and mortality of obstructive sleep apnea, coronary heart disease, stroke, and complex cardiovascular disease.3,4 
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Besides, prediabetes is a high-risk state of diabetes. About 5%−10% of prediabetes patients develop into diabetes patients 
every year. At the same time, some studies have shown that after certain medical intervention treatments for prediabetes 
patients, a certain percentage of patients can recover their blood sugar level to normal level under medical intervention.5 

This finding is of great significance in reducing the incidence rate of diabetes, improving the national health level, and 
reducing the burden on the medical and health system. However, the clinical symptoms of prediabetes are not obvious, 
and patients often miss the best opportunity for intervention.

According to the WHO 1999 standard,1 the gold standard for diabetes is a fasting blood sugar level of ≥7.0 mmol/L or 
a blood sugar level two hours after oral glucose tolerance test (2hOGTT) of ≥11.1 mmol/L. As for two different 
metabolic states of prediabetes, IFG is defined as a fasting blood sugar level between 6.1 mmol/L and 7.0 mmol/L and 
2hOGTT blood sugar level of <7.8 mmol/L, while IGT is defined as a fasting blood sugar level of <7.0 mmol/L and 
2hOGTT blood sugar level between 7.8 mmol/L and 11.1 mmol/L. The American Diabetes Association applies the same 
threshold for IGT, but decreases the lower bound of fasting blood sugar level to 5.6 mmol/L for IFG. Besides, glycated 
hemoglobin A1c (HbA1c) between 5.6% and 6.5% is introduced as a new indicator of prediabetes.6

In addition to blood sugar level and HbA1c, studies have shown that some other physiological indicators can also be 
used as a basis for judging diabetes. Serum Ferritin is an acute-phase reactant and a marker of iron reserve in the body. 
Through research, it was found that Serum Ferritin was positively correlated with HbA1c,7 and Serum Ferritin of 
diabetes patients was significantly higher than that of normal people, so Serum Ferritin can serve as a physiological 
indicator for detecting diabetes. It was found that systemic inflammatory indicators in type 2 diabetes patients were 
closely related to blood glucose control through research.8 Compared with the normal population, the systemic 
inflammatory indicators of type 2 diabetes patients include high-sensitivity C-reactive protein, complete blood count, 
and erythrocyte sedimentation rate. The average values of all parameters except ESR increased significantly. By detecting 
and analyzing the telomere length of islet β cells in patients with type 2 diabetes and normal people, it was concluded that 
HbA1c was negatively correlated with the telomere length of β cells.9 On the other word, the telomere length of islet β 
cells in people with type 2 diabetes was shortened. It was found that platelet volume indexes such as average platelet 
volume and platelet distribution width could be used as biomarkers to predict vascular complications of diabetes. Their 
significance for diabetic foot, diabetes neuropathy, and other complications of diabetes was higher than that of fasting 
blood sugar and HbA1c.10

Recently, the enormous success of machine learning algorithms has inspired plenty of relevant research in diabetes 
prediction. Yang et al developed an XGBoost-based model with an AUC of 0.8768 by collecting physical examination 
data from the normal population and diabetes population.11 A comparative study of Naive Bayes, ID3, random forest, and 
AdaBoost reported that random forest outperformed the other algorithms at classifying diabetic patients, with 85% 
accuracy.12 Aishwarya et al13 presented a work to predict Diabetes Mellitus by making use of various ML algorithms. 
Among various classification algorithms, LR presented the highest accuracy, 96%. The best model as per this work was 
based on the AdaBoost classifier which predicted diabetes with the highest accuracy of 98.8%. Mingqi Li et al14 

proposed an improved XGBoost algorithm to predict diabetics by generating new variables by cross combining different 
features of the data set. The new features were derived to simulate a clinical practitioners’ inquisitiveness in analyzing 
diabetes data. The proposed data feature stitching with XGBoost achieved an accuracy of 80.2%. There are also some 
studies focusing on people who have developed from normal people to prediabetes. The performance of an artificial 
neural network (ANN) and support vector machine (SVM) in the prediction of prediabetes was compared by Choi et al15 

Kopitar et al collected 4685 valid data samples, providing nine indicators such as age, gender, BMI index, hypertension, 
smoking history, diabetes family history, exercise, waist circumference and alcohol intake for model training. The 
research results indicated that SVM achieved better performance on this dataset (AUC=0.731), but there was no 
significant difference compared to ANN (AUC=0.729). The performance of the following five prediction models in 
IFG diagnosis, namely linear regression, LASSO regression, random forest, XGBoost, and LightGBM, was compared.16 

Wang et al collected a dataset containing 3723 valid data and 58 independent variables over a period of 30 months. The 
research results indicated that LightGBM achieved the best performance on this dataset. In addition, researchers also 
found that as the number of training samples increased, the accuracy of the model was significantly improved. A deep 
learning model was developed to diagnose prediabetes in a non-invasive, real-time manner using a 12-lead 
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electrocardiogram.17 The above examples show that the four basic ML methods, LR, SVM, RF, and XGBoost, can 
achieve good performance in the downstream task of diabetes classification.

However, all the above studies were only focused on the transitions either from normal population to diabetes or from 
normal population to prediabetes. Few studies on machine-learning-based disease prediction investigated the transition 
among the three stages. In this work, we conduct a cross-sectional study to identify independent influencing factors of the 
transition from normal population to prediabetes and the transition from prediabetes to diabetes, respectively. Then, 
machine learning models are trained correspondingly for disease risk prediction. The flowchart of the whole process for 
diabetes analysis is presented in Figure 1. We first collect a large amount of physical examination data and generate 
a diabetes dataset after a series of preprocessing manners. Then we adopt regression analysis to select independent 
influencing factors and utilize four machine learning approaches to build the risk prediction models.

The purpose of this study is to deepen the understanding of diabetes progress and enhance the diagnosis with prediction 
models. With early warning of individuals at risk of prediabetes and diabetes among the populations participating in 
physical examinations, timely interventions may improve their quality of life. Furthermore, this study can serve as 
a valuable reference for public research works in early screening for other chronic non-communicable diseases.

Materials and Methods
Dataset and Preprocessing
The studies involving humans were approved by the Ethics Committee of Peking University Shenzhen Hospital. The 
original data in this retrospective study were collected from the participants who took physical examinations in the 
Health Management Center of Peking University Shenzhen Hospital from January 2020 to March 2023. There are a total 
of 7811 individuals participating in the physical examination, and the original dataset contains 41 physical examination 
indicators. The subjects were divided into three groups according to their blood sugar and HbA1c level following the 
WHO 1999 standard. The normal population had a fasting blood sugar level of <5.6 mmol/L and a HbA1c level of 
<5.7%, the diabetes population had a fasting blood sugar level of ≥7.0 mmol/L or a HbA1c level of ≥6.5%, and the 
remaining subjects were prediabetes population. After preprocessing, the data from the original dataset, there are still 
5127 medical examination data remaining, each of which includes 25 medical examinations.

The original data collected from the electronic healthcare record (EHR) system was desensitized by removing patient 
privacy, such as name, address, and telephone number. The desensitized data contained 41 physical examination 
indicators and 7811 records. To ensure the data quality and maintain the data quantity, we first deleted 16 physical 
examination indicators where the proportion of missing values was higher than 50%, and then deleted the records that 
still contained missing values. Table 1 describes the remaining physical examination indicators with their meanings. In 
addition, due to the inconvenience in processing text information during logistic regression prediction, we converted 
categorical variables into numerical variables in advance for our subsequent analysis and prediction. Specifically, we 
considered “female” as “0” and “male” as “1” for gender, and considered “-”, “+-” as “0” and “1+”, “2+”, “3+”, “4+” as 
“1” for U.GLU and PRO. Finally, in order to eliminate the bias caused by the scale differences of different features, we 
normalized all features by subtracting their mean values from each variable and dividing them by their standard 
deviation, ensuring that the numerical range of each feature variable is between (−1, 1). The record numbers of normal, 
prediabetes, and diabetes populations after preprocessing are 1582, 2929, and 616, respectively.

Feature Selection
In machine-learning-based models, a large number of variables are typically gathered as they can provide the model with 
enough knowledge to produce good discriminatory outcomes. However, in clinical applications, irrelevant features can 
also induce noise or redundancy, which may lead to poor prediction accuracy. Therefore, it is necessary to select the most 
suitable variables for the best prediction performance before model training.

In statistical modeling, regression analysis is a set of statistical processes for estimating the relationships between 
a dependent variable and independent variables. The difference between univariate and multivariate analysis is that the 
former has only one physical examination indicator in its independent variable, and the latter has multiple physical 
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Figure 1 Flowchart of diabetes analysis process. Collected raw data is preprocessed to build a dataset. Then feature selection, model training, and model evaluation are 
successively applied to select the best machine learning model.
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examination indicators in its independent variable. As the dependent variable in this study is the diabetes stage, 
a categorical variable, we chose the logistic regression model for the regression analysis. Firstly, univariate logistic 
regression analysis was used to analyze the classification results and physical examination indicators. Each pre-processed 
physical examination indicator will be used as the independent variable of univariate logistic regression, and the 
classification result will be used as the dependent variable. Then, it will be fitted into a logistic regression model, and 
the relationship between the dependent variable and the independent variable will be analyzed and predicted. The 
physical examination indicators with p-value <0.05 in the results of univariate logistic regression analysis were selected. 
We believe that these indicators are the influencing factors related to the development of diabetes. In order to further 
increase persuasiveness, we will also use the indicators selected from univariate regression analysis as independent 
variables for multivariate logistic regression analysis, with the dependent variable still being the classification result. 
Then, the independent variable and dependent variable are fitted into a logistic regression model, and the relationship 
between the dependent variable and the independent variable is analyzed and predicted. Finally, the variables with 
p-value <0.05 are retained for machine learning model training.

Model Training
The dataset is split into training and testing sets with a proportion of 7:3. And the hyperparameter selection of the model 
is the same on both the training and testing sets. Then the training set is utilized to train four machine learning models: 
logistic regression,18 random forest,19 SVM,20 and XGBoost.21 The best parameters for the models are decided by 5-fold 
cross validation. The four models are briefly introduced below.

1. Logistic Regression. A logistic regression model is often used to predict the probability of an event as a function 
of a predictor variable. Given a set of variables x, the probability is calculated by a sigmoid function p(x) = 1/(1 + 
ex·β). First, we use the function “LogisticRegression” in the scikit-learn library for the model training, then we set 
the solver to “lbfgs” respectively to optimize the multi classification problem. Finally, we use the 5-fold cross- 
validation method to select the best parameters on “C”, and “max_iter”.

2. SVM. SVM is a method for solving classification and regression issues. The model determines the hyperplane that 
optimizes the distance between the two nearest classes as well as the distance between samples. First, we use the 

Table 1 Descriptions of Physical Examination Indicators in This Study

Variable Name Meaning of Variables Variable Name Meaning of Variables

Age Age T.BIL Total bilirubin

Gender Gender DB Direct bilirubin

Wt Weight ALT Alanine transaminase

H Height T.BIL Total bilirubin

BMI BMI AST Glutamic oxaloacetic transaminase

DBP Diastolic pressure BUN Blood urea nitrogen

SBP Systolic pressure SCr Serum creatinine

U.GLU Urinary Glucose UA Uric acid

PRO Urine Protein TC Total cholesterol

TP Total Protein TG Triglyceride

ALB Albumin HDL.C High-density lipoprotein cholesterol

GLB Globulin LDL.C Low-density lipoprotein cholesterol
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function “SVR” in the scikit-learn library for the model training. Then, we use the 5-fold cross-validation method 
to select the best parameters on “kernel”, “C”, “degree”, and “coef0”.

3. Random Forest. Random forest is an ensemble method based on the bagging technique, where decision trees are 
constructed independently. The final result is then derived from the majority voting results of all trees. First, we 
use the function “RandomForestClassifier” in the scikit-learn library for the model training, then we use the 5-fold 
cross-validation method to select the best parameters on “n_estimators”, “max_depth”, “min_samples_split”, and 
“min_samples_leaf”.

4. XGBoost. In contrast, XGBoost is an ensemble method based on gradient boosting machine. Gradient boosting is 
a technique where new models are added to correct the error of existing models. First, we use the function 
“XGBClassifier” in the xgboost library for the model training, then we select the classification task in “objecti-
ve=binary:logistic”, and use the 5-fold cross-validation method to select the best parameters on “max_depth”, 
“learning_rate”, “n_estimators”, and “min_child_weight”.

Model Evaluation
We evaluate the model performance by metrics derived from the confusion matrix, which is a special visual matrix with 
two dimensions and can be used to compare prediction results and actual values. The confusion matrix contains four 
values: true positive (TP), false positive (FP), false negative (FN), and true negative (TN). TP is the number of samples 
that are actually positive and correctly predicted to be positive. FP is the number of samples that are actually negative and 
incorrectly predicted as positive. FN is the number of samples that are actually positive but are incorrectly predicted to be 
negative. TN is the number of samples that are actually negative and correctly predicted to be negative. Then, accuracy, 
precision, recall, F-measure and specificity can be defined as (TP + TN)/(TP + FP + FN + TN), TP/(TP + FP), TP/(TP + 
FN), 2*(precision * recall)/(precision + recall), and TN/(TN + FP), respectively.

Besides, we also the use area under curve (AUC) of receiver operating characteristic (ROC) to evaluate model 
performance. The ROC curve is the plot of the true positive rate against the false-positive rate at various threshold 
settings. AUC is the area enclosed by the curve and the x-axis. A larger AUC value suggests a better classification 
performance.

Results
In this study, all data processing steps, including preprocessing statistical analysis, model training, and model evaluation, 
are performed with Python 3.8 and machine learning libraries such as statmodels, scikit-learn, and xgboost.

Regression Analysis
We separately analyze the transition from normal to prediabetes and the transition from prediabetes to diabetes. For the 
transition from normal to prediabetes, the variables are first individually selected by univariate logistic regression 
analysis. Age, Gender, Wt, H, BMI, DBP, SBP, PRO, TP, GLB, T.BIL, DB, IB, ALT, AST, BUN, UA, TC, TG, HDL. 
C, and LDL.C present significant correlations with p-value <0.05. Then, these variables are further included in multi-
variate logistic regression analysis. The result suggests that Age, PRO, TP and ALT are independent risk factors with OR 
> 1, and GLB and HDL.C are independent protective factors with OR < 1. More details are presented in Table 2.

Similarly, the variables are first individually selected by univariate logistic regression analysis for the transition from 
prediabetes to diabetes. Age, Gender, Wt, BMI, DBP, SBP, U.GLU, PRO, T.BIL, DB, IB, ALT, AST, BUN, TC, TG, 
HDL.C, and LDL.C present significant correlations with p-value <0.05. Then, these variables are further included in 
multivariate logistic regression analysis. The result suggests that Age, Gender, BMI, SBP, U.GLU, PRO, ALT, and TG 
are independent risk factors with OR > 1, and AST are independent protective factors with OR < 1. More details are 
presented in Table 3.

Prediction Model
First, we present the model comparison to classify normal and prediabetes populations. According to the regression 
analysis results in Table 2, the independent influencing factors for the normal to prediabetes include Age, PRO, TP, GLB, 
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ALT, and HDL.C, a total of six physical examination indicators, and logistic regression, random forest, support vector 
machine, XGBoost are used to build prediction models. We plotted the confusion matrix for each model in Figure 2. The 
results of the model on the training and testing sets are shown in Table 4, which includes the accuracy, precision, recall, 
F-measure, and specificity of the model, with the best performing results represented in bold. Besides, we provide the 
ROC curves of four prediction models in Figure 3. Specifically, Figure 3A and B represent the ROC curve of the logistic 
regression model on the training and testing set. Similarly, we have Figure 3C and D for the random forest model, 
Figure 3E and F for the SVM model, and Figure 3G and H for the XGBoost model, respectively. XGBoost performed the 
best among all models on the training set, while the best performing model on the testing set was the logistic regression.

Then we present the model comparison to classify prediabetes and diabetes populations. According to the regression 
analysis results in Table 3, the independent influencing factors for the normal to prediabetes include Age, Gender, BMI, 

Table 2 Univariate Regression Analysis and Multivariate Regression Analysis Between 
Normal and Prediabetes Populations

Variable Univariate Regression Analysis Multivariate Regression Analysis

OR value 95% CI P value OR value 95% CI P value

Age 2.6 2.4–2.81 <0.001 3.06 2.77–3.38 <0.001

Gender (Male) 1.17 1.10–1.24 <0.001 0.95 0.84–1.07 0.43

Wt 1.46 1.37–1.56 <0.001 1.55 0.59–4.09 0.37

H 0.91 0.85–0.96 0.001 0.76 0.44–1.31 0.32

BMI 1.87 1.75–2.01 <0.001 1.12 0.54–2.31 0.77

DBP 1.41 1.32–1.5 <0.001 0.94 0.83–1.06 0.29

SBP 1.65 1.54–1.77 <0.001 1.11 0.98–1.26 0.09

U.GLU 1.77 0.97–3.24 0.06

PRO 1.17 1.09–1.27 <0.001 1.18 1.07–1.29 <0.001

TP 1.08 1.01–1.14 0.02 1.74 1.52–2 <0.001

ALB 1.01 0.95–1.07 0.81

GLB 1.08 1.02–1.15 0.01 0.64 0.56–0.73 <0.001

T.BIL 0.9 0.85–0.96 <0.001 0.34 0–2474.4 0.81

DB 0.81 0.76–0.87 <0.001 1 0.21–4.83 0.99

IB 0.92 0.87–0.98 0.01 2.35 0–4834.4 0.83

ALT 1.42 1.28–1.57 <0.001 1.31 1.11–1.54 0.001

AST 1.3 1.17–1.45 <0.001 0.94 0.83–1.08 0.41

BUN 1.24 1.17–1.33 <0.001 0.96 0.89–1.04 0.36

SCr 1.05 0.99–1.12 0.12

UA 1.3 1.22–1.38 <0.001 1 0.91–1.09 0.93

TC 1.27 1.19–1.36 <0.001 1.5 0.99–2.29 0.06

TG 1.82 1.64–2.02 <0.001 0.96 0.85–1.09 0.55

HDL.C 0.67 0.63–0.72 <0.001 0.67 0.58–0.77 <0.001

LDL.C 1.36 1.27–1.45 <0.001 0.83 0.57–1.22 0.35
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SBP, U.GLU, PRO, ALT, AST, and TG, a total of nine physical examination indicators, and logistic regression, random 
forest, support vector machine, XGBoost are used to build prediction models. We plotted the confusion matrix for each 
model in Figure 4. The results of the model on the training and testing sets are shown in Table 5, which includes the 
accuracy, precision, recall, F-measure, and specificity of the model, with the best performing results represented in bold. 
Besides, we provide the ROC curves of four prediction models in Figure 5. Specifically, Figure 5A and B represent the 
ROC curve of the logistic regression model on the training and testing set. Similarly, we have Figure 5C and D for the 
random forest model, Figure 5E and F for the SVM model, and Figure 5G and H for the XGBoost model, respectively. In 
a comprehensive evaluation, although XGBoost performed best on the training set, logistic regression performed best on 
the testing set.

Table 3 Univariate Regression Analysis and Multivariate Regression Analysis Between 
Prediabetes and Diabetes Populations

Variable Univariate Regression Analysis Multivariate Regression Analysis

OR value 95% CI P value OR value 95% CI P value

Age 1.32 1.21–1.42 <0.001 1.43 1.27–1.62 <0.001

Gender (Male) 1.26 1.15–1.38 <0.001 1.18 1.02–1.37 0.03

Wt 1.21 1.11–1.31 <0.001 0.89 0.62–1 0.05

H 1.02 0.94–1.11 0.64

BMI 1.27 1.17–1.38 <0.001 1.32 1.08–1.61 0.005

DBP 1.31 1.2–1.43 <0.001 1.04 0.89–1.2 0.64

SBP 1.4 1.29–1.53 <0.001 1.2 1.04–1.4 0.01

U.GLU 2 1.85–2.16 <0.001 1.98 1.83–2.15 <0.001

PRO 1.36 1.27–1.46 <0.001 1.27 1.17–1.37 <0.001

TP 0.99 0.91–1.08 0.79

ALB 1 0.92–1.09 0.97

GLB 0.99 0.91–1.08 0.78

T.BIL 1.15 1.06–1.25 0.001 10.7 0–493,235 0.72

DB 1.19 1.1–1.3 <0.001 0.72 0.07–7.45 0.78

IB 1.13 1.04–1.23 0.004 0.12 0–9.29 0.72

ALT 1.27 1.13–1.42 <0.001 1.86 1.37–2.54 <0.001

AST 1.13 1.04–1.23 0.004 0.66 0.5–0.88 0.004

BUN 1.17 1.07–1.27 <0.001 0.98 0.88–1.08 0.65

SCr 0.95 0.87–1.06 0.23

UA 0.92 0.85–1.01 0.08

TC 0.88 0.81–0.96 0.004 0.86 0.55–1.36 0.53

TG 1.24 1.13–1.35 <0.001 1.18 1.03–1.35 0.01

HDL.C 0.74 0.67–0.81 <0.001 0.87 0.74–1.02 0.09

LDL.C 0.9 0.82–0.98 0.02 1.2 0.8–1.82 0.38

https://doi.org/10.2147/DMSO.S449955                                                                                                                                                                                                                               

DovePress                                                                                                                                

Diabetes, Metabolic Syndrome and Obesity 2024:17 1256

Chen et al                                                                                                                                                            Dovepress

Powered by TCPDF (www.tcpdf.org)

https://www.dovepress.com
https://www.dovepress.com


Figure 2 Confusion matrix of results for each model between normal and prediabetes populations. (A and B) represent the results of Confusion matrix for the logistic 
regression model on the training and testing set. Similarly, we have (C and D) for the random forest model, (E and F) for the SVM model, and (G and H) for the XGBoost 
model, respectively.
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Overall, all the models in this study were built with commonly used indicators in physical examination and achieved 
AUC values higher than 0.7, indicating that the results of this experiment are convincing.

Discussion
This work investigated the physical examination data of normal people, prediabetes people, and diabetes people, aiming 
to analyze the independent influencing factors from normal to prediabetes and from prediabetes to diabetes. We found 
that Age, PRO, TP, GLB, ALT, and HDL.C are the independent influencing factors for the normal population to the 
prediabetes stage through multivariate regression analysis. Among them, Age, PRO, TP, and ALT were independent risk 
factors, and GLB and HDL.C were independent protective factors. Meanwhile, there were nine independent physical 
examination indicators from prediabetes to diabetes, including Age, Gender, BMI, SBP, U.GLU, PRO, ALT, AST, and 
TG. Among them, Gender, BMI, SBP, U.GLU, PRO, ALT, and TG were independent risk factors, and AST is an 
independent protective factor.

In many studies, it had been found that Age, BMI, SBP, U.GLU, PRO, and other factors were independent influencing 
factors for normal people to develop prediabetes or even diabetes. According to the National Health and Nutrition 
Examination Survey (NHANES) of the United States, the prevalence of diabetes was proportional to the growth of age. 
The number of people with diabetes under the age of 45 accounted for 5% of the total, but the proportion of people over 
the age of 65 was as high as 33%.22 At the same time, NHANES research also showed that more than 75% of diabetes 
patients have a BMI ≥ 25.0 kg/m2, which indicated that obese people had a greater probability of suffering from 
diabetes.23 A study on the hypertension population without diabetes in China found that the risk of diabetes in people 
with SBP in the range of 130–140 mmHg was 24% higher than that in the population with SBP in the range of 120–130 
mmHg. The incidence rate of diabetes in the former group increased by 24%, and the incidence of Fasting blood sugar 
returned to normal decreased by 29%.24 In addition, relevant research showed that every 10 mmHg reduction in average 
systolic blood pressure would reduce the risk of diabetic complications by 12% and the risk of related deaths by 15%.25

This study found that the positive U.GLU in urine examination was an independent risk factor for the development of 
diabetes from prediabetes to diabetes, while the positive PRO was not only an independent risk factor for the 
development of normal people to prediabetes but also an independent risk factor for the development of diabetes from 
prediabetes to diabetes. It was found through research that the sensitivity of using U.GLU to detect prediabetes and 
diabetes could reach 83.5%. At the same time, it showed that the combination of U.GLU and FPG to detect diabetes 
could greatly improve the effectiveness of screening. All of the above could indicate the high correlation between the 
positive U.GLU and the occurrence of diabetes.26 It had also been pointed out that in any category of glomerular 
filtration rate (eGFR) in the general population, PRO positive in urine test results was directly proportional to the 
prevalence of hypertension, diabetes, and metabolic syndrome.27 Therefore, the urine test results can not only be used as 
an important indicator to reflect the level of renal function damage in patients but also as one of the indicators for 
screening prediabetes and diabetes.

Table 4 The Results of the Model on the Training and Testing Sets Between Normal and Prediabetes Populations

Model Training Set Testing Set

Acc Pre Rec F1 Spe AUC Acc Pre Rec F1 Spe AUC

Logistic regression 0.75 0.74 0.75 0.74 0.5 0.78 0.76 0.75 0.76 0.74 0.50 0.78

Random Forest 0.76 0.76 0.76 0.74 0.46 0.81 0.74 0.73 0.74 0.72 0.43 0.76

SVM 0.76 0.76 0.76 0.74 0.45 0.79 0.75 0.75 0.75 0.73 0.43 0.74

XGBoost 0.78 0.78 0.78 0.78 0.56 0.85 0.74 0.73 0.74 0.72 0.47 0.75

Note: The bold data in the table represents the optimal result. 
Abbreviations: Acc, Accuracy; Pre, Precision; Rec, Recall; F1, F-measure; Spe, specificity; AUC, area under curve of receiver operating 
characteristic.
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Figure 3 Receiver operating characteristic (ROC) curves of classification models between normal and prediabetes population. (A and B) represent the ROC curve of the 
logistic regression model on the training and testing set. Similarly, we have (C and D) for the random forest model, (E and F) for the SVM model, and (G and H) for the 
XGBoost model, respectively.

Diabetes, Metabolic Syndrome and Obesity 2024:17                                                                          https://doi.org/10.2147/DMSO.S449955                                                                                                                                                                                                                       

DovePress                                                                                                                       
1259

Dovepress                                                                                                                                                            Chen et al

Powered by TCPDF (www.tcpdf.org)

https://www.dovepress.com
https://www.dovepress.com


Figure 4 Confusion matrix of results for each model between prediabetes and diabetes populations. (A and B) represent the results of Confusion matrix for the logistic 
regression model on the training and testing set. Similarly, we have (C and D) for the random forest model, (E and F) for the SVM model, and (G and H) for the XGBoost 
model, respectively.
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This study also found that TP was an independent risk factor for normal people to develop prediabetes, and GLB and 
HDL.C were independent protective factors for normal people to develop prediabetes. Protein is the main carrier of life 
activities. Many previous studies had shown that C-reactive protein, lipopolysaccharide binding protein, vitamin 
D binding protein, and other proteins in serum were related to the occurrence of diabetes.28–30 These results can provide 
some evidence for TP to be an independent risk factor for the development of diabetes to diabetes. After reviewing 
relevant papers, no evidence was found to indicate the correlation between GLB level and prediabetes. However, studies 
had found that the level of fetuin-A in diabetes patients during pregnancy was significantly higher than that in normal 
pregnant women, which indicated that diabetes during pregnancy played a role in the occurrence of insulin resistance and 
metabolic changes.31 Therefore, the specific relationship between GLB and the occurrence of prediabetes needs further 
study. In a large cross-sectional study based on the population in Jiangsu Province, non-HDL.C could be used as 
a biomarker for screening undiagnosed diabetes patients.32 In addition, HDL.C could regulate the endocrine function of 
the β cells in pancreas. It played an anti-diabetes role in cells, and keeping proper HDL.C level in human body can 
reduce the risk of diabetes.33 All the above results indicated that HDL.C is an independent protective factor for normal 
people to develop prediabetes.

In addition, among the independent influencing factors for the development of the prediabetes population to diabetes, 
this study found that gender and TG were independent risk factors. A study showed that women are more likely to suffer 
from diabetes than men.34 Through consulting relevant data,35 TG was an important risk factor for diabetes, which was 
consistent with the results of this study. Research showed that the ratio of TG/HDL was positively related to the 
development of diabetes and diabetes, and this indicator was also an important risk assessment factor for some 
complications of diabetes patients, such as cardiovascular disease.

Furthermore, this study also found that ALT was not only an independent risk factor for normal people to develop 
prediabetes but also an independent risk factor for prediabetes people to develop diabetes. Meanwhile, AST is an 
independent protective factor for prediabetes people to develop into diabetes. Previous studies had found that the 
elevation of ALT level was related to type 2 diabetes, suggesting that it may be involved in the development of diabetes 
and insulin resistance.36 Other studies had found that AST/ALT levels were negatively correlated with the occurrence of 
type 2 diabetes.37 In the univariate regression analysis of AST, the results showed that AST was an independent risk 
factor for the development of prediabetes to diabetes. However, after the multivariate regression analysis of AST, the 
results showed that AST was an independent protective factor for the development of prediabetes to diabetes, which was 
contrary to the medical logic. After analysis, it was possible that there was a mutual correlation or collinearity between 
the two variables AST and ALT in multivariate regression analysis, and collinearity can change the direction of the 
variable relationship in the multivariate model. By calculating the Spearman correlation coefficient between ALT and 
AST, it was found that the absolute value of the coefficient was 0.78, indicating a strong correlation between these two 
variables. However, further research is needed to prove this conclusion. The results of this study not only provided a new 
perspective for understanding the occurrence and development of prediabetes but also contributed to a more 

Table 5 The Results of the Model on the Training and Testing Sets Between Prediabetes and Diabetes 
Populations

Model Training Set Testing Set

Acc Pre Rec F1 Spe AUC Acc Pre Rec F1 Spe AUC

Logistic regression 0.85 0.83 0.85 0.82 0.98 0.76 0.86 0.85 0.86 0.84 0.98 0.74

Random Forest 0.86 0.85 0.86 0.82 0.99 0.82 0.86 0.86 0.86 0.83 0.99 0.73

SVM 0.87 0.86 0.87 0.84 0.98 0.82 0.86 0.84 0.86 0.83 0.98 0.70

XGBoost 0.88 0.88 0.88 0.85 0.99 0.89 0.85 0.83 0.85 0.83 0.97 0.74

Note: The bold data in the table represents the optimal result. 
Abbreviations: Acc, Accuracy; Pre, Precision; Rec, Recall; F1, F-measure; Spe, specificity; AUC, area under curve of receiver operating 
characteristic.

Diabetes, Metabolic Syndrome and Obesity 2024:17                                                                          https://doi.org/10.2147/DMSO.S449955                                                                                                                                                                                                                       

DovePress                                                                                                                       
1261

Dovepress                                                                                                                                                            Chen et al

Powered by TCPDF (www.tcpdf.org)

https://www.dovepress.com
https://www.dovepress.com


Figure 5 Receiver operating characteristic (ROC) curves of classification models between prediabetes and diabetes population. (A and B) represent the ROC curve of the 
logistic regression model on the training and testing set. Similarly, we have (C and D) for the random forest model, (E and F) for the SVM model, and (G and H) for the 
XGBoost model, respectively.
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comprehensive and in-depth understanding of the pathogenesis of prediabetes to diabetes and also had a certain guiding 
role in the diagnosis and treatment of diabetes.

The above examples show that the four basic ML methods, LR,13 SVM,15 RF,12 and XGBoost14 can achieve good 
performance in the downstream task of diabetes classification. This study further utilized logistic regression, random forest, 
support vector machine, and XGBoost to build prediction models for the independent influencing factors found above and 
calculates the accuracy (Acc), precision (Pre), recall (Rec), F-measure, specificity and AUC of each model. Specifically, 
among all models to classify between the population of normal and prediabetes, XGBoost performed the best among all 
models on the training set with 0.78 (Acc), 0.78 (Pre), 0.78 (Rec), 0.78(F-measure), 0.56(specificity) and 0.85 (AUC). 
However, the best performing model on the testing set was the logistic regression with 0.76 (Acc), 0.75 (Pre), 0.76 (Rec), 
0.74 (F-measure), 0.5 (specificity) and 0.78 (AUC). Meanwhile, for the classification between the population of prediabetes 
and diabetes, XGBoost still performed best among all models on the training set with 0.88 (Acc), 0.88 (Pre), 0.88 (Rec), 
0.85 (F-measure), 0.99 (specificity) and 0.89 (AUC). On the testing set, the logistic regression outperformed other models 
by AUC, while random forest and SVM achieved the highest score by Pre. As for Acc and Pre, all models presented the 
same performance with a value of 0.86. In a comprehensive evaluation, although XGBoost performed best on the training 
set, logistic regression performed best on the testing set. Such an observation implied that the simpler model might have the 
best resistance to overfitting for diabetes prediction tasks with physical examination indicators. Overall, all the models in 
this study were built with commonly used indicators in physical examination and achieved AUC values higher than 0.7, 
suggesting a moderate ability for the diagnosis of prediabetes and diabetes in clinical practice. After investigation, we found 
that Gong et al used the same original dataset as our experiment.38 In their study, a total of 5310 subjects and 22 variables 
were included after preprocessing. After conducting logistic regression analysis on the variables, a “Full”. model and 
a “Simplified”. model were established. But in our experiment, 24 physical examination indicators were selected by a series 
of data preprocessing operations such as feature normalization, and 5127 subjects were included, including 1582 normal 
people, 2929 prediabetes people and 616 diabetes people after pretreatment. In addition, except for the logistic regression 
model, we also trained and predicted using three other models: random forest, SVM, and XGBoost. In the prediction model 
from prediabetes population to diabetes population, the AUC value of logical regression in our test set also has 0.74, and the 
accuracy, precision, recall, and F-measure are 0.86, 0.85, 0.86, and 0.84, respectively. Our results are compared with those 
in Gong’s article, except for 0.86 (Acc) which is the same, all other results are our better with 0.59 (Pre), 0.20 (Rec), and 
0.73 (AUC) in Gong’s article.

There were also some limitations in this study. The data used in this study were all from the examinees who had 
undergone physical examinations in the Health Management Center of Peking University Shenzhen Hospital. The sample 
size might not be sufficient, and whether the examinees themselves had some metabolic disorder, such as kidney function 
damage and liver function damage, was not considered. Therefore, there might be some deviation in the results. To 
overcome these limitations, we will consider expanding the sample size in future research, adding other physical 
examination indicators of the subjects, such as vascular indicators and fundus color photography, and adopting 
a multicenter study design to enhance the reliability of the research conclusions. With these improvements, we will 
build a model with better discrimination and performance for prediction and apply it to the clinical diagnosis of 
prediabetes and diabetes.

Conclusion
Through univariate and multivariate logistic regression, this study analyzed the independent influencing factors from 
normal to prediabetes and from prediabetes to diabetes, most of which were independent risk factors. The study found six 
independent influencing factors for normal people to develop prediabetes, of which Age, PRO, TP, and ALT were four 
independent risk factors, and GLB and HDL.C were two independent protective factors. We also found nine independent 
influencing factors for prediabetes people to diabetes, of which Age, Gender, BMI, SBP, U.GLU, PRO, ALT, and TG 
were independent risk factors, and AST was an independent protective factor. The discussion of the clinical relationships 
between these indicators and diabetes supported the interpretability of our feature selection. The above independent 
influencing factors were used as predictors to build prediction models. The trained models all had AUC scores higher 
than 0.7, while the XGBoost model achieved the best on the training set and logistic regression performed the best on the 
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testing set. Our analyzing results and predicted models can be used to promote personal health management. Moreover, 
we plan to expand the sample modality and quantity in future work, adding other physical examination indicators for 
subjects, such as vascular indicators and fundus color imaging, using a multicenter study design, and using a deep 
learning framework to concatenate the above data. Our work on disease factor analysis and prediction models would 
deepen understanding of diabetes progression, contributing to the development of personal health management.
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