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Abstract

Background: Systematic reviews often require substantial resources, partially due to the large number of records
identified during searching. Although artificial intelligence may not be ready to fully replace human reviewers, it
may accelerate and reduce the screening burden. Using DistillerSR (May 2020 release), we evaluated the
performance of the prioritization simulation tool to determine the reduction in screening burden and time savings.

Methods: Using a true recall @ 95%, response sets from 10 completed systematic reviews were used to evaluate: (i)
the reduction of screening burden; (ii) the accuracy of the prioritization algorithm; and (iii) the hours saved when a
modified screening approach was implemented. To account for variation in the simulations, and to introduce
randomness (through shuffling the references), 10 simulations were run for each review. Means, standard
deviations, medians and interquartile ranges (IQR) are presented.

Results: Among the 10 systematic reviews, using true recall @ 95% there was a median reduction in screening
burden of 47.1% (IQR: 37.5 to 58.0%). A median of 41.2% (IQR: 33.4 to 46.9%) of the excluded records needed to be
screened to achieve true recall @ 95%. The median title/abstract screening hours saved using a modified screening
approach at a true recall @ 95% was 29.8 h (IQR: 28.1 to 74.7 h). This was increased to a median of 36 h (IQR: 32.2 to
79.7 h) when considering the time saved not retrieving and screening full texts of the remaining 5% of records not
yet identified as included at title/abstract. Among the 100 simulations (10 simulations per review), none of these 5%
of records were a final included study in the systematic review. The reduction in screening burden to achieve true
recall @ 95% compared to @ 100% resulted in a reduced screening burden median of 40.6% (IQR: 38.3 to 54.2%).

Conclusions: The prioritization tool in DistillerSR can reduce screening burden. A modified or stop screening
approach once a true recall @ 95% is achieved appears to be a valid method for rapid reviews, and perhaps
systematic reviews. This needs to be further evaluated in prospective reviews using the estimated recall.

Keywords: Artificial intelligence, Systematic reviews, Rapid reviews, Prioritization, Automation, Natural language
processing, Machine learning, Time savings, Efficiency, True recall
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Background
Systematic reviews (SRs) aim to minimize bias by using
systematic and rigorous methods [1]. This process, how-
ever, can require substantial resources (e.g., cost and
humans), and in some cases can require more than 12
months to complete. An analysis of 195 reviews regis-
tered in PROSPERO reported a mean time (from regis-
tration to publication) of 67.3 weeks (standard deviation
31 weeks, range 6 to 186 weeks) and a mean author team
of 5 people [standard deviation (SD): 3, range 1 to 27
people] [2].
It is not uncommon for a systematic search to yield a

large number of records, many of which are irrelevant
(i.e., low precision) [2, 3]. In a recent study, of 139,467
citations among 25 reviews, 5.48% (95% confidence
interval (CI) 2.38 to 8.58%) of the citations were included
in the final reviews [3]. Such volume introduces opportun-
ity for human error in the screening process [3–5]. While
screening of titles and abstracts represents only one step
in the series of tasks involved in the conduct of SRs, due
to the high screening burden, the resources for this step
can be a large proportion of the total human resource
time spent on the review [6]. Several strategies have been
evaluated to decrease time spent screening titles and ab-
stracts, including the use of dual monitors for screening
[7], title only screening [8], a staged title only followed by
abstract screening [6], screening by one reviewer [5, 9–
12], and using artificial intelligence (AI) tools (e.g., text
mining, prioritization) [11, 13–17].
Several software tools exist that support title and ab-

stract screening in SRs [18], however not all packages
currently include the capacity to implement machine
learning techniques for citation screening [19]. Among
those that do, there is variation in the level of sophistica-
tion of the machine learning tool, the algorithms used,
the cost of the software package, and if and how often it
is updated and supported. The most commonly evalu-
ated software are Abstrackr, DistillerSR, EPPI-Reviewer,
RobotAnalyst, SWIFT-Active Screener, and SWIFT-Re-
view [13–16, 20–24], with varying success depending on
the size of the datasets, the machine learning algorithm,
and the level of replacement of humans with AI [25].
While AI may not be ready to fully replace human
screeners in the task of study selection, studies suggest
that optimizing, accelerating, and reducing screening
burden through the use of AI-informed screening
methods represents a viable option. This includes priori-
tized screening, where the presentation of titles and ab-
stracts to reviewers is continually adjusted, through
active machine learning, based on the AI’s estimated
likelihood of relevance [17]. In circumstances of present
day where the requestors (end users) of a particular
knowledge synthesis frequently are in search of a rapidly
generated synthesis of the available evidence for a

research question of interest, such tools may offer at-
tractive gains to research teams if safely implemented to
minimize the risk of falsely excluding relevant evidence.
A 2015 systematic review concluded that there is al-

most no replication between studies or collaboration be-
tween research teams evaluating text mining methods,
which makes it difficult to establish overall conclusions
about best approaches [17]; this represents an especially
troublesome barrier toward wider adoption of the use of
such methods globally in knowledge syntheses. Another
important barrier to uptake for many research teams is
uncertainty as to the proper set-up and implementation,
both in terms of settings within the software as well as
incorporation into the well-established SR process.

Objectives
Using the AI simulation tool (which uses the
prioritization algorithm) in DistillerSR, the primary ob-
jectives of this study were to:

(1) Empirically evaluate the reduction in screening
burden (the number of records not required to be
screened) once a true recall @ 95% was achieved
(i.e., once 95% of the studies included based on the
title/abstract to be further evaluated based on the
full-text were identified).

(2) Evaluate the performance using a true recall @ 95%.
Specifically, to identify if any of the studies that
were included in the systematic review were among
the 5% of records that were not yet identified as
included based on the title/abstract [i.e., title/
abstract false negatives (FN)].

We chose DistillerSR software (Evidence Partners In-
corporated; Ottawa, Canada), as it is amongst the most
widely used systematic review management software
programs worldwide, and because our research teams
are long-time users of this software. A list of termin-
ology (italicized terms) used in the manuscript with de-
scriptions are provided in Table 1.
There is currently no agreed upon modified screening

or stop screening approach where a review team may de-
cide to modify how records are being screened (e.g.,
changing from dual-independent screening to single-
reviewer screening) or stop screening the remaining re-
cords. For the current study, we are evaluating a true re-
call @ 95%. In other words, once the AI simulation tool
has identified 95% of the studies that were included
based on the title/abstract to be further reviewed based
on the full text [i.e., title/abstract true positives (TP)], we
would assign the AI reviewer to exclude the remaining
studies which would include approximately 5% of the
title/abstract records that were included but not yet
identified (i.e., title/abstract FP) and the title/abstract
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excludes [i.e., true negatives (TN)]. This number (95%)
was selected as it is a common recall number used when
measuring the reduction in workload; it also approxi-
mates the level of human error in screening [3, 16, 26].
Therefore, true recall @ 95% is calculated as [title/ab-
stract TP / (title/abstract TP + title/abstract FN)]. The
distinction between true recall and estimated recall (as
would be calculated in a prospective review) is that, as
we used completed reviews, we know the actual number
of studies that were included based on the title/abstract
screening to be further evaluated based on the full text
[23]. The findings from this study will help toward es-
tablishing the validity of this approach to citation screen-
ing as a potential additional source of time savings in
the context of conducting systematic reviews and other
knowledge synthesis products, including rapid reviews
[27–30] and living systematic reviews [31, 32]. Further-
more, given that challenges in set-up are a known bar-
rier amongst knowledge synthesis teams toward the
decision to implement machine learning methods for
their research [25], a secondary objective of the study
was to provide transparent, repeatable methods for other

review teams to replicate in their own research. This will
allow for further testing of this process, thereby increas-
ing the sample size and external validity of the results
presented in this study.

Study methods
The protocol for this study was registered on the Open
Science Framework (OSF: https://osf.io/2fgz7/) and was
conducted using the AI simulation module within Distil-
lerSR Software (May 2020 release). This version (2.31.0) of
DistillerSR has fully replaced all existing AI functionality
from earlier versions and includes prioritized reference
screening (i.e., re-sorting records at regular screening in-
tervals based on the AI tool’s estimated probability of rele-
vance for each remaining record) and the development of
a system in which to create custom classifiers [e.g., auto-
matically labeling randomized controlled trials (RCTs)].
This study used information from 10 previously com-

pleted SRs (i.e., responses to screening at title/abstract
and the final list of included studies) that were under-
taken by research teams that perform a high volume of
knowledge synthesis reviews, led by our co-authors,

Table 1 Terminology and descriptions

Terminology Description

Estimated recall The estimated percent of how many studies at title/abstract level have been identified among
those that will be passed through to full-text screening. As this is calculated based on a set of
records that have not been completely screened, the estimated recall may differ from the true
recall.

Final include A primary study included in the completed systematic review.

Iteration A set of records that is used to assign a score around the likeliness of inclusion and prioritize
the remaining unscreened records in order from highest relevance to lowest relevance.

Modified screening approach An approach to modify how screening is being performed. For example, changing from: (i)
dual-independent screening to liberal accelerated screening; (ii) dual-independent screening
to single-reviewer screening; or (iii) assigning the remaining records to the AI reviewer to
exclude, with a human reviewer(s) also screening these records as a second reviewer.

Prioritized screening Through active machine learning, the presentation of records to reviewers is continually
adjusted based on the AI’s estimated likelihood of relevance. The frequency of adjustment
may differ by software application.

Screening burden The total number of records at title/abstract to be screened.

Stop screening approach An approach to screening whereby the remaining records are not screened once a certain
threshold has been achieved (e.g., estimated recall @ 95%). These records are assumed to be
excluded.

Record not yet identified [i.e., title/abstract
false negative (FN)]

When an estimated recall (at any %) or true recall of less than 100% is used, these are the
records that would have been included based on the title/abstract to be further reviewed at
full-text screening, but were not yet identified. Had these records been screened at title/
abstract and further screened based on the full text, they may have been excluded or included
in the final review (i.e., a final include).

Title/abstract include [i.e., title/abstract true
positive (TP)]

Records included based on the title/abstract to be further reviewed based on the full text.
These records may then be excluded at full-text review or included in the final review.

Training set One or more iterations which inform the machine learning to score and prioritize the
remaining unscreened records.

Title/abstract exclude [i.e., true negative (TN)] Records considered excluded based on title/abstract screening.

True recall This is only known once all references have been screened and includes the percentage of
the actual number of records that were title/abstract includes.
True recall % calculated as: [title/abstract TP / (title/abstract TP + title/abstract FN)]

Hamel et al. BMC Medical Research Methodology          (2020) 20:256 Page 3 of 14

https://osf.io/2fgz7/


located at the Ottawa Hospital Research Institute and
the University of Ottawa Heart Institute in Ottawa,
Canada. We selected 10 reviews in this pilot experiment
to capture a variety of topic areas, review sizes, and in-
clusion rates. An overview of the characteristics of these
reviews, with brief descriptions of the objectives and
PICO elements (participants, interventions, comparators,
outcomes) is provided in Additional file 1.
Methods on how we implemented DistillerSR’s AI simu-

lation tool for citation screening have been described in de-
tail in Additional file 2 for researchers who are interested in
running simulations using their own review projects. In the
context of the current study, DistillerSR’s AI simulation
tool selects a random set of records which contains 2% of
the dataset (with a minimum of 25 records and a maximum
of 200 records). Each set of these records is called an iter-
ation. and the simulation tool uses the responses already
provided (title/abstract included and excluded responses,
based on our previous SRs) to build the first iteration (i.e.,
the initial training set). Subsequently, the remaining un-
screened records are assigned a score (by the software)

relating to the likelihood of inclusion, and references are
re-ranked (i.e., prioritized) in order of this score (from most
to least likely to be relevant). The next iteration (i.e., the
next 2% of the records) is then run, and all remaining re-
cords are assigned an updated score based on the likelihood
of inclusion estimated using the information gathered from
all iterations, which creates the newest training set. This
process continues until all records are screened. The AI
simulation tool mimics the process of human screening. In
a prospective review, responses from the reviewers would
be used to build the iterations (e.g., using single reviewer,
dual independent review with conflicts resolved), but would
otherwise function in the same manner. Once prioritization
is set up (i.e., one click when managing levels), the process
of prioritization occurs automatically in the background
without intervention from the reviewers, making it easy to
use, and thereby providing the potential to identify relevant
literature more efficiently.
Figure 1 represents how the simulation tool uses the

existing information (i.e., responses) to simulate the per-
formance of the prioritization tool.

Fig. 1 AI simulation flow
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Data collection
For each of the 10 SRs that served as experimental units
for this work, we ran the AI simulation 10 times to ac-
count for any variation in the simulations, and to intro-
duce randomness (through shuffling the references,
which is automatically performed by the software) into
the initial training sets. After each simulation was run,
the following information was recorded at the first iter-
ation that identified 95% of the studies included from
title/abstract to be further evaluated at full text (i.e., true
recall @ 95%):

– The number of records per iteration and the number
of iterations. An iteration contains 2% of the total
number of records, with a minimum of 25 and a
maximum of 200 records per iteration. This allowed
for measuring the variation within a review around
the number of records at title/abstract not yet
identified (i.e., title/abstract FN).

– The total number of records screened (i.e., screening
burden). This is composed of 95% of the title/
abstract included studies and a portion of the title/
abstract excluded studies.
Calculation: (title/abstract TP + title/abstract TN).

– The number of records included at title/abstract to
be further reviewed at full-text screening once a true
recall @ 95% was achieved (title/abstract TP). This
could account for slightly more than 95% of the
studies, depending on the how many of these studies
at title/abstract were located in the iteration which
captured 95% of the title/abstract included studies.

– The number of records screened that were excluded
(title/abstract TN). Reviews that have a large
number of records that were included based on the
title/abstract to be further reviewed at full text will
likely have a higher rate of total number of records
screened. Therefore, the number of excluded
records screened was also recorded as this is the
number of records that should be reduced to
accurately report the reduction in screening burden.

– The list of reference identification numbers (IDs) of
the 5% of included records at title/abstract not yet
identified (title/abstract FN). This allowed for
evaluation if any of these studies were on the list of
final included studies in the systematic review (i.e.,
final include).

Outcomes
The combined results from the 10 simulations per SR
allowed for the calculation of the mean (SD) and median
(range), when reporting results for a specific review, or
median [interquartile range (IQR)] when reporting re-
sults across reviews for each outcome of interest:

(1) The number and percent of records (at title/
abstract) needed to screen to identify a true recall
@ 95% (i.e., screening burden).
Calculation: title/abstract TP + title/abstract TN (at
a true recall @ 95%)

(2) The number and percent of studies at title/abstract
not yet identified at true recall @ 95% (title/abstract
FN) among all studies that were included for
further evaluation at full-text (title/abstract TP) at a
true recall @ 100%.
Calculation: [(title/abstract TP – title/abstract FN) /
title/abstract TP]. As we are using a true recall @
95%, this should approximate 5%.

(3) The number and percent of final includes (i.e.,
those in the final list of included studies in the
systematic review) among the title/abstract FN.

(4) Number of hours saved, which was calculated using
a modified screening approach, in which the AI
reviewer would exclude all remaining records and a
human reviewer would review these records. The
number of hours saved was calculated by
multiplying the expected time to review a record
(i.e., one record per minute, based on Shemilt 2016
[11] and the experience of our own research
groups) by the total number of records that did not
need to be screened by one reviewer (i.e., the total
number of records remaining once a true recall @
95% was achieved). As this outcome is based on
true recall, rather than estimated recall, the number
of hours saved is an estimate as, in a prospective
review, a review team would not know for certain if
the estimated 95% was in fact 95% of the studies
that would have been passed through to full-text
screening, as not all references would have been
screened.

Deviations from the protocol
In the protocol, we stated that we would measure
total cost savings as an outcome. However, the re-
search team subsequently decided it would be of
greater information and generalizability to knowledge
synthesis researchers if we instead presented the
number of hours saved. This would allow other
researchers to calculate cost savings in different cur-
rencies at different salaries, as appropriate. Addition-
ally, as the 95% modified screening approach resulted
in a substantial number of records that did not need
to be screened for some of the SRs, we performed an
additional analysis to evaluate the difference in the
relative screening burden when comparing how much
of the total dataset was required to be screened to
achieve a true recall @100% compared to a true
recall @ 95%.
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Results
Overview of SRs assessed
Ten SRs, consisting of 69,663 records, were used in this
experiment. Four SRs included only RCTs, and the
remaining SRs included both RCTs and observational
studies. Using the review typology by Munn et al. (2018)
[33], eight SRs were classified as effectiveness reviews
[including both SR and network meta-analysis (NMAs)],
and two SRs were effectiveness and etiology reviews. All
SRs covered clinical areas and primarily evaluated the ef-
ficacy and safety of pharmacological, non-
pharmacological (e.g., behavioural therapies), and surgi-
cal interventions. One SR each evaluated depression
screening effectiveness, the use of e-cigarette for smok-
ing cessation, and interventional/behavioural exposure
to sugar sweetened beverages (SSBs) (Additional file 1).
Reviews ranged in size from 2250 to 22,309 records to
be assessed at title and abstract level, of which 3.0 to
39.2% (median: 16.2%) were included, based on the title/
abstract, to be further reviewed at full text. A median of
0.6% (range 0.02 to 1.48%) of the total number of re-
cords were included in the final systematic reviews.

Findings: reduction in screening burden
Across the set of 10 SRs evaluated, the median percent-
age of studies required to be screened to achieve a true
recall @ 95% was 47.1% (IQR: 37.5 to 58.0%) (Table 2
and Additional file 3: Suppl. Table 1). Four SRs [i.e.,
non-small cell lung cancer, smoking cessation, prophy-
laxis for human immunodeficiency virus (HIV), SSBs]
required at least 50% of records to be screened to
achieve a true recall @ 95%. All of these reviews had
more than 22% of the title/abstract records passed
through for full-text screening. Among all reviews, when
considering only the number of excluded records re-
quired to be screened to achieve true recall @ 95%, a
median of 41.2% excluded records needed to be screened
(IQR: 33.4 to 46.9%) (Additional file 3: Suppl. Table 1).
Figure 2a presents the mean percentage of records that

were included and excluded based on titles/abstracts,
and the resulting reduction in the screening burden. The
number of records that did not need to be screened
(light blue portion of the bar) ranged from 30% (smok-
ing cessation) to 72.5% (opioid use disorder). Figure 2b
presents the relationship between the percentage of
studies passed through to full-text screening and the
mean percentage reduction in screening burden once
true recall @ 95% was achieved. Typically, reviews with
fewer studies passed through to full-text screening re-
sulted in a larger reduction in the overall screening bur-
den, as fewer excluded records would need to be
screened to identify the studies requiring further review
at full text.

There was little variation in the magnitude of screen-
ing burden within each of the 10 SRs among the 10 sim-
ulations. Three SRs achieve true recall @ 95% in the
same number of iterations, while five SRs had a range of
one iteration, and two SRs had a range of four iterations.
It was common for the same references to be missed in
each iteration. The difference between the total number
of unique title/abstract included studies not yet identi-
fied (i.e., title/abstract FN that were listed in at least one
of the ten simulations) and the largest number of title/
abstract FN (i.e., the iteration with the largest number of
title/abstract FNs) was 0 to 13 records [mean (SD): 5.3
records (4.03); median (IQR): 5 (2–8) records].
Figure 3 presents the variation in the number of title/

abstract included studies not yet identified (i.e., title/ab-
stract FN) the simulation with the lowest number, high-
est number, and overall unique number of title/abstract
FN. The lower the variation between simulations, the
closer the minimum, maximum and number of unique
studies. In these 10 reviews, 4.8 to 6.2% of the same re-
cords were not yet identified in the 10 simulations.

Findings: amount of time saved
Overall, the mean title/abstract screening hours saved
when using the true recall @ 95% modified screening ap-
proach (i.e., the AI reviewers would exclude all
remaining references and one human review would be
required to screen the remaining records) was 62.8 h
(median: 29.8 h; IQR: 28.1 to 74.7 h). As would be ex-
pected, SRs with a larger number of records tended to
result in more hours saved. SRs with fewer than 5000 re-
cords saved between 11.3 to 36 h. SRs with more than
5000 records (i.e., prophylaxis for influenza, opioid use
disorder, and SSBs), saved totals of 88, 158 and 197 h
(up to approximately 5 weeks of work time), respectively.
Figure 4 displays the mean hours saved per review

from implementing the modified screening approach
once a true recall @ 95% was achieved. The size of the
bubbles represent the amount of hours saved. Reviews
with fewer than 5000 records showed little variation in
the total hours saved when the title/abstract true positive
rate was between 10 and 30% (range 22 to 30 h, or ap-
proximately 1 day of work).
Using estimates from Shemilt et al. [11] of 4 min per

person to retrieve a full text record and 5 min per per-
son to screen a full text record, and assuming that full-
text screening is done in duplicate, this would increase
the total hours saved by not having to access and screen
the 5% of title/abstract false negatives (Additional file 3:
Suppl. Table 2). For example, in the review where AI
was the least efficient in reducing the screening burden
(i.e., smoking cessation), an average of 40 records did
not need to be screened at title/abstract, a time savings
of 11.3 h. However, adding the time to retrieve these
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a

b

Fig. 2 a Title/abstract includes and excludes and screening burden reduction. b – Relationship of mean % reduction in screening burden and %
of title/abstract includes
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articles (40 @ 4min/record = 2.7 h) and the time for two
reviewers to screen at full text (40 @ 5min/record × 2 =
6.7 h), this results in an additional 9.4 h of time savings,
nearly doubling the time savings. The Asthma/Urticaria
review (which approximated the median for total re-
cords, % of includes at title/abstract, and time savings in

hours) would result in a total time savings of 35.3 h
(title/abstract screening: 30 h; retrieving full texts: 1.5 h;
screening full texts: 3.8 h). The largest review, SSBs,
would result in a total time savings of 215.1 h (title/ab-
stract screening: 158.5 h; retrieving full texts: 16.2 h;
screening full texts: 40.5 h). These numbers do not

Fig. 4 Mean hours saved in title/abstract screening using a true recall @ 95% modified approach

Fig. 3 Title/abstract includes not yet identified (i.e., title/abstract false negatives)
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include any ordering fees for articles not accessible with-
out a journal subscription, plus any additional time to
resolve conflicts at full text (which has been estimated to
take 5 min per conflict [11]).
Figure 5 shows that the extra time to retrieve the full

text and perform full-text screening represents 4 to 45%
of the estimated total time saved (median: 14%).

Findings: performance (accuracy) of the prioritization
algorithm
Across the 10 SRs studied, a median of 4.57% of the re-
cords were title/abstract FN (IQR: 18.9 to 44.6). Among
the 100 iterations (10 iterations in 10 SRs), no final in-
cluded studies were not yet identified at a true recall @
95% (Table 2).
A post-hoc analysis was subsequently performed to

evaluate the difference in the screening burden to
achieve a true recall @ 100% compared to a true recall
@ 95%. In measuring this, using the mean over three
simulations, this resulted in a median difference in the
number required to screen of 40.6% (IQR: 38.3 to
54.2%). It is important to note that the additional
screening burden to identify the last 5% of the records
included at title/abstract would not have identified any
final included studies in the systematic reviews, as they
were all identified in the true recall @ 95%.
Figure 6 displays the reduction in screening burden

over the 10 reviews at a true recall rate of 95 and 100%.

Seven of the 10 reviews required over 90% of the records
to be screened to achieve a true recall @ 100%. Two of
these were the largest reviews (i.e., Opioids use dis-
order = 16,282 records, SSBs = 22,309 records).

Discussion
The new prioritization tool in DistillerSR reduced the
screening burden in these 10 SRs by 30.0 to 72.5% when
using a true recall @ 95% modified screening approach.
Smaller studies with a high inclusion rate will take lon-
ger to identify 95% of the title/abstract includes and re-
sulted in poorer performance for the machine learning
algorithm. Although some of the larger studies had high
rates of title/abstract includes, due to the size of the
dataset, the reduction in screening burden would still re-
sult in a large time and potentially lead to a subsequent
cost savings. A recently published study evaluated the
accuracy of screening prioritization of Abstrackr and
EPPI-Reviewer [15]. Screening burden to identify all
title/abstract includes for the de novo review was 85% or
more for seven of the nine reviews for both Abstrackr
(median: 93.8%, range: 71.1 to 99.0%) and EPPI-
Reviewer (median: 91.3%, range: 39.9 to 97.9%). How-
ever, six of the nine included reviews had fewer than
1000 records, thereby not starting with a particularly
large screening burden. Although not a direct compari-
son to our experiment, as different datasets were used,
identifying 100% of the title/abstract includes using

Fig. 5 Estimated total time saved
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DistillerSR produced similar results (median: 96.6%,
range: 70.3 to 100%). As there were no final includes
missed with the true recall @ 95%, the extra screening
burden to identify the last 5% of studies would not have
changed the final results and conclusions, and may not
be worth the additional efforts. Although this could be
further evaluated, this suggests this last 5% of records
where passed through for full-text screening due to ei-
ther human error or a tendency toward over-
inclusiveness while screening titles/abstract, and/or title/
abstracts that were unclear, or records with no abstract
which were included based on the title only. Other re-
search teams are encouraged to use the information we
have provided in order to build the evidence base.
There are several considerations to keep in mind when

deciding to use prioritized screening in prospective re-
views. It is important to have a clean (e.g., all duplicates
removed) dataset, as any duplicates with conflicting deci-
sions on whether to pass through for full-text screening
or exclude based on the title/abstract would confuse the
machine learning algorithm. Due to the retrospective na-
ture of this experiment, this was not checked, as the as-
sumption was made that this was performed when the
SRs were originally conducted. Second, as the success of
machine learning is dependent on the quality of the
training set created by human reviewers, a precise train-
ing set (i.e., correctly designating title/abstract records)
is required. A 2020 study by Wang et al. reported a
10.8% (95% confidence interval 7.4 to 14.1%) error rate
(i.e., incorrectly included or incorrectly excluded at title/
abstract screening) among 139,467 citations that under-
went 329,332 inclusion and exclusion decisions [3]. Al-
though incorrectly excluding a record at title and

abstract level is more concerning, as this record is no
longer considered for inclusion, incorrectly passing a
record at title and abstract for further review at full text
increases screening burden at full text, in addition to the
time and costs associated with retrieving the full-text ar-
ticles. It is therefore important to ensure that a pilot test
is first performed with conflicts resolved, that all re-
viewers are confident in their assessments (i.e., do not
include because of uncertainty of reviewer rather than
uncertainty of relevance), and that conflict resolution is
performed throughout screening. Review team may also
choose to set up reviewer compatibility (if the software
permits), where junior reviewers are unable to screen
the same references. This may decrease the number of
records that are incorrectly included due to uncertainty.

Limitations
There were some limitations in the conducted study.
First, screening at the title and abstract level in the set of
systematic reviews we studied was performed using the
liberal accelerated method [34], which requires two re-
viewers to exclude a reference, but requires only one re-
viewer to include a reference to be further evaluated at
full text. Further, any conflicts resulting from the first
reviewer excluding and the second reviewer including
were not resolved. This presents two limitations: (i)
there may be a tendency to be over-inclusive while
screening titles/abstracts as only one reviewer is required
to pass the reference through for further full-text screen-
ing; and (ii) by using retrospective responses, the
machine-learning algorithm is not able to distinguish be-
tween records that were excluded by the first reviewer
and later included by the second reviewer. These records

Fig. 6 Screening burden to achieve true recall @ 95% and @ 100%
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may be less likely to be true includes. As a training set
with high accuracy (i.e., true title/abstract includes and
true excludes) will result in fewer excluded references
required to be screened to achieve true recall @ 95%,
over-inclusiveness of records likely resulted in poorer
performance of the AI tool. Second, this experiment was
only conducted using DistillerSR, which might not be
generalizable to all prioritization algorithms and related
software.

Implications for future research
In this pilot experiment evaluating the AI simulation
tool in DistillerSR, we selected 10 reviews which in-
cluded a variety of review types (e.g., NMAs, SRs of
RCTs, SRs including observational studies), sizes (ran-
ging from 2250 to 22,309 records), and inclusion rates
(ranging from 3.0 to 39.2% at title/abstract screening).
We encourage other review teams to use the guidance
provided in Additional file 2 to evaluate the AI simula-
tion tool on their own projects. For review teams who
do not have access to DistillerSR or who do not have the
resources to run these experiments, the authorship team
of this study plans on increasing the sample size of this
experiment by asking other review teams to provide
their databases so this experiment can be run. We plan
to establish a website for this work that will allow for
the provision of updated findings in an ongoing fashion.
Offers to contribute to this initiative will be shared with
other teams in the future through email, social media
and other forms of communication.
In the context of rapid reviews, a form of knowledge

synthesis that accelerates the process of conducting a trad-
itional systematic review through streamlining or omitting
a variety of methods to produce evidence in a timely and
resource-efficient manner [27–30], identification of fewer
than 95% of the title/abstract true positives may be accept-
able. A survey of stakeholders (e.g., policy-makers, health-
care providers) reported that the median acceptable
incremental risk of getting an incorrect answer from a
rapid review is 10% (interquartile range of 5–15%) [35]. A
missed study (or studies) does not imply there will be an
incorrect answer, depending on the study (ies), as missed
studies may not change the overall conclusion appreciably
in terms of either direction or magnitude of effects stud-
ied. Therefore, the decision to stop screening or change
the method of screening (e.g., from dual-independent to
single screener) once another percentage of studies passed
through for full-text review have been identified (e.g., 75,
85%) may be further evaluated.
As true recall can only be calculated once all records

are screened, estimated recall might differ depending on
how quickly relevant records (at title/abstract) are iden-
tified. For example, an estimated recall @ 95% may only
be accounting for 91% of the included records if all were

screened. Therefore, a review team might not be comfort-
able to implement a modified or stop screening approach
when an estimated recall of 95% is first achieved. They may
consider screening an additional set of records (e.g., two to
four more iterations) to confirm no new title/abstract re-
cords are passed through for full-text screening. Estimated
recall rates may be further evaluated to determine the dif-
ference between estimated and true recall rates and how
many more records should be screened once a certain esti-
mated recall threshold has been achieved.
Prospective studies using the prioritization tool should

be performed that report transparent and repeatable
methods. These steps might change the process by which
review teams currently conduct their systematic reviews.
For example, although not an option when using the AI
simulation on a previously completed review, in a pro-
spective review using prioritization, review teams are en-
couraged to use dual-independent screening at the title
and abstract level, with conflicts resolved throughout the
screening process (e.g., after every 10% of references
screened, at the end of each day) to minimize over-
inclusiveness and maximize the performance of the AI
prioritization tool. Review teams are also encouraged to
use the Check for Error audit throughout screening to en-
sure that no references are incorrectly excluded, although
this should be rare when performing dual-independent
screening. Prospective studies may contribute to a set of
best practices for using prioritized screening, and may also
help to inform a future reporting checklist for protocols
and manuscripts for these types of experiments or for re-
views (e.g., systematic, rapid) using AI.

Conclusion
Our findings from this study suggest that the prioritization
tool in DistillerSR can reduce screening burden. Even for
reviews where the tool performed less efficiently, the time
savings were still appreciable. Modified or stop screening
approaches once a true recall @ 95% has been achieved
appears to be a valid method for rapid reviews, and per-
haps systematic reviews, as it did not miss any of the final
includes studies in the systematic review.
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