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Abstract
Introduction Quantitative patient-reported outcome (PRO) measures ideally are analyzed on their original scales and 
responder analyses are used to aid the interpretation of those primary analyses. As stated in the FDA PRO Guidance for 
Medical Product Development (2009), one way to lend meaning and interpretation to such a PRO measure is to dichotomize 
between values where within-patient changes are considered clinically important and those that are not. But even a PRO scale 
with a cutoff score that discriminates well between responder and non-responders is fraught with some misclassification.
Methods Using estimates of sensitivity and specificity on classification of responder status from a PRO instrument, formulas 
are provided to correct for such responder misclassification under the assumption of no treatment misclassification. Two case 
studies from sexual medicine illustrate the methodology.
Results Adjustment formulas on cell counts for responder misclassification are a direct extension of correction formulas for 
misclassification on disease from a two-way cross-classification table of disease (yes, no) and exposure (yes, no). Unadjusted 
and adjusted estimates of treatment effect are compared in terms of odds ratio, response ratio, and response difference. In 
the two case studies, there was considerable underestimation of treatment effect.
Discussion and conclusions The methodology can be applied to different therapeutic areas. Limitations of the methodology, 
such as when adjusted cell estimates become negative, are highlighted. The role of anchor-based methodology is discussed for 
obtaining estimates of sensitivity and specificity on responder classification. Correction for treatment effect bias from misclas-
sification of responder status on PRO measures can lead to more trustworthy interpretation and effective decision-making.
Clinicaltrials.gov: NCT00343200

Keywords Information bias · Patient-reported outcomes · Responder analysis · Misclassification · Measurement error · 
Treatment effect

Introduction

Ideally, a clinical trial should be able to demonstrate not 
only a statistically significant improvement in a clinical 
endpoint, but also that the magnitude of the effect is clini-
cally relevant. A patient-reported outcome (PRO) measure, 
one type of clinical endpoint, is any report on the status 
of a patient’s health condition that comes directly from the 
patient, without interpretation of the patient’s response by a 

clinician or anyone else [1]. Unlike well-established clinical 
measurements such as survival and blood pressure, which 
are generally understood and can be measured directly, the 
scoring of latent (unobserved) concepts captured by a PRO 
measure (and health measurement scales in general) may 
be unfamiliar to many healthcare professionals and patients 
[2]. Researchers may lack the sufficient data, experience, or 
clinical understanding to interpret the relevance or mean-
ingfulness of scores or change in scores on a self-reported 
rating scale.

Quantitative PRO measures ideally are analyzed on their 
original metric and responder analyses are used to augment 
the interpretation of those primary analyses. One way to 
lend meaning and interpretation to a quantitative PRO meas-
ure is to dichotomize between values where within-patient 
changes are considered clinically important (“responders”) 
and those that are not [3, 4]. This type of responder analysis 
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is in common use in clinical trials and has been described in 
regulatory documents [1, 5], especially where “soft” clini-
cal endpoints such as PRO measures are used. For instance, 
interpretation can be enriched by establishing meaningful 
change in PRO measures at the individual level (i.e., defin-
ing a responder) and calculating and comparing the propor-
tion of response as defined by this predetermined clinically 
important change between the treatment groups [1]. The 
procedure is useful because between-group differences in 
responder proportions or percentages may be understood 
more intuitively than a difference in mean scores from rat-
ing scales.

Consider, for instance, a PRO measure like self-reported 
pain measured with a 11-point pain intensity numerical rat-
ing scale, where 0 = no pain and 10 = worst possible pain, 
over the past 24 h [6]. One proposed approach to enrich its 
interpretation, and that of other patient-reported measures, 
is to conduct a responder analysis where a quantitative meas-
ure is dichotomized into "responders" and "non-responders" 
[7, 8]. The outcome can be defined as a score on the pain 
scale at a postbaseline visit or as change from baseline to 
the postbaseline visit. In this type of responder analysis, the 
original metric of pain can be dichotomized at a cutoff or 
threshold value one side of which a subject is considered a 
“responder” (e.g., at least 30% reduction or two-point abso-
lute reduction in pain from baseline to end of study) and 
the other side of which a subject is considered to be a “non-
responder” [6].

Anchor-based methods, which examine the association 
between the targeted concept of the PRO instrument and 
the concept measured by the anchor (or anchors), can pro-
vide the primary empirical evidence to estimate a cutoff or 
threshold score for the responder definition of the targeted 
PRO; distribution-based approaches, which rely solely 
on the distribution of the data using descriptive measures 
(such as means, standard deviations, reliability of the PRO 
measure), can serve as an adjunct method to determine a 
responder cutoff of the PRO measure [1, 2, 4, 9]. But clas-
sification of responder status, be it based on anchor-based 
or distribution-based approaches, is not measured perfectly. 
Even a PRO scale with a cutoff score that discriminates well 
between responders and non-responders is fraught with some 
misclassifications: Some individuals classified as responders 
(based on the cutoff or threshold score on the PRO measure) 
may in fact be non-responders; some individuals classified 
as non-responder may, in fact, be responders. Yet there has 
been no attempt in research to adjust for responder misclas-
sification on a PRO measure.

In this article, formulas are provided to correct for 
responder misclassification under the assumption of no 
treatment misclassification in a two-by-two contingency 
table. A general framework is provided to illustrate how 
responder misclassification affects measures of treatment 

effect (responder ratio, responder difference, odds ratio). 
Estimates of treatment effect are compared between unad-
justed and adjusted estimates of treatment effect using two 
cases studies from sexual medicine to illustrate the method-
ology. Limitations of the methodology are discussed. The 
article concludes with points to consider and possible exten-
sions on responder analysis and misclassification.

Methods: Correction Formulas 
for Responder Misclassification

Formulas exist for correcting for misclassification on dis-
ease or exposure, or both, for a two-way cross-classification 
table of disease status (yes, no) and exposure status (yes, 
no) [10, 11]. But these formulas have not been applied in 
the context of responder analysis in general and for PRO 
measures in particular. In the current exposition, no mis-
classification of treatment is assumed, a reasonable assump-
tion in experimental and quasi-experimental studies where 
the investigator directs treatment allocation (be it randomly 
or non-randomly). The formulas with misclassification on 
disease only (and no misclassification on treatment) can be 
applied directly and modified by replacing disease (yes, no) 
with responder status (yes, no).

Suppose that a validation study is undertaken on 
responder status of the targeted patient-reported outcome 
of interest. Assume that data consist of observed responder 
status (yes, no) by self-report, and there was a way to know 
with certainty each subject’s true responder status. In this 
case, the data could be laid out as a two-by-two contingency 
table shown in Table 1, called a validation table. Along the 
interior columns, subjects are classified according to their 
true responder status, while along the interior, row subjects 
are classified as responder or non-responder according to the 
numerical threshold or cutoff chosen on the PRO measure 
of interest.

Table 1 contains elements of diagnostic statistics that are 
used to correct measures for misclassification. In particu-
lar, the sensitivity of response is the number that are true 
responders who are classified correctly as such, divided by 
the number of true responders; the specificity of response 

Table 1  Validation table

Note Letters (E, F, G, H) represent counts of subjects, sensitivity = E/
(E + G), and specificity = H/(F + H)

True responder
True non-
responder

Classified as responder E F
Classified as non-responder G H
Total E + G F + H
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is the number that are true non-responders who are clas-
sified correctly as such, divided by the number of true 
non-responders.

Table 2 provides the equations for calculating expected 
observed data from the true data given sensitivity and speci-
ficity, adapted from other sources based on disease misclas-
sification [10, 11]. The equations in Table 2 can then be 
algebraically rearranged to solve, in reverse, for the true 
or corrected cell counts (A, B, C, D) as a function of the 
observed cell counts (a, b, c, d) and sensitivity and speci-
ficity for responder classification under the assumption of 
differential or non-differential misclassification with respect 
to treatment (Table 3). In this case, non-differential misclas-
sification exists when the pair of sensitivities for responder 
classification, one for experimental treatment and the other 
for control treatment, are equal and, separately, when the 
pair of specificities for responder classification also do not 
differ between the two treatments; otherwise, when either 
pair or both pairs are different between treatments, differen-
tial misclassification exists.

Again, instead of the outcome being disease status, as is 
commonly considered, the outcome now becomes responder 
status; typically, the other variable is also called the expo-
sure variable that is referred to as the treatment variable 

here. As noted, responder status and treatment type are each 
taken to have two levels or categories.

Effect of Non‑differential Responder 
Misclassification on Estimates of Treatment 
Effect

In Table 4 data are presented for a hypothetical study with 
2,000 subjects, half on the experimental treatment and the 
other half on the control treatment. The true association 

Table 2  Equations for 
calculating expected observed 
data (when there is responder 
misclassification only): based 
on true data

Outcome Truth Expected observed

Treatment Treatment

Response T1 T0 T1 T0

R+ A B a = A(SET1) + C(1−SPT1) b = B(SET0) + D(1−SPT0)
R− C D c = C(SPT1) + A(1−SET1) d = D(SPT0) + B(1−SET0)
Total A + C B + D a + c b + d

Table 3  Equations for 
correcting observed data given 
sensitivity and specificity for 
responder misclassification (no 
treatment misclassification)

Note As with Table  1, T1 and T0 denote experimental treatment and control treatments, respectively, 
and are measured perfectly (no misclassification of treatment); R+ denotes responder, R− denotes non-
responder;  SET1 and  SET0 are sensitivity of responder status in T1 and T0, respectively (which permit for 
differential misclassification);  SPT1 and  SPT0 are specificity of responder status in T1 and T0, respectively 
(which permit for differential misclassification). Tables 2 and 3 also allow for non-differential misclassifi-
cation where, by definition, the mechanism of misclassification assumes that sensitivities and, separately, 
the specificities for misclassifying responder status do not differ by treatment (i.e.,  SET1 =  SET0 = SE and 
 SPT1 =  SPT0 = SP) and the denominator therefore reduces to SE + SP−1

Observed Expected truth

Outcome Treatment Treatment

Response T1 T0 T1 T0

R+ a b A = [a(SPT1)−c(1−SPT1)]
 ÷ (SE T1 + SP T1−1)

B = [b(SP T0)−d(1 −SP T0)]
÷ (SET0 + SP T0−1)

R− c d C = [c(SET1)−a(1−SE T1)]
÷ (SE T1 +  SPT1−1)

D = [d(SET0)−b(1 −SET0)]
÷ (SE T0 +  SPT0−1)

Total a + c b + d A + C B + D

Table 4  Hypothetical true association between treatment and 
response

Response status

Treatment status

Experimental Control

Responder  (R+) A = 800 B = 400
Non-responder  (R−) C = 200 D = 600
Total 1000 1000
Response rate 0.8 0.4
Response difference 0.4
Response ratio 2.0
Odds ratio 6.0
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between treatment and response has a response ratio of 2, 
a response difference of 0.4, and an odds ratio of 6. With 
these data, Figs. 1, 2 and 3 show the relation of sensitiv-
ity and specificity with the expected observed response 
ratio (Fig. 1), response difference (Fig. 2), and odds ratio 
(Fig. 3) under the assumption of non-differential responder 
misclassification and no treatment misclassification. Alter-
native scenarios on treatment response rates and their con-
sequences can be produced by directly applying the same 
formulas from Table 2 and, without loss of generality, 
would show the same general patterns as those depicted in 
Figs. 1, 2 and 3 (when the experimental treatment response 
exceeds the control treatment response).

When sensitivity is held at 100% and specificity ranges 
from 50 to 100%, there is an inverse relation between 
specificity and bias in the response ratio; as the specificity 
increases, the bias decreases (Fig. 1a). Even a specificity of 
95% will yield a response ratio of 1.88, close to the truth 
(2.0) though not completely unbiased. Conversely, when 
specificity is held at 100% and sensitivity ranges from 50 to 
100%, the analysis yields the unbiased response ratio of 2 
regardless of the sensitivity (Fig. 1b).

When sensitivity is held at 100% and specificity ranges 
from 50 to 100%, the response difference approaches the 
truth linearly as the specificity approaches 100% (Fig. 2a). 
In this situation, the response difference can be corrected by 

dividing the observed response difference by the specificity, 
which is then expected to equal the true response difference 
[11]. In like fashion, when specificity is held at 100% and 
sensitivity ranges from 50 to 100%, the response difference 
approaches the truth linearly as the sensitivity approaches 
100% (Fig. 2b). Here, the response difference can be cor-
rected by dividing the observed response difference by the 
sensitivity to obtain the expected truth.

When sensitivity is held at 100% and specificity ranges 
from 50 to 100%, the odd ratio approaches the truth some-
what linearly as the specificity approaches 100% (Fig. 3a). 
In contrast, when specificity is held at 100% and sensitivity 
ranges from 50 to 100%, the odds ratio is further from the 
truth and exponentially approaches the truth as sensitivity 
approaches 100% (Fig. 3b).

Two Case Studies from a Clinical Trial

As an illustration of the methodology, a post hoc analysis 
was undertaken on data from a randomized, double-blind, 
placebo-controlled, flexible-dose, sildenafil citrate (Viagra) 
trial in which men were randomized to receive sildenafil 
or placebo for 12 weeks [12]. This trial was conducted in 
accordance with Good Clinical Practice Guidelines and the 
Declaration of Helsinki, and was approved by local institu-
tional review boards. All subjects provided written informed 
consent before enrollment.

From this clinical trial, two illustrative examples of post 
hoc responder analyses were performed on the six-item erec-
tile function domain of the International Index of Erectile 
Function (IIEF; range: 1–30, higher scores are better), a PRO 
measure [13, 14]. Measures of effect included the response 
ratio, response difference, and odds ratio. For each measure 
of effect, the uncorrected (original) and corrected (adjusted) 
data were calculated using StatXact™ 11.1.0.

Example 1: Erectile Function Domain Scores at Week 
12

Based on a previous validation study, a cutoff score of 25 
on the erectile function domain of the IIEF was determined 
to separate men classified as having normal erectile func-
tion (scores from 26 to 30 inclusive) versus men having less 
than normal erectile functioning (scores from 1 to 25 inclu-
sive), which includes mild or more severe forms; the sen-
sitivity and specificity of the IIEF erectile function domain 
were 0.97 and 0.88, respectively [15, 16]. Of interest here 
is the relationship between treatment groups (sildenafil vs. 
placebo) and whether or not normal erectile function was 
achieved at week 12 based on the erectile function domain 
of the IIEF (responder with a score from 26 to 30 versus 
non-responder otherwise).
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Fig. 1  a Response Ratio vs. Specificity (Sensitivity = 1). b. Response 
Ratio vs. Sensitivity (Specificity = 1; True and Observed Response 
Ratio = 2)
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It should be noted that successful treatment can be defined 
in different ways and can still be achieved without reaching 
as high a hurdle as normal erectile functioning at week 12. 
Other metrics for successful treatment, which do not require 
complete transition to normal erectile functioning, include 
to change favorably by at least a minimum amount, as illus-
trated next.

Example 2: Change in Erectile Function Domain 
Scores at Week 12

Based on another validation study, at least a 4-point 
improvement was determined to be the “minimal clinically 
important difference” on the erectile function domain of the 
IIEF; the corresponding sensitivity and specificity values 

were 0.74 and 0.73, respectively [17]. In our example, an 
individual increase of at least four points on the erectile 
function domain from baseline to week 12 was considered 
as clinically meaningful within-patient improvement. Of 
interest here is the relationship between treatment groups 
(sildenafil vs. placebo) and whether or not an increase of 
at least four points was achieved on the change score of the 
erectile function domain (yes, for responder versus no, for 
non-responders).
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Fig. 2  a Response Difference vs. Specificity (Sensitivity = 1, True Response Difference = 0.40). b Response Difference vs. Sensitivity (Specific-
ity = 1, True Response Difference = 0.40)
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Results

Example 1

Table 5 shows the unadjusted data of response by treat-
ment where a responder is classified as having had a normal 
erectile function, defined as a score on the erectile function 
domain above 25 (26 to 30) at week 12. The unadjusted pro-
portion who responded with sildenafil was 0.48 (= 54/112), 
while the unadjusted proportion who responded with pla-
cebo was 0.14 (= 16/115). Given sensitivity and specificity 
of response equal to 0.97 and 0.88, respectively, Table 5 
also shows the corresponding corrected or adjusted data 
of response by treatment. The adjusted proportion who 
responded with sildenafil was 0.43 (= 47.7/112), while the 

adjusted proportion who responded with placebo was 0.02 
(= 2.6/115).

Based on Table 5, a comparison can be made between 
the unadjusted and adjusted results in terms of three met-
rics of treatment effects: response ratio, response difference, 
and odds ratio. The adjusted results indicated a much larger 
effect of active treatment for all three metrics; in this par-
ticular case, the unadjusted results underestimated the treat-
ment effect. The estimated adjusted response ratio of 18.84 
was much higher than the estimated unadjusted response 
ratio of 3.47 (95% confidence interval, CI: 2.15 to 5.71) and 
not even within the latter’s 95% CI. The estimated adjusted 
odds ratio of 32.07 was considerably much higher than the 
estimated odds ratio of 5.76 (95% CI: 3.02 to 10.98) and not 
even within 95% CI for the unadjusted odds ratio.
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Fig. 3  a. Odds Ratio vs. Specificity (Sensitivity = 1). b. Odds Ratio vs. Sensitivity (Specificity = 1)



995Therapeutic Innovation & Regulatory Science (2021) 55:989–1000 

1 3

While the adjusted response difference of 0.41 is within 
the 95% confidence interval for the unadjusted response dif-
ference of 0.34 (95% CI 0.23 to 0.45), which does not nec-
essarily imply lack of a statistical significance between the 
adjusted and unadjusted values, the difference between the 
two response differences of 0.07 (= 0.41–0.34) is noticeable 
(approximately one-fifth of the unadjusted response differ-
ence). In fact, if the adjusted proportion of 0.41 is taken 
as the fixed population proportion, a one-sample test for a 
proportion would give a statistically significant difference 
at the 0.05 level of significance between the adjusted and 

unadjusted response difference [Z = 0.07/square root of 
[(0.41)(0.59)/227] = 0.07/0.033 = 2.14 > 1.96].

Example 2

Table 6 shows the unadjusted data of response by treat-
ment where a responder is classified as having had at least a 
four-point increase or improvement in the erectile function 
domain from baseline to week 12. The unadjusted propor-
tion who responded with sildenafil was 0.76 (= 85/112), 
while the unadjusted proportion who responded with pla-
cebo was 0.41 (= 47/115). Given sensitivity and specificity 
of response equal to 0.74 and 0.73, respectively, Table 6 
(second cell entry) also shows the corresponding corrected 
(adjusted) data of response by treatment. Therefore, within-
patient change is effectively determined by adjusting patient 
counts using the original responder threshold and diagnostic 
criteria (sensitivity and specificity), without adjusting the 
threshold itself. 

But this table includes an expected corrected cell count 
that is negative, which is not permissible. What happened? 
When sensitivity < a/(a + c), as is the case here [0.74 < 85/
(85 + 27) = 0.76], the corrected value for C becomes nega-
tive. An alternative approach is to choose the closest permis-
sible value to the observed sensitivity so that this revised 
value of specificity equals [a/(a + c)] = 85/(85 + 27) = 0.76 
instead of 0.74, with no change in specificity (0.73). Table 6 
provides the revised corrected data of response by treat-
ment. The revised adjusted proportion who responded with 
sildenafil became 0.998 (= 111.8/112), while the revised 
adjusted proportion who responded with placebo became 
0.283 (= 32.6/115).

Based on Table 6, a comparison can be made between the 
unadjusted and (revised) adjusted results in terms of three 
metrics of treatment effects: response ratio, response differ-
ence, and odds ratio. The adjusted results indicated a much 
larger effect of treatment for all three metrics; in this particu-
lar case, the unadjusted results underestimated the treatment 
effect. The estimated adjusted response ratio of 3.53 was 
much higher than the estimated unadjusted response ratio of 
1.86 (95% CI 1.47–2.39) and not within the 95% CI for the 
unadjusted response ratio. The estimated adjusted odds ratio 
of 1412.93 was vastly much higher than the estimated odds 
ratio of 4.56 (95% CI 2.57–8.06) and nowhere near the 95% 
CI for the unadjusted odds ratio. Moreover, the estimated 
adjusted response difference of 0.72 was twice as high as 
the estimated unadjusted response difference of 0.35 (95% 
CI 0.23–0.47) and not within the 95% CI for the unadjusted 
response ratio.

Table 5  Example 1: Unadjusted data and adjusted data

Note: A responder had an erectile function domain score above 25 
(26–30)
a The first entry in each cell is the observed (unadjusted) count of 
patients
b The second entry in each cell is the corrected (adjusted) count 
assuming sensitivity = 0.97 and specificity = 0.88

Outcome status

Treatment

Sildenafil Placebo Total

Responder 54a 16 70
47.7b 2.6 50.3

Non-responder 58 99 157
64 112.4 176.7

Total 112 115 227
112 115 227

Table 6  Example 2: Unadjusted and adjusted data

Note A responder had an improvement in erectile function domain of 
at least four points
a The first entry in each cell is the observed (unadjusted) count of 
patients
b The second entry in each cell is the corrected (adjusted) count 
assuming sensitivity = 0.74 and specificity = 0.73
c The third entry in each cell is the corrected (adjusted) count assum-
ing sensitivity = 0.76 and specificity = 0.73

Outcome status

Treatment

Sildenafil Placebo Total

Responder 85a 47
116.5b 33.9
111.8c 32.6

Non-responder 27 68 95
− 4.5 81.1 76.6
0.2 82.4 82.7

Total 112 115 227
112 115 227
112 115 27
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Discussion

Anchor‑Based Methodology

Patient-reported measures, like all measurement instru-
ments, are not perfectly reliable owing to measurement 
error [18, 19]. As subjective assessments, PRO measurement 
requires a series of judicious checks and balances.

Consider the context of change scores on a PRO meas-
ure to define a responder after treatment intervention. The 
concern here is that some individuals may be classified as 
responders (based on the cutoff or threshold score on the 
targeted PRO measure of interest) when in fact they have not 
changed according to an external indicator of true change 
taken as the “gold standard”; these individuals exhibit false-
positive (observed) changes. Similarly, some individuals 
may be classified as non-responders (again based on the 
same cutoff or threshold score on the targeted PRO measure) 
when in fact they truly have changed according to the same 
external criterion; these individuals exhibit false-negative 
changes. The external criterion, which serves as the gold 
standard, is referred in the literature as an anchor measure, 
that is, a benchmark to define patients who have experienced 
a meaningful change in their condition [3, 9, 19–22].

Therefore, selecting the appropriate anchor measure(s) is 
of prime importance, as is the method for linking the anchor 
measure to the targeted PRO measure. The anchor indicator 
should be plainly understood in context, be easier to inter-
pret than the PRO measure itself, and be sufficiently corre-
lated to the targeted PRO measure. Anchor-based methods 
use the anchor criterion to determine what patients consider 
to be a presumably true meaningful change in their condition 
and relate changes on the PRO instrument to this criterion. 
Anchors that reflect degree of treatment benefit can be used 
to determine a threshold score on a PRO instrument for use 
as a responder definition [1]. Other considerations for select-
ing a suitable anchor indicator and a discussion of anchor-
based methodology are given elsewhere [23, 24].

The topic of this article is simply a targeted extension and 
formalization of that found and accepted in conventional 
epidemiological settings for misclassification of outcome 
or disease—including what may be a patient-reported out-
come—where adjustments in counts are needed to account 
for the measurement error in the subjective outcome. For 
instance, consider the binary outcome for self-reported pep-
tic ulcer (yes, no) at the beginning and end of the study. Even 
though it is the subject who determines whether he or she 
has peptic ulcer (and therefore whether a change in peptic 
ulcer has occurred), each of the two assessments and there-
fore their change may be fraught with classification bias for 
multiple reasons and such measurement error would need 
to be addressed.

The same line of reasoning applies to a self-reported 
diagnostic test whose sum score is based on a series of ques-
tions and whose particular threshold score for disease vs. no 
disease (as the outcome) is based on a biopsy that serves as 
the gold standard. The sensitivity and specificity of the diag-
nostic test itself is expected, as an imperfect classification 
tool, to be fallible with measurement error (despite being 
based on patient response) and the resulting classification 
bias would need to be addressed.

As noted, the anchor method is used to determine the 
threshold that defines a responder on the targeted PRO 
measure of interest. While the subject’s self-report score 
relative to that threshold is central for defining response, 
the subject’s self-report score is not perfectly measured 
because the instrument upon which it is based is not a 
perfect indicator: The PRO instrument itself contains 
measurement error in the same way that diagnostic tests 
and self-report outcomes do in epidemiologic studies. In 
the two examples provided in the manuscript, only when 
the instrument’s sensitivity and specificity are each equal 
to 1 with respect to the external anchor criterion is there 
no classification or responder bias, with no calibration or 
adjustment needed.

Anchor-based methodology is used to determine sensitiv-
ity and specificity [1, 3, 9, 19–23], and the two IIEF exam-
ples featured in the manuscript use, in particular, a receiver 
operating characteristic (ROC) curve analysis to obtain sen-
sitivity and specificity. For the example on erectile function 
(EF) domain scores (from the patient-reported IIEF) at week 
12 (Example 1), sensitivity and specificity were obtained 
from previous validation research [15] where the anchor 
criterion was whether the patient had established clinical 
diagnosis of erectile dysfunction (ED). This dichotomy 
(yes, no) was regressed on the EF domain score, the targeted 
PRO measure of interest, in a logistic regression model and, 
using ROC curve analysis, the optimal cutoff score on the EF 
domain was selected essentially to maximize the average of 
sensitivity and specificity. Sensitivity and specificity were 
0.97 and 0.88, respectively.

For the example given on change in EF domain scores 
at week 12 (Example 2), sensitivity and specificity were 
obtained from previous validation research [17] where the 
anchor was patient-reported level of satisfaction with sexual 
intercourse, also from the IIEF, selected because of its rel-
evance to the US National Institutes of Health definition 
of ED and its grounding in prior psychometric research. 
Change scores, from baseline to week 12, on the satisfaction 
item were dichotomized into improvement or no improve-
ment. This dichotomy was regressed on the change score 
of the EF domain, the targeted PRO measure of interest, in 
a logistic regression model and, using ROC curve analy-
sis, the optimal cutoff on the change score of EF domain 
was selected based to maximize the sum of sensitivity and 
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specificity (i.e., where most patients are correctly classified 
by the cutoff change score on the IIEF EF domain as hav-
ing improved versus not having improved). Sensitivity and 
specificity were 0.74 and 0.73, respectively.

For subjective measures in general, the FDA recommends 
(also supported by the medical literature) three types of 
anchors, as external criteria approximating truth, to gener-
ate appropriate thresholds for meaningful within-patient 
change: (1) static, current-state global impression of severity 
scale (e.g., patient global impression of severity); (2) global 
impression of change scale (e.g., patient global impression 
of change); and (3) well-established clinical outcomes (if 
relevant) [24].

Responder Analysis in Perspective

Responder analysis is of course not a new subject. Nor is 
adjustment for misclassification (information) bias or meas-
urement error on exposure status or disease status or both. 
But the fusion of the two topics is novel in the context of 
clinical outcome assessments in general and PRO meas-
ures in particular. In this manuscript, correction formulas 
for misclassification bias on binary disease status (yes, no) 
are translated and used to correct for misclassification of 
binary responder status (yes, no) based on a PRO measure, 
with binary exposure status (experimental treatment, control 
treatment) is assumed to be measured perfectly. In a well-
conducted randomized controlled trial the assumption of no 
misclassification in treatment status is quite reasonable.

The methodology in this paper centered on patient-
reported measures as the focus point but is general enough 
to also apply to other types of clinical outcome assessments 
[25, 26] including clinician-reported outcome measures, 
observer-reported outcome measures, and performance 
outcome measures, as well as other outcomes beyond tra-
ditional disease status. Moreover, the methodology is appli-
cable across therapeutic areas, extending beyond urology 
(featured in this article) and including (but not limited to) 
oncology where PROs have a major role in patient progres-
sion (where being a responder is an unfavorable rather than 
favorable outcome).

The value of enhancing interpretation of PRO measures 
using a responder definition based on meaningful within-
person change, which naturally and inevitably leads to a 
comparison of responder rates (proportions) between treat-
ment groups, has been discussed [1, 4]. Such a dichotomy 
serves as a practical, comprehensible way to distill compli-
cated phenomena into simple categories [27]. Stakeholders 
of health can understand percent or proportion of success 
between treatment groups (such as a difference in propor-
tions) as an intuitive, understandable metric of treatment 
benefit.

It should be emphasized, however, that the main analysis 
of patient-reported measures with quantitative (ordinal or 
continuous) data should be analyzed as such, rather than 
a dichotomized version of them, in order to preserve the 
full information and natural structure inherent in the origi-
nal data [5, 24]. This article, therefore, does not advocate 
that the original metric of a quantitative PRO measure be 
replaced with a discretized version of it for the main analy-
sis. On the contrary, for a PRO variable analyzed as continu-
ous, the primary metric for treatment effect should be the 
difference in mean scores, or in mean change in baseline, 
emanating from a regression or longitudinal model for con-
tinuous data.

For instance, consider Example 2 on a responder analysis 
involving at least a four-point improvement from baseline 
on the erectile function domain scores at week 12. Its main 
analysis from an analysis of covariance model was prospec-
tively based on the mean change from baseline between 
the sildenafil group [9.3 points; 95% confidence interval 
(CI), 7.9–10.7] and the placebo group (3.6 points; 95% CI 
2.2–5.0) [12], which can be augmented by the results of the 
retrospective responder analysis presented and interpreted 
in this current paper. This difference of 5.7 points (95% CI 
3.8–7.6; p-value < 0.001) is compatible or consonant with 
an adjusted response difference and ratio of 0.72 and 3.53, 
respectively (based on a response proportion of 0.998 from 
placebo minus response proportion of 0.283 from placebo). 
Thus, responder analysis is intended to supplement, not 
replace, such a main analysis for the purpose of advanc-
ing interpretation of a quantitative PRO measure above and 
beyond its primary analysis and interpretation from original 
data using a type of regression model [7, 8].

As long as the analytic plan for statistical inference for 
a quantitative PRO measure is pre-specified in the right 
order, with the analysis of means superseding the analysis 
of proportions, the interpretation of treatment effect using 
difference in mean scores and in responder proportions are 
not mutually exclusive. Both metrics of treatment effect can 
be complementary, coexisting synergistically, with the dif-
ference in responder proportion serving as an interpretive 
aid to augment the primary analysis based on difference in 
mean scores.

Misclassification Issues

The same set of conclusions made about non-differential 
(and differential) disease misclassification in this article 
also apply to non-differential (and differential) responder 
misclassification, as the latter is a variant of the former. 
Non-differential responder misclassification occurs when 
the proportion of subjects misclassified on responder status 
does not depend on the status of the subject with respect 
to treatment status (or any other variables that might be in 
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the analysis). Bias introduced by non-differential misclas-
sification of a binary response, which like that of binary 
disease status of which it is variant, is predictable in being 
bias toward the null value of no treatment effect (provided 
that the misclassification is independent of other errors), as 
it is also for non-differential misclassification of a binary 
exposure status (like treatment) [28, 29]. Therefore, the 
clear underestimation of treatment effect (as measured by 
the response difference, response ratio, and odds ratio) in 
the two case studies is expected. By extension, as is the 
case for simultaneous (joint) misclassification of exposure 
and disease [29, 30], non-differential joint misclassification 
of both treatment and response will also generally result in 
bias toward from the null (provided no misclassification of 
covariates that might be presented in the analysis), if mis-
classification of dichotomous treatment is independent of 
dichotomous response status.

It should be noted, though, that non-differentially alone 
does not guarantee bias toward the null. While non-differ-
ential misclassification in most situations is expected or 
predicted to result in bias toward the null, non-differential 
response (or treatment) classification can at times produce 
bias away from the null if the response (or treatment) vari-
able has more than two levels or if the classification errors 
depend on errors from other variables, as would also be the 
case more generally for exposure or disease misclassifica-
tion [29, 30]. In contrast, differential misclassification of 
response status (like differential disease or exposure clas-
sification) causes unpredictable bias in the response differ-
ence, response ratio, or odd ratio that is either towards or 
away from the null, depending on the proportions of subjects 
misclassified [10, 11, 28, 29].

Misclassification of responders and non-responders stems 
from the imperfection of the PRO measure owing to multiple 
factors that may bias patients’ responses [31]. This article 
focuses on addressing bias for responder misclassification 
under the assumption of no treatment misclassification when 
there are two levels of responder status (yes, no) and of treat-
ment status (experimental, control). In general, if errors in 
detecting the presence of a responder are equal between 
experimental treatment and control treatment (with sensi-
tivity less than 100%), but no errors are made in the clas-
sification of non-responders (i.e., specificity is 100%), then 
the response ratio will not be biased but the odds ratio and 
risk difference will be biased towards the null value of no 
effect. If no errors are made in detecting the presence of a 
responder (i.e., 100% sensitivity), but equal errors are made 
among treatment and comparison groups in the classification 
of non-responders (with specificity less than 100%), then 
response ratio, odds ratio and response difference will be 
biased toward the null.

As stated and illustrated in this article, when there is no 
misclassification of treatment, a limitation of the formulas 

intended to correct for non-differential misclassification of 
binary responder status may yield negative and hence inap-
propriate results for the corrected cell frequencies. Follow-
ing from the same set of circumstances and limitations as 
correcting for non-differential misclassification of binary 
disease status [10], adjusting for non-differential misclassi-
fication of binary responder status gives a negative corrected 
count in any one of five situations [where sensitivity (SE) 
and specificity (SP) are for misclassification of responder 
status]: (1) SE + SP = 1; (2) SP < c/(a + c), giving a negative 
corrected value for A; 3) SP < d/(b + d), giving a negative 
corrected value for B; (4) SE < a/(a + c), giving a nega-
tive corrected value for C (which was found in the second 
example); and (5) SE < b/(b + d), giving a negative corrected 
value for D. Although not a perfect solution, one viable way 
to address this problem is to select the closest alternative 
value to SE or SP that changes a cell count from negative to 
positive, as was performed in the second example. Further 
research is encouraged to investigate negative cell counts 
and how to best address them.

The simple bias-correction analysis introduced here for 
responder analysis of PRO measures is an improvement over 
its conventional counterpart, which implicitly assumes no 
misclassification error at all on responder status (100% sen-
sitivity and 100% specificity). But this simple bias-correc-
tion implies that the diagnostic parameters (i.e., sensitivity 
and specificity) are fixed and known without error, a situ-
ation that is rarely realized. For example, there is no bona 
fide gold standard of measurement for responder status; the 
chosen anchor measure may be suitable approximation for 
true responder status but not a perfect, error-free indicator of 
it. Thus there is expected uncertainty in the sensitivity and 
specificity rates themselves. This limitation is not restricted 
to PRO measures but applies generally to many exposure and 
outcome variables in epidemiology [11].

During the validation stage of quantifying misclassifica-
tion rates for responder status, the use and concordance of 
multiple anchor measures is one way to mitigate the lack of 
an undisputed gold standard of responder status. As with 
the case of epidemiologic outcomes, responder status for 
PRO measures can extend beyond the simple bias-correc-
tion analysis to, for instance, multidimensional bias analy-
sis (where the methods for simple bias-correction analysis 
are repeated with a plausible range of values for sensitivity 
and specificity) and probabilistic bias analysis (where prob-
ability distributions are assigned to sensitivity and speci-
ficity that, after Monte Carlo sampling techniques, gener-
ate a frequency distribution of correct estimates of effect) 
[11], which can also allow for differential misclassification 
of responder status between treatments. While these more 
advanced methods are beyond the scope of this article, they 
deserve attention for addressing responder analysis of PRO 
measures. In addition, cumulative distribution functions, one 
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for each treatment group, can be used to evaluate a range of 
responder cutoffs on a PRO measure and thereby assess the 
robustness of the chosen cutoff [1, 3, 4].

One area of research on misclassification issues involves 
expanding classification from a dichotomy of response 
(responder, no responder) to a trichotomy (improvement, sta-
ble, deterioration) and correcting for misclassification bias. 
These more discriminating responder categorizations in a 
longitudinal study are expected to be more sensitive and dis-
cerning than a simple responder dichotomy in reflecting the 
main analysis on the original continuous scale of an instru-
ment. In oncology, for instance, such a candidate instrument 
for three-level responder adjustment includes the European 
Organization for Research and Treatment of Cancer Quality 
of Life Questionnaire that has been analyzed longitudinally 
based on its original metric in the primary analysis and also 
to classify subjects with at least a 10-point improvement, at 
least 10-point deterioration, and otherwise no real change 
(stable) in secondary analyses [32].

Conclusion

In summary, quantitative PRO measures ideally are analyzed 
on their original metric in the primary analysis and, as a 
way to convey meaning and understanding of PRO scores, 
responder analyses are often used in a secondary analysis 
to complement the interpretation of those primary analy-
ses. Thus, a useful way to lend meaning and interpretation 
to a quantitative PRO measure is to dichotomize between 
values where within-patient changes are considered clini-
cally important and those that are not. Nonetheless, a PRO 
scale with a cutoff score that discriminates well between 
responders and non-responders is still typically fraught with 
misclassification of responder status, at least to a certain 
extent, while there is usually no treatment misclassification 
in a well-conducted study.

The methodology in this article can be applied to differ-
ent therapeutic areas and different types of clinical outcome 
assessments. In the context of PRO measures, this article 
provides formulas that correct for responder misclassifica-
tion under the assumption of no treatment misclassifica-
tion and illustrates the methodology with two case studies 
from sexual medicine. As such, treatment effect bias from 
misclassification of responder status on PRO measures is 
addressed and corrected, leading to more trustworthy inter-
pretation and effective decision-making.
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