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Abstract

Introduction: One manipulation used to study the neural basis of working memory (WM) is to vary the infor-
mation load at encoding, then measure activity and connectivity during maintenance in the delay period. A hall-
mark finding is increased delay activity and connectivity between frontoparietal brain regions with increased
load. Most WM studies, however, employ simple stimuli during encoding and unfilled intervals during the
delay. In this study, we asked how delay period activity and connectivity change during low and high load main-
tenance of complex stimuli.
Methods: Twenty-two participants completed a modified Sternberg WM task with two or five naturalistic scenes
as stimuli during scalp electroencephalography (EEG). On each trial, the delay was filled with phase-scrambled
scenes to provide a visual perceptual control with similar color and spatial frequency as presented during encod-
ing. Functional connectivity during the delay was assessed by the phase-locking value (PLV).
Results: Results showed reduced theta/alpha delay activity amplitude during high compared with low WM load
across frontal, central, and parietal sources. A network with higher connectivity during low load consisted of
increased PLV between (1) left frontal and right posterior temporal sources in the theta/alpha bands, (2) right
anterior temporal and left central sources in the alpha and lower beta bands, and (3) left anterior temporal and pos-
terior temporal sources in the theta, alpha, and lower beta bands.
Discussion: The findings suggest a role for interhemispheric connectivity during WM maintenance of complex
stimuli with load modulation when limited attentional resources are essential for filtering.
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Impact Statement

The patterns of brain connectivity subserving working memory (WM) have largely been investigated to date using simple
stimuli, including letters, digits, and shapes and during unfilled WM delay intervals. Fewer studies describe functional con-
nectivity changes during the maintenance of more naturalistic stimuli in the presence of distractors. In the present study, we
employed a scene-based WM task during electroencephalography in healthy humans and found that during low-load WM
maintenance with distractors increased interhemispheric connectivity in frontotemporal networks. These findings suggest
a role for increased interhemispheric connectivity during maintenance of complex stimuli when attentional resources are
essential for filtering.
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Introduction

Previous functional magnetic resonance imaging

(fMRI) (Bollinger et al., 2010; Hampson et al., 2006),
electroencephalography (EEG) (Babiloni et al., 2004; Palva
et al., 2010), and primate single-unit research (Constantini-
dis et al., 2018; Kamiński and Rutishauser, 2020; Sreeniva-
san et al., 2014) support that maintenance of information in
working memory (WM) depends on activity within a fronto-
parietal network.

More recently an activity-silent account of WM posits that
rapid changes in synaptic weights during the encoding of
stimuli support maintenance making it possible to hold
online unattended stimuli during a delay period without the
need for persistent or transient activity (Beukers et al.,
2021; Kamiński and Rutishauser, 2020; Stokes, 2015). In
this view, maintenance is carried out by connectivity changes
(Babiloni et al., 2004; Gazzaley et al., 2004; Hampson et al.,
2006) induced by altered synaptic strengths while storage
of information remains activity silent (Kamiński and Rutish-
auser, 2020; Stokes et al., 2020).

While findings implicate activity and connectivity as neu-
ral candidates for WM maintenance, a gap in knowledge
exists since most studies of WM utilize simple stimuli at
encoding (e.g., shapes or letters) followed by unfilled delay
periods (blank screens with center fixation crosshairs). Sim-
ple stimuli have historically been used to reduce trial-to-trial
variability and to control for novelty, but limitations to using
simple stimuli include that they are highly familiar and
not ecologically representative.

Complex stimuli increase the amount of information that
must be maintained in WM (Alvarez and Cavanagh, 2004;
Awh et al., 2007), which likely recruits brain regions in ad-
dition to the frontoparietal circuit typically recruited during
maintenance, places greater demands on attention than simple
shapes because they have more features to be combined for
perception (Lavie et al., 2004), and requires more executive re-
sources to maintain stimuli as well as filter irrelevant informa-
tion that could interfere with maintenance (Lavie, 1995).

The use of unfilled delay periods has historically predomi-
nated in WM studies because they allow for a clear distinc-
tion of delay-related activity from background activity that
is uncontaminated by perceptual or distractor noise. With
unfilled delays, attention is assumed to be fully engaged
and reflected by sustained activity in prefrontal and parietal
cortex (Constantinidis et al., 2018; Goldman-Rakic, 1995;
Sreenivasan et al., 2014).

Increased alpha power and event-related synchronization
measured with EEG have also been identified as correlates
of verbal WM maintenance during delay periods in posterior
temporoparietal (Feredoes et al., 2011; Sarnthein et al., 1998;
Scheeringa et al., 2009) and superior parietal regions ( Jensen
et al., 2002; Palva et al., 2010) as well as visual WM main-
tenance (Heinz and Johnson, 2017; Tuladhar et al., 2007).
These patterns likely reflect suppression of potentially inter-
fering neural processes ( Jensen and Mazaheri, 2010) to min-
imize external distraction (Bonnefond and Jensen, 2012).

In the absence of visual stimuli during the delay period,
increases in theta ( Jensen and Tesche, 2002) and beta band
activity ( Jensen and Mazaheri, 2010) in frontal regions
have been observed, potentially reflecting engagement of
attentional processes and control during stimulus mainte-

nance. In addition to increased activity during the delay
period, increased connectivity in lower frequency bands,
including theta and alpha have been attributed to attentional
processes (Palva et al., 2010; Zhang et al., 2016), whereas
higher bands like beta and gamma have been attributed to
stimulus representation (Palva et al., 2010).

Taken together, there is a need to understand whether
persistent neural activity or connectivity changes support the
maintenance of complex stimuli at increasing WM load during
delay periods filled with perceptually similar distractors.

The goal of the present study was to identify whether per-
sistent neural activity patterns support WM maintenance for
complex visual stimuli or whether connectivity changes sup-
port maintenance in the absence of persistent activity. The
hypothesis is that introducing perceptually similar visual in-
formation during the delay period will engage attention and
distract from maintenance, and it is predicted that the
introduction of interference will be reflected in transient
delay activity and reduced connectivity in lower frequency
ranges. When there is a greater demand on attentional resour-
ces, at higher WM load, there are fewer resources available
to process the interfering stimuli, and consequently func-
tional connectivity will be reduced in the lower frequency
bands compared with a low-load condition.

A low-load WM condition requires fewer attentional
resources, so there will be more resources available to deal
with interfering stimuli presented during the delay, so it is
predicted that performance will be better at low load and con-
sequently there will be increased connectivity in lower fre-
quency bands during the delay period to support filtering
of interference. Additionally, delay activity will be persistent
and performance will be better, representing more success-
ful storage than at high load.

Methods

Participants

The protocol was approved by the Institutional Review
Board of The City University of New York Human Research
Protection Program with procedures carried out according to
the relevant guidelines and regulations. The study included
22 subjects (12 females, 18–54 years of age, mean age
24.95 years, standard deviation [SD] = 8.57).

Memory tasks

This study employed a variant of Sternberg WM task
(Sternberg, 1966) with low (two stimuli) and high (five
stimuli) loads. Participants completed 50 trials of each load.
Loads were presented in randomized order (i.e., participant
1: low-load first, high-load second; participant 2: high-load
first, low-load second, etc.). Participants completed three
practice trials for each condition before recordings were
begun.

Each WM task consisted of an encoding phase (with 2 or
5 stimuli each presented for 1400 msec each, Fig. 1), a delay
period (6000 msec), a yes/no 50/50 probe choice (1400 msec)
followed by jitter (*3000 msec) consisting of a blank
screen. During the delay period, six phase-scrambled scenes
were presented each for 1000 msec. Phase scrambling pre-
serves color and spatial frequency information but removes
semantic content, which allows for them to serve both as a
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perceptual baseline relative to the encoding condition and as
distractor stimuli relative to a static blank screen with
fixation cross.

Participants were instructed to look at but not remember
the phase-scrambled stimuli during the delay while maintain-
ing the scene stimuli presented during the encoding phase.
Evidence that these phase-scrambled stimuli served as inter-
ference during the delay comes from the detrimental effects
on memory found in a separate behavioral study that we con-
ducted before this EEG study (see Supplementary Data S1).

For the probe choice task, participants were presented
with either a new scene (negative probe) or a previously pre-
sented old scene (positive probe), after which they had to
signal by button press if they saw the scene before or not. Par-
ticipants responded using a fiber optic response pad (Current
Designs, Inc., Philadelphia, PA, USA) that they held in their
right hand. They pressed a green button on the left of the
pad for ‘‘Yes’’ and a red button on the right for ‘‘No.’’

Scene stimuli were color outdoor naturalistic scenes from
the SUN database (Xiao et al., 2010), 800 by 600 pixels and
displayed on a gray background. Stimuli were randomly pre-
sented within each trial using an BOLDscreen LCD monitor
that was located behind the MRI bore. Participants viewed
the monitor in a mirror above them attached to the head
coil. Before beginning the task, the experimenters confirmed
that participants were able to see the monitor clearly. During
the experimental session, participants were not able to see
the button box. They were asked to memorize the location
of the green and red buttons and to press the red and green
buttons separately to confirm they knew the correct yes/no
button mapping before beginning the task.

EEG acquisition

We collected continuous 32-channel EEG from passive
electrodes (31-scalp electrodes and one electrocardiography
[ECG] electrode) inserted in Brain Vision MR-safe caps
while simultaneously acquiring structural and fMRI. One
subject had EEG recorded from 64 channels (63-scalp and

1 ECG electrode), but for comparison with the other partic-
ipants a 32-channel montage was applied to process this par-
ticipant’s data. This subject was included in all EEG
analyses, except for the connectivity analysis described
below because a custom source montage was not available.

Scalp electrodes were arranged according to the 10-10 Inter-
national System. According to Brain Products simultaneous
EEG–fMRI acquisition guidelines (Brain Products BrainAmp
MR Operating and Reference manual Version 4.0), AgAL MR-
safe gel was used to bring all electrode impedances to 20
kOhm or below. An ECG electrode was placed on the back
left shoulder blade to record ballistocardiogram (BCG).

EEG caps were prepared and fitted outside the scanner
and impedances were checked again after positioning on
the scanner bed and movement into the bore. For safety,
impedances were monitored throughout the scanning ses-
sion. If impedances exceeded 35 kOhm between scans, the
participant was removed from the bore, and more gel was
applied until the impedance was lowered. After adjustments,
the participant was repositioned and returned to the bore and
impedances were checked again before repeating a localizer
scan and continuing with recording.

EEG data were recorded at 2500 Hz. Each participant was
positioned 40 mm caudal to isocenter in the bore of the 3.0
Tesla Siemens scanner (Mullinger et al., 2011). Initially, the
first few subjects (n = 5) were recorded at 500 or 1000 Hz
and sample rate was increased to 2500 Hz to improve fMRI
artifact cleaning. Changes in sampling rate were based on
manufacturer recommendations during experimental start-
up. After fMRI artifact cleaning was completed, data from
all participants were downsampled to 500 Hz.

EEG processing

EEG processing was done using BESA Research 7.0. MRI
artifact correction was carried out using the BESA Research
fMRI artifact gradient removal algorithm with the Allen
Method (Allen et al., 2000) following the default BESA set-
tings (number of artifact occurrence averages = 16). This

FIG. 1. High- and low-load WM task trial layout. The task consisted of two WM loads: a low load (two scene stimuli) and a
high load (five stimuli). In the high-load condition (top): participants were presented with five images in succession (1.4 sec
each), a delay period with six phase-scrambled images (1 sec per image for a total delay period duration of 6 sec), a probe
choice (1.4 sec), which was either one of the earlier presented stimuli or a new image, and a jitter period (*3 sec) with a
blank gray screen that indicates the end of the trial. For the low-load condition (bottom): participants were presented with
two images in succession (1.4 sec each), a delay period with 6 phase-scrambled images (1 sec per image for a delay period
total of 6 sec), a probe choice (1.4 sec), which is either one of the earlier presented images or a new image, and a jitter period
(*3 sec) with a blank gray screen that signaled the end of the trial. Participants completed both loads in randomized order.
WM, working memory.
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method includes a sliding-window template with eight arti-
fact occurrences before and after the artifact to create the
artifact template, which is then subtracted from the data.
The duration of each fMRI volume was automatically detec-
ted (repetition time = 2000 msec) and was based on the user-
defined fMRI trigger code (R128) recorded during the
session, which appeared after the initial three dummy scans.

For the first 19 participants, the fMRI trigger code was not
recorded in the EEG files and was instead substituted by a
trigger code recorded in the file (Sync-On timestamped
every 2000 msec). To align the fMRI gradient artifact with
the alternate trigger, the first trigger for each file was manually
adjusted in the MRI Artifact Removal settings as the delay be-
tween marker volumes and the start of volume acquisition.

BCG correction was carried out using the ECG electrode
channel. For BCG detection, a low cutoff filter of 1 Hz (zero
phase, 12 dB/oct) and a high cutoff filter of 20 Hz (zero
phase, 24 dB/oct) were applied as recommended by BESA
(BESA Research WIKI, 2020). A template BCG cycle was
manually selected for each participant in each file by a trained
research assistant. A pattern-matching algorithm was then
used to identify the principal components analysis (PCA) com-
ponents that explained the BCG pattern (usually between 4 and
5 components depending on variance accounted for).

Blink correction was carried out using a similar method
(Ille et al., 2002; Picton et al., 2000). The method of correc-
tion removes the variance associated with a blink (or BCG
pattern), from each channel, using the template pattern se-
lected. Blink correction was carried out using frontal elec-
trodes Fp1 and Fp2 since the EEG-cap did not contain
designated electrooculogram channels. Before beginning
the tasks, participants were asked to blink five times in a
row for the purposes of creating a blink template.

If the cued blink artifact resembled a spontaneous blink,
this blink artifact was input to the pattern-matching algo-
rithm to identify the PCA component. Otherwise, a more rep-
resentative natural blink was selected. If the PCA
components accounted for greater than 97% of the variance,
it was accepted. Otherwise, the pattern-matching algorithm
was run again with another template blink. Artifact-corrected
data were used for all analyses to ensure that the BCG artifact
would not distort the findings. The reference electrode was
frontal pole (Fpz) during recording and was re-referenced
offline to the common average reference for the initial
sensor-level analyses.

Time–frequency analyses

All analyses described below compared the low- to high-
load delay period conditions (L2 vs. L5). Individual trials
were excluded based on BESA Research criteria for artifact
rejection. Trials were excluded for amplitude >150 lV, gra-
dient >75 lV, low-signal criteria >0.1. After rejection, the
average number of usable trials was 40 for L2 and 42 for
L5 out of 50 total trials per condition. There was no differ-
ence between the number of useable trials between condi-
tions ( p = 0.32). Time–frequency analysis was carried out
at both the sensor and source levels. Complex demodulation
of the recorded EEG signals for each trial was done in BESA
Research v7.0 (Hoechstetter et al., 2004; Papp and Ktonas,
1977). A detailed description of the demodulation can be
found in Ellmore and associates (2017). The timeframe (t)

under consideration was the full delay period (0–6000 msec)
and the baseline was average amplitude across the full epoch
(Ellmore et al., 2017). The selected frequency (f) ranges
were 4 to 40 Hz: theta (4–8 Hz), alpha (8–13 Hz), and beta
(13–30 Hz), and lower gamma (30–40 Hz). Beta is further
subdivided into lower (13–20 Hz) and upper beta (20–30 Hz).

Time–frequency matrices were generated using a finite
impulse response filter with latencies of 100 msec and
0.5 Hz frequency steps. The amplitude within each frequency
and latency bin was generated for each WM load (time–
frequency amplitude [TFA]). TFA is expressed as the
absolute value of the amplitude in microvolts (lV). The
amplitude within a frequency and time bin is expressed rel-
ative to the amplitude of the baseline (temporal spectral anal-
ysis [TSA]). The TSA is expressed as either a positive or
negative percent change in amplitude with the equation:

TSA =
A t, fð Þ�Abaseline fð Þ

Abaseline fð Þ � 100%,

where, A(t,f) = amplitude during the timeframe of interest and
frequency and Abaseline (f) = mean amplitude in the frequency
band during the baseline period.

If TSA is positive, it reflects synchronization of activity
relative to the baseline period. If it is negative, it reflects
desynchronization (Pfurtscheller and Da Silva, 1999;
Pfurtscheller, 2001).

To estimate source-level delay period activity, the BESA
default Brain Regions’ montage was applied to the delay
period TSA to account for the potentially overlapping sour-
ces of delay activity (Ellmore et al., 2017). The Brain
Regions’ montage comprises 15 discrete regions, including
frontal, temporal, and parietal regions (see Supplementary
Fig. S2 and Supplementary Table S2). The source-level
montage estimates brain region sources by reducing the over-
lapping signals from the scalp electrodes by calculating
weighted combinations of the recorded signal (Hoechstetter
et al., 2004; Scherg, 1992). The spatial separation of these
fixed sources ensures there is minimal crosstalk between
the regions (Scherg et al., 2019).

Connectivity and phase-locking analyses

Phase-locking value (PLV) analyses were run on the time–
frequency data. PLV is a measure of the phase of signal,
without respect to the amplitude for a specific time–
frequency bin, which is then compared with the phase of
another signal within the same time–frequency bin (Lachaux
et al., 1999). In the PLV analysis, the Brain Regions’ source
montage was applied to the data to reduce the number
of comparisons (i.e., sources are fewer than sensors). TSA
was run on the delay period using the same parameters
described above. TSA was computed with complex demod-
ulation between 4 and 40 Hz with 0.5 Hz/100 sec steps, to
be consistent with the above analysis.

PLV were computed in BESA Connectivity v1.0 for both
the low- and high-load conditions. For PLV, the values range
from 0 (no synchrony) to 1 (completely synchronous) and
values between 0 and 1 represent partial synchrony (Lachaux
et al., 1999). The PLV equation is:

PLVxy fð Þ = 1

n
+
n

t = 1

ei� /xt �/ytð Þ,
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where, f = frequency of interest, n = number of time points (t)
in the epoch, i = imaginary number, and /x and /x = phase an-
gles from two signals x and y with the frequency of interest.

Spurious results outside selected frequency ranges were
ignored (BESA Connectivity, 2020). BESA Connectivity
outputs were converted to a BESA Statistics-compatible for-
mat in MATLAB v2020a using BESA-generated scripts.
Three-dimensional head plots depicting changes in connec-
tivity between brain regions were generated using BrainNet
Viewer (Xia et al., 2013).

Statistical analyses

WM behavior was analyzed using custom MATLAB
(v2020a) scripts. Performance is reported as percent correct
out of total possible trials. Reaction time is reported as mean
reaction time for responses across all trials. The kurtosis and
skewness of performance and reaction time was evaluated
in SPSS v24.0. Nonparametric statistics using the related
samples Wilcoxon Signed-Rank Test were computed after
reviewing skewness and kurtosis of each dependent variable.
Since behavioral distributions indicated moderate skewness
and kurtosis, a nonparametric paired-samples test was used
for performance comparisons.

Three subjects who produced many no response trials on
either the low- or high-load condition were initially included
in the behavioral analysis and subsequent EEG comparisons.
These subjects were excluded from the correct trials only
analysis (see Supplementary Data S1), and the behavioral
analysis was repeated excluding these subjects. Excluding
these three subjects did not change the behavioral findings.
The results reported below also exclude them. Regression
and point plots of behavioral performance and mean delay
activity were run in Python v3.6 using Seaborn v0.11.1 and
can be found in Supplementary Data S1.

Delay activity analyses were carried out in BESA Statis-
tics v 2.0, which handles multiple comparisons by permuta-
tion tests producing cluster and associated probability values
(Maris and Oostenveld, 2007). Paired t-tests were used for
delay activity comparisons across conditions, followed by
correlations with behavioral measures. The cluster value is
a sum of t-values for a t-test and a sum of r-values for corre-
lation across a group of adjacent bins. A bin consists of sen-
sors that are <4 cm distance, latency of 100 msec, and
frequency bins of 0.5 Hz. A null distribution is created by
sampling randomly from clusters across subjects and across
time–frequency bins.

Significant clusters are summed t- or r-values within a spe-
cific time–frequency bin that exceeds a specific threshold,
which are then compared with the random null distribution
created from 1000 permutations (Bullmore et al., 1999;
Ernst, 2004; Freedman and Lane, 1983; Maris and Oosten-
veld, 2007; O’Gorman, 2012).

Clusters were considered significant at p £ 0.05. Signifi-
cant clusters are indicated with a mask colored either blue
or orange. Orange represents low greater than high load,
and blue represents high greater than low load for the TFA
and TSA (event-related synchronization) comparisons. For
connectivity, significant clusters are indicated with red repre-
senting greater phase locking for low compared with high
load, and blue representing greater phase locking for high
compared with low load.

Results

Behavioral

Low- and high-load WM performance was significantly
different (Fig. 2, low-load 94.74%, SD 6.37, high-load
86.21%, SD 10.24, related samples Wilcoxon signed-rank
test, p = 0.001). Low-load WM trial reaction times were
faster than for high-load (low-load 878.62 msec, SD 139.76,
high-load 955.71 msec, SD 122.02, related samples Wilcoxon
signed-rank test, p = 0.002).

Absolute amplitude

Sensor-level comparison of low- and high-load delay
period absolute amplitude revealed five significantly differ-
ent clusters of delay activity (Table 1). Four of the five clus-
ters revealed greater amplitude for the low- versus high-load
condition throughout the entire delay period (0–6000 msec)
spanning all frequencies. The clusters were mainly in the
alpha and beta ranges, with greater amplitude for the low-
compared with high-load condition (Fig. 3a–c). The remain-
ing cluster showed a greater amplitude for the high-load
condition in the first half of the delay period (0–2600 msec).
This cluster encompassed right centro-frontal channels (F4¢_
avr, C4¢_avr, FC6¢_avr, and CP6¢_avr) and included the
upper beta and gamma range (29–37 Hz). This analysis
used all delay period trials, regardless of correct or incorrect
probe response.

To investigate whether activity during incorrect responses
may have influenced this difference, a separate analysis ex-
amined the relationship between activity in selected

FIG. 2. Better performance on the scene WM task for the
low- than the high-load condition. Point plot of performance
on the low- (L2) and high-load (L5) WM tasks. Each line in
the figure represents a subject. Performance was significantly
better on the low- compared with the high-load condition
(94.6% correct vs. 86.2%, Wilcoxon Signed-Rank Test
p = 0.001). Each color represents an individual subject.
Accuracy (Acc) was defined as percentage of trials correct
out of total possible trials. Three subjects with a large num-
ber of no response trials were excluded.
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significant clusters with performance (Supplementary
Fig. S3a–d), but included only delay periods for trials with
correct responses.

Temporal spectral amplitude

A sensor-level comparison of low- and high-load delay
period TSA revealed a transient pattern of delay activity that
was most pronounced in the right parietal region (Fig. 4a, b,
P8), similar to previous studies from our laboratory (Ellmore
et al., 2017; Plaska et al., 2021). There was one cluster of sig-
nificantly different TSA delay activity found early in the
delay period (time = 300–2500 msec). TSA at low load exhi-
bited greater event-related desynchrony (ERD) than high-
load (Fig. 4b, c; cluster value =�1337.84, p = 0.013) in the
upper beta and gamma range (frequency = 29.5–40 Hz).

Temporal spectral amplitude source analysis

A brain region source-level comparison of low- and high-
load delay period TSA found two clusters of significantly dif-
ferent delay activity (Fig. 5). The left frontal region exhibited
greater event-related synchronization in the low- compared
with high-load condition during the first half of the delay period
(Cluster 1: cluster value = 176.60, p = 0.003, frequency = 4–
8.5 Hz, event-related synchrony greater during low load,
time = 2700–3300 msec at source FL_BR). The left temporo-
parietal region exhibited greater event-related desynchroniza-
tion for the low compared with high-load condition (Cluster
2: cluster value =�134.03, p = 0.036, frequency = 22.5–27 Hz,
ERD greater for low load, time = 1800–2600 msec at source
TPL_BR) in the middle of the delay period.

PLV source analysis

PLV for both the low- and high-load conditions appeared
sustained throughout the entire delay period (Fig. 6). A
paired-samples t-test with corrections for multiple compari-
sons revealed significantly different clusters between low
and high load (Table 2). There were three clusters of signif-

icantly different PLV, including a cluster between left
frontal and right posterior temporal sources (Fig. 7a, cluster
value = 1120.94, p = 0.024, frequency range 4–9.5 Hz, time
range 0–6000 msec, sources FL_BR–TPR_BR).

There was also greater PLV between left frontal and right
posterior temporal regions in the theta and alpha ranges
throughout the entire delay period. There was a significant
difference in PLV between left anterior temporal and left pos-
terior temporal (Fig. 7b, cluster value = 975.11, p = 0.027,
frequency range 8.5–18 Hz, time range 1000–5300 msec,
sources TAL_BR–TPL_BR).

There was significantly greater PLV between left ante-
rior temporal and left posterior temporal regions in the alpha
and lower beta ranges throughout the entire delay period.
There was a significant difference in PLV between left central
and right anterior temporal regions (Fig. 7c, cluster val-
ue = 1132.9, p = 0.022, frequency range 4–16 Hz, time range
400–6000 msec, sources CL_BR–TAR_BR). There was greater
PLV between the left central and right anterior temporal re-
gions in the theta, alpha, and lower beta ranges starting after
about 400 msec and continuing until the end of the delay period.
An exploratory analysis was conducted to examine if incorrect
responses influenced the results (Supplementary Figs. S4–S6).

Correlations with behavior

Correlations between performance and delay activity
showed no significant correlations between TSA delay
activity and performance for either condition (low-load
p-value = 0.09; high-load p-value = 0.32). There were also
no significant correlations between the PLV and perfor-
mance for either condition (low-load p-value = 0.80; high-
load p-value = 0.63).

Discussion

We tested the hypothesis that introducing perceptually
similar visual information during the delay period would en-
gage attention and distract from maintenance in a load-
dependent manner.

Table 1. Significant Clusters of Absolute Amplitude Difference Between the Low- (L2)

and High-Load (L5) Conditions During the Delay Period (Time: 0 to 6000 msec) for All Sensors

Cluster ID p
Cluster
value

Mean for
L2 Abs

Amp

Mean for
L5 Abs

Amp
Start
time

End
time

Start
frequency

End
frequency

Electrodes
in cluster

Cluster 1 0.001 25837.9 0.958192 0.761117 0 6000 4 40 F3¢_avr, F4¢_avr, C3¢_avr,
C4¢_avr, P3¢_avr,
P4¢_avr, O1¢_avr,
O2¢_avr, F8¢_avr,
T7¢_avr, T8¢_avr,
P7¢_avr, P8¢_avr,
Fz¢_avr, Cz¢_avr,
Pz¢_avr, FC1¢_avr,
FC2¢_avr, CP1¢_avr,
CP2¢_avr, FC5¢_avr,
FC6¢_avr, CP5¢_avr,
CP6¢_avr, POz¢_avr

Cluster 2 0.016 3093.72 1.17774 0.842218 0 6000 4 20.5 FP1¢_avr
Cluster 3 0.016 3046.2 1.23239 0.889094 0 6000 4 18.5 FP2¢_avr
Cluster 4 0.044 �905.505 0.439429 0.547827 0 2600 29 37 F4¢_avr, C4¢_avr,

FC6¢_avr, CP6¢_avr
Cluster 5 0.047 544.782 0.717711 0.630565 2300 5600 19 31.5 TP9¢_avr
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FIG. 3. Comparison of absolute amplitude delay period activity in low- and high-load conditions reveals greater alpha and
beta band amplitude across the delay period. Select absolute amplitude plots in the left frontal and right parietal regions of the
delay period revealed five clusters of significant differences in activity ( p < 0.05). Orange clusters represent low-load delay
activity greater than high load, while blue clusters represent high-load delay activity greater than low load. The y-axis shows
frequency (Hz); x-axis shows the time in sec. (a) Time–frequency absolute amplitude plot for the FC6 electrode. The plot
shows the low-load condition absolute amplitude with the significant clusters overlaid as a mask. (b) Head plot of the overall
pattern of absolute amplitude difference during the delay period for all sensors. (c) Time–frequency absolute amplitude plot
for the P3 electrode. The plot shows the low-load condition Absolute Amplitude with the significant clusters overlaid as a
mask. The selected FC6 (a) and P3 (c) electrodes are highlighted by a dark box on the head plot (b).
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We found results consistent with this hypothesis with per-
formance being better in a low-load WM condition as well
on an immediate recognition task for stimuli from the low-
load condition. This finding is consistent with the literature
on WM load; however, load manipulation studies typically
use simple stimuli that are easy to name and do not elicit mean-
ingful connections between the stimulus features and stored
knowledge (Asp et al., 2021; Plaska et al., 2021). Conse-
quently, the attention-consuming process of associating mean-
ing to the picture may have used up the available attentional
resources and the interfering stimuli may have had no impact
on performance. We argue that the interfering stimuli did inter-
fere with maintenance and negatively impact performance as
evidenced by the reduced delay activity for the high load.

We predicted that there at the low load, this interference
was predicted to have less of an impact on delay activity
and connectivity. Thus, performance would be better than
the high-load condition, delay activity would be persistent,
and connectivity in frontal and parietal regions would be
greater for the low-load condition.

We found patterns in our results that are consistent with
these predictions. There was greater above-baseline ampli-
tude in alpha and lower beta bands for the low-load condition
across most sensors, although overall TSA was more tran-
sient in nature. Greater amplitude in the alpha and lower
beta range in the low-load condition could reflect greater dis-
ruption of attention for the high-load condition by the inter-
fering stimuli (Bonnefond and Jensen, 2012). It may also

FIG. 4. Comparison of delay period time–frequency between low- and high-load conditions reveals early gamma band
ERD. A whole window time–frequency analysis plot for the P8 electrode selected based on results from previous research
in our laboratory highlighting the importance of the right parieto-occipital region (Ellmore et al., 2017) for this task.
(a) Time–frequency analysis for the P8 electrode in the low-load condition. (b) Time–frequency analysis for the P8 electrode
in the high-load condition. (c) The plot shows the time–frequency analysis plot from the low-load condition with the sig-
nificant load difference cluster overlaid as a mask. The blue cluster represents reduced ERD for the high-load condition.
A review of the overall pattern of delay activity between the low- and high-loads reveals a similar transient pattern of
delay activity for the parieto-occipital censors with an early period of increased synchronous activity in the upper alpha
and beta bands (500–3000 msec) followed by a period of desynchronous activity in the same frequency bands (4000–
6000 msec). ERD, event-related desynchrony.
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FIG. 5. Delay period activity source analysis reveals changes in left posterior temporal and left frontal regions during main-
tenance. Time–frequency analysis plots during the delay period during the brain regions source analysis. (a) 3D view of Brain
Regions’ Montage superimposed on an MRI structural scan with the left posterior temporal region highlighted in yellow
(left). Time–frequency analysis for the left posterior temporal region during the delay period (right). The blue cluster repre-
sents greater ERD in the upper beta range for the low-load condition. (b) 3D view of Brain Regions’ Montage superimposed
on a template MRI structural scan with the left frontal region highlighted in yellow (left). Time–frequency analysis for the left
frontal during the delay period (right). The red cluster represents greater ERS in the theta and alpha range for the low-load
condition. 3D, three-dimensional; ERS, event-related synchrony; MRI, magnetic resonance imaging.

FIG. 6. PLV connectivity matrices for the low- and high-load conditions. Each subplot represents a matrix of connections
among 15 brain regions (see Methods section) within a condition, averaged across trials and subjects. For each matrix, the
major X and Y axis contain labels for the brain regions. Each box inside the matrix represents 1 connection (e.g., top left box
to connection between left posterior temporal to left anterior temporal). For each box, the plot shows the PLV for that con-
nection and displays PLV on a scale from 0 to 1, with 0 (yellow color) indicating no connectivity and 1 (deep red) indicating
highest level of connectivity. For each box, the Y axis is frequency from 4 to 40 Hz and the X axis represents the full delay
period (0–6000 msec). (a) Connectivity matrix for the low-load condition (L2). (b) Connectivity matrix for the high-load con-
dition (L5). Both the low- and high-load conditions appear to have sustained levels of PLV throughout the entire delay period
(see PLV source analysis section). PLV, phase-locking values.
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reflect that during low-load WM maintenance there were
more resources available to process the interfering stimuli
(Yoon et al., 2006) and the available resources could have
been used to deal with the interference.

While greater activation of the parietal region during the
high-load condition would be consistent with traditional ac-

counts of WM processing scaling positively with the amount
of information being maintained, lower activity may instead
reflect a different neural mechanism such as activity-silent
storage (Stokes et al., 2020) to deal with interference during
the delay. Alternatively, the greater perceptual load during
the high-load condition may have resulted in a reduced

Table 2. Significant Clusters of Phase-Locking Value Between 15 Brain Regions

During the Delay Period (Time: 0–6000 msec)

Cluster ID p
Cluster
value

Mean for
L2 PLV

Mean for
L5 PLV

Start
time

End
time

Start
frequency

End
frequency

Phase-locking
regions

Cluster 1 0.022 1132.9 0.3342 0.223609 400 6000 4* 16 CL_BR to TAR_BR
Cluster 1 0.022 1132.9 0.3342 0.223609 400 6000 4* 16 TAR_BR to CL_BR
Cluster 2 0.024 1120.94 0.343857 0.217204 0 6000 4* 9.5 FL_BR to TPR_BR
Cluster 2 0.024 1120.94 0.343857 0.217204 0 6000 4* 9.5 TPR_BR to FL_BR
Cluster 3 0.027 975.112 0.346558 0.247562 1000 5300 8.5 18.5 TAL_BR to TPL_BR
Cluster 3 0.027 975.112 0.346558 0.247562 1000 5300 8.5 18.5 TPL_BR to TAL_BR

*Erroneous results outside the selected frequency range were ignored.
Each PLV connection between the low- (L2) and high-load (L5) conditions has two significant clusters associated with it to represent the

opposite connection (e.g., PL–FL and FL–PL). The PLV results do not provide information about the directionality. The start frequency for
all comparisons was 4 Hz, but can erroneously report frequencies lower (i.e., lower than 4 Hz), so start indicates numbers that were adjusted
due to erroneous values (see Methods section).

PLV, phase-locking value.

FIG. 7. PLV during the delay period reveal three different connections with higher connectivity during the low-load con-
dition. The plots show PLV during the delay period in a brain regions’ connectivity analysis. A 3D transparent brain frontal
(left-top) and left lateral view (left-bottom) displaying the significantly different PLV connections highlighted with a blue
connection line. Letters on the 3D brain letters refer to locations: L = left hemisphere, R = right hemisphere, A = anterior,
P = posterior, T = temporal lobe, P = parietal lobe, and F = frontal lobe. (a) Connectivity plot for the connection between
left frontal and right posterior temporal regions with mask of the significant cluster indicating that the low-load condition
had greater connectivity between these two regions than the high-load condition (red mask, p = 0.024). (b) Connectivity
plot of the connection between the left anterior temporal and left posterior temporal regions indicating that the low-load con-
dition had greater connectivity than the high-load condition (red mask, p = 0.027). (c) Connectivity plot of the connection
between right anterior temporal and the left central regions indicating that the low-load condition had greater connectivity
between these two regions than the high-load condition (red mask, p = 0.022).
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distractor effect on delay activity (Lavie et al., 2004), while
greater amplitude in the low-load condition could reflect
maintenance of both target and interfering stimuli.

Differences in connectivity between the low- and high-
load conditions were found with greater connectivity dur-
ing the delay period between the left central and right an-
terior temporal regions in an analysis of all trials and in a
separate analysis of only trials with correct responses.
The central region is located superiorly near the junction
of the frontal and parietal lobes, potentially overlapping
with the anterior portion of the posterior parietal cortex
(PPC) (Whitlock, 2017).

The PPC is involved in attentional processes (Hutchinson
et al., 2009) with more dorsal regions associated with allocat-
ing and control of attention. Increased connectivity among
occipital, temporal, and parietal regions, including PPC,
has been reported with increased WM load. Specifically, in-
creases in lower frequency bands, such as alpha and lower
beta, are attributed to the deployment of attentional resources
(Palva et al., 2010, 2011).

Increased connectivity between left central and right an-
terior temporal regions within these lower frequency bands
may reflect control of attention for the maintained stimuli,
which was likely easier at a low load of two stimuli com-
pared with five stimuli, and which is important for prevent-
ing the degradation of the WM representation (Lorenc
et al., 2021). Significant connectivity in the simulta-
neously collected fMRI data was also found between
these regions (see Supplementary Data S1), but with the
opposite relation (high > low load) possibly due to the neg-
ative correlation between fMRI-blood oxygen level
dependent signal and alpha/theta during WM tasks (Melt-
zer et al., 2007).

There was greater connectivity between left frontal and
right posterior temporal regions, and between left anterior
temporal and left posterior temporal regions. Left frontal
regions are important for filtering interference and increased
attentional selection (Gazzaley and Nobre, 2012; Jha et al.,
2004). The right posterior temporal region could be consis-
tent with storage of the encoded stimuli as Park and col-
leagues (2011) proposed that superior temporal gyrus
represents a store for complex visual stimuli.

Filtering associated with complex stimuli used here
would be essential for correct responses. Consistent with
this idea, significant differences in this network emerged
only when all trials were included in the analysis and
were no longer present when examining only correct trials.
If this network supports the filtering of interfering stimuli
during the maintenance of complex stimuli, then the obser-
vation that there was no significant difference between the
low- and high-load delay periods (when examining correct
only trials) suggests that filtering was critical for successful
performance.

There was also an increase in connectivity between left
anterior temporal and left temporoparietal regions. The left
anterior temporal region is important for language, short-
term memory, and semantic associations (Boucher et al.,
2015; Helmstaedter et al., 1996; Hermann et al., 1992).
The left posterior temporal region has been implicated in
word processing and comprehension (Binder et al., 1997).
Phase locking between these regions was restricted to the
alpha and lower beta regions, which suggests this connection

represents feedback from the anterior temporal to the poste-
rior region throughout the latter half of the delay period
(about 1000–5000 msec). This may be related to the stimulus
being recoded into a label using an association of stored
semantic knowledge followed by rehearsal.

Even without explicit instructions, participants could
adopt a strategy involving verbal recoding and rehearsal, par-
ticularly with stimuli that contain high semantic content
(Brown et al., 2006) like the scenes used here.

Increased connectivity was observed during the low-load
condition, consistent with behavioral observations and sub-
ject self-reports that it is easier to rehearse two stimuli
recoded with semantic associations than it is to rehearse
five. In the high-load condition, participants may have had
to rely on an alternate less-efficient maintenance strategy
(Chen and Cowan, 2009) like gist-based attentional refresh-
ing, which may explain worse performance at high loads.
Additionally, reduced connectivity in the high-load condi-
tion may imply that a load of five taxed participants’ WM
capacity, especially considering the stimuli, were complex
scenes (Zhang et al., 2016).

Conclusions

Interference during the visual WM delay period impacted
maintenance for complex stimuli in a load-dependent man-
ner. Successful maintenance at low load, as evidenced by
better performance and greater delay activity, could be the
result of filtering interfering stimuli, the ability to focus
attention on maintenance, and the application of verbal main-
tenance strategies.

At the neural level, greater reductions in amplitude were
observed in the alpha and beta ranges at high load, which
may reflect a distractor effect or reliance on activity-silent
mechanisms. The latter is less likely as only the low-load
condition was supported by increased left frontal–right pos-
terior temporal, left anterior temporal–posterior temporal,
and right anterior temporal–left central connectivity suggest-
ing that both intra- and inter-hemispheric interactions may
support WM maintenance of complex visual stimuli.
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