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Background
Digital	data	 in	healthcare	 is	a	double‑edged	
sword.	While	on	the	one	hand,	digitalization	
has	 allowed	 for	 a	 wide	 variety	 of	
advancements,	 including	 teleconsultations,	
easy	 retrieval	 and	 duplication	 of	 data	 for	
records,	 and	 development	 of	 applications	
such	 as	 machine	 learning,	 it	 has	 also	
allowed	 for	 the	 possibility	 that	 the	
personal	 medical	 records	 of	 a	 patient	 can	
be	 accessed	 by	 a	 number	 of	 individuals.	
Data‑hungry	 processes	 such	 as	 machine	
learning	 have	 necessitated	 the	maintenance	
and	 sharing	 of	 large	 data	 repositories	 and	
these	 can	 have	 significant	 consequences	 on	
individual	 patients	 if	 this	 sensitive	 health	
information	can	be	linked	to	the	patient	and	
shared	 with	 others	 without	 the	 permission	
of	 the	 concerned	 patient.	 As	 compared	 to	
data	 involved	 in	 telemedicine,	 artificial	
intelligence	 (AI)	 applications	 necessitate	
the	 use	 of	 much	 larger	 volumes	 of	 data,	
which	makes	its	security	even	more	crucial.	
Also,	 the	 data	 used	 for	 AI	 applications	
usually	 has	 to	 be	 uploaded	 to	 one	 or	more	
cloud	 servers	 or	 Graphics	 Processing	
Units	 (GPUs),	 which	 adds	 another	 level	
in	 data	 processing	 where	 potential	 data	
compromise	can	occur.

The	 growing	 advancements	 in	 AI	 in	
healthcare	 have	 ramifications	 in	 nearly	
every	 field,	 with	 several	 of	 these	
technologies	 already	 undergoing	 field	
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trials	 for	 mass	 deployment.[1,2]	 The	 scope	
of	 AI	 has	 widened	 to	 assist	 diagnostics	
and	 clinical	 decision‑making	 in	 many	
other	 fields	 including	 dermatology,	
pathology,	 and	 genetics.[3‑12]	 Not	 restricted	
to	 diagnostics,	 recent	 advances	 have	 made	
AI	 a	 game‑changer	 in	 surgical	 branches	
like	 ophthalmology,	 robotic	 surgery,	 and	
transplant	 surgery	 with	 a	 potentially	
significant	 impact	 on	 the	 detection,	 clinical	
decision‑making,	and	training.[13‑15]

AI	 techniques,	 however,	 inherently	 require	
a	 large	 amount	 of	 data.[3]	 Thus,	 protecting	
patient	 information	 in	 a	 fool‑proof	 way	
is	 an	 essential	 prerequisite	 to	 proceeding	
with	 any	 research	 related	 to	 AI.	 There	
is	 currently	 no	 centralized	 protocol	 for	
data	 encryption	 and	 sharing	 for	 AI‑based	
research.	 However,	 such	 a	 protocol	 is	
decided	 on	 an	 individual	 project	 basis	
after	 approval	 from	 an	 ethical	 angle	 by	 the	
concerned	 institutional	 ethics	 committee.	
For	 example,	 for	 a	 specific	AI‑based	 study	
using	 anonymized	 patient	 treatment	 data	
retrospectively,	 informed	 patient	 consent	
may	 be	 waived	 off	 if	 deemed	 appropriate	
by	 the	 ethics	 committee.	 There	 are	
multiple	 open‑source	 large	 medical	 data	
repositories	 (like	 Kaggle	 andThe	 Cancer	
Imaging	 Archive	 (TCIA))	 available	 for	
public	 access,	 which	 can	 be	 used	 for	
AI‑based	 studies	 for	 the	 development	 of	
standardized	 protocols	 and	 reproducible	
results.	 For	 example,	 Digital	 Database	 for	
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Screening	Mammography	(DDSM)	and	Optimam	are	freely	
accessible	 large	 databases	 containing	 meticulously	 curated	
and	 annotated	mammographic	 images	 that	 can	 be	 used	 for	
training	 and	 testing	 of	 deep	 learning	 algorithms.[16,17]	 The	
recent	COVID‑19	pandemic	also	underlined	the	importance	
of	 such	 open‑source	 datasets	 which	 helped	 in	 the	 rapid	
development	 of	 algorithms	 with	 various	 applications	 for	
helping	COVID‑19	patients	and	treating	doctors.

Therefore,	 it	 is	 necessary	 to	 make	 hospitals	 capable	
of	 handling	 large	 amounts	 of	 data,	 and	 allow	 for	 their	
protection,	while	at	the	same	time	allowing	their	utilization	
in	a	safe	way	for	the	purpose	of	design	and	development	of	
such	advanced	diagnostic	techniques.

Current scenario and concerns
As	 outlined	 previously,	 evolving	 and	 deploying	 AI‑based	
health	 innovations	 involves	 dealing	 with	 big	 data	 sets	
of	 information.	 Big	 data	 involves	 large	 volumes	 of	 data	
accessed	 and	 analyzed	 at	 high	 speed	 with	 substantial	
heterogeneity	 across	 individuals	 and	 data	 types.[18,19]	
Even	 though	 such	 data	 is	 necessarily	 de‑identified	 before	
sharing	with	a	third‑party	data	aggregator,	the	risk	that	new	
ways	 of	 data	 linkage	 may	 be	 developed,	 which	 may	 end	
up	 recognizing	 the	 sources,	 remains	 real.	 This	 has	 been	
demonstrated	 and	 highlighted	 by	 several	 studies	 of	 how	
newer	 algorithms	 are	 capable	 of	 identifying	 people	 from	
public	 and	 private	 data	 repositories.[1,18,20]	 For	 example,	
a	 study	 conducted	 in	 2018	 that	 analyzed	 data	 sets	 from	
National	 Health	 and	 Nutrition	 Examination	 Survey	 found	
that	 an	 algorithm	 could	 be	 used	 to	 re‑identify	 85.6%	
of	 adults	 and	 69.8%	 of	 children	 in	 a	 physical	 activity	
cohort	 study,	 despite	 the	 supposed	 removal	 of	 identifiers	
of	 protected	 health	 information.[21]	 The	 problem	 of	
identification	 of	 patient	 may	 be	 particularly	 consequential	
in	fields	such	as	dermatology,	where	even	though	meta‑data	
of	 the	 patient	 can	 be	 delinked,	 it	 would	 be	 impossible	 to	
de‑identify	photos	of	the	patient,	particularly	if	the	lesion	is	
one	that	is	seen	on	the	face	or	some	other	easily	identifiable	
part	of	the	body.

Many	 applications	 of	 AI	 in	 healthcare	 involve	 the	
consumption	 of	 protected	 health	 information	 as	 well	 as	
unprotected	 data	 generated	 by	 the	 users	 themselves,	 such	
as	health	trackers	on	smart	devices,	Internet	search	history	
and	 inferences	 from	 shopping	 patterns,	 or	 by	 entities	
not	 covered	 by	 protective	 laws	 such	 as	 Health	 Insurance	
Portability	 and	 Accountability	 Act	 (HIPAA).[18,22,23]	
Removal	 of	 the	 required	 identifiers	 in	 compliance	 with	
such	 laws	 can	 be	 rendered	 redundant	 if	 such	 data	 can	
be	 re‑identified	 through	 triangulation	 with	 these	 other	
identifiable	data	sets.	This	 is	especially	 true	 in	cases	of	AI	
backed	by	information	technology	behemoths	like	Google,	
Apple,	and	Meta.[18]

The	 impact	 of	 such	 a	 breach	 in	 privacy	 can	 be	
consequentialist,	 deontological,	 or	 both.	 Consequentialist	

concerns	 are	 adverse	 effects	 that	 are	 measurable	 and	
tangible.	 A	 few	 commonplace	 examples	 would	 include	
facing	 workplace	 discrimination	 if	 one’s	 medical	 history	
is	 made	 public,	 or	 facing	 inflated	 health	 insurance	
premiums	 as	 a	 result	 of	 additional	 information	 accessible	
due	 to	 a	 breach	 of	 privacy.[18]	 This	 may	 prove	 to	 be	 a	
bigger	 problem	 in	 AI	 applications	 involving	 predictions	
based	 on	 certain	 inferences	 drawn	 from	 behavioural	 and	
lifestyle	 patterns,	 as	 the	 probability	 of	 a	 certain	 health	
event	that	may	occur	in	the	future	may	have	many	clinical,	
social,	 and	 occupational	 ramifications.[24‑26]	 Deontological	
effects	 are	 subjective,	 unmeasurable,	 and	 manifest	 even	
if	 this	 personal	 information	 is	 not	 actually	 misused,	 or	
if	 the	 person	 is	 never	 made	 aware	 of	 such	 breach.	 These	
concerns	 stem	 from	 the	 feeling	 of	 loss	 of	 control	 that	
comes	with	such	an	invasion	of	privacy.	The	mental	trauma	
that	such	knowledge	may	cause	may	be	unquantifiable,	but	
nevertheless,	undeniable.[18]

There	 is	 also	 the	 concern	 arising	 from	 data	 sharing	
across	 jurisdictions,	 such	 as	 cross‑continent	 data	
sharing.	 A	 different	 set	 of	 laws	 may	 govern	 personal	
health	 information	 in	 the	 area	 where	 it	 is	 generated	
vis‑à‑vis	where	 it	 is	 analyzed	 and	 used	 for	 deep	 learning	
algorithms.	 For	 example,	 in	 Europe,	 health‑related	
information	 is	 protected	 by	 the	 same	 set	 of	 rules	 that	
govern	 all	 data	 sharing,	 European	 Union’s	 General	
Data	 Protection	 Regulation,[27]	 whereas	 there	 are	 more	
health	 data‑specific	 laws	 in	 the	 United	 States,	 like	
HIPAA.[18]	 This	 may	 leave	 loopholes	 in	 terms	 of	 data	
sharing	 regulations	 which	 may	 be	 exploited.[28,29]	 More	
importantly,	deep	learning	is	inherently	sensitive	to	biases	
in	 the	underlying	data.	This	means	 that	obtaining	 training	
data	 from	multiple	 continents,	 across	 geographies,	with	 a	
multicultural	background	 is	 absolutely	necessary,	 in	order	
to	ensure	these	networks	are	usable	across	the	globe.	This	
necessitates	 training	 of	 the	 network	 with	 such	 diverse	
data,	thus	bringing	to	the	fore	the	need	to	find	solutions	to	
such	legal	challenges.

The	 distribution	 of	 data	 used	 for	 training	 such	 algorithms	
can	 by	 themselves	 be	 a	 source	 of	 bias,	 raising	 some	
ethical	 concerns.	 Since	 most	 input	 is	 reliant	 on	 electronic	
health	 records,	 AI	 applications	 based	 on	 such	 data	 are	
disproportionately	 perceptive	 and	 sensitive	 to	 findings	
seen	 in	 the	 socio‑economic	 class	 that	 can	 afford	 formal	
healthcare	and	health	insurance.	Socio‑economic	minorities	
and	 marginalized	 populations	 that	 are	 missing	 from	
non‑health	 data	 such	 as	 credit	 card	 use	 or	 Internet	 history	
may	 also	 be	 absent	 from	 big	 health	 data	 due	 to	 lack	 of	
affordability	 or	 insurance.[18,30]	When	 trained	 on	 such	 data,	
for	 instance,	 the	AI	may	 recommend	 suboptimal	 treatment	
to	 a	 community,	 that	 is	 traditionally	 (as	 seen	 in	 the	EMR)	
marginalized,	 simply	 because	 the	 network	 learns	 that	 such	
patients	 have	 undergone	 suboptimal	 treatment,	 without	
understanding	 the	 socio‑economic	 basis	 of	 such	 treatment.	
This	 is	 demonstrated	 amply	 by	 the	 experience	 of	 the	
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company	Amazon,	which	 discovered	 that	 their	 recruitment	
system	 was	 biased	 against	 women,	 simply	 because	 of	 the	
gender	bias	in	the	data	it	was	trained	on.

Indian context
India’s	rapidly	growing	economy	has	also	been	undergoing	
a	 digital	 transformation.	 This	 has	 brought	 to	 the	 fore	 the	
need	 to	 develop	 a	 safe	 and	 reliable	 infrastructure	 for	 the	
storage	and	transfer	of	data.

The	 importance	 of	 such	 infrastructure	 is	 amply	
demonstrated	by	the	attack	on	the	country’s	apex	and	most	
equipped	 medical	 institute	 in	 late	 2022.	 The	 hospital	 was	
crippled	by	a	cyber‑attack	that	targeted	its	services,	ranging	
from	 patient	 registration,	 online	 appointments,	 diagnostic	
report	 generation,	 billing,	 and	 administrative	 systems,	
such	 as	 salary	 disbursal	 and	 drug	 procurement.	 For	
over	2	weeks,	 these	 services	had	 to	be	managed	manually,	
leading	to	long	queues	and	adding	to	patient	waiting	times.	
Even	 while	 online	 services	 have	 now	 resumed,	 with	 data	
restored	 from	 a	 backup	 server,	 the	 personal	 data	 of	 more	
than	 30	million	 patients	 and	 healthcare	workers	may	 have	
been	compromised.[31]

Frameworks for Protecting Data Privacy

Acts and Policies
Global initiatives:

1) General Data Protection Regulation: It	 came	 into	
effect	 in	 May	 2018.	 Though	 only	 applicable	 in	 the	
European	 Union,	 the	 norms	 can	 be	 used	 as	 a	 guide	
by	 other	 nations.	 The	 GDPR	 promotes	 the	 creation	 of	
digital	systems	that	respect	users’	privacy.[32]

2)	 Global Initiative on Ethics of Autonomous and 
Intelligent Systems:	 It	 is	 aimed	 at	 formulation	 of	
a	 set	 of	 standards	 and	 principles	 for	 Autonomous	
and	 Intelligent	 Systems,	 to	 make	 them	 secure,	
ethical,	 and	 advantageous	 to	 society	 at	 large.	 It	
also	 aims	 to	 stimulate	 public	 participation	 in	 the	
creation	 of	 ethical	 frameworks	 to	 increase	 public	
understanding	 of	 the	 ethical	 concerns	 surrounding	
this	 technology.[33]

3) HIPAA: It	 came	 into	 effect	 in	 1996, it	 was	 enacted	
as	 a	 federal	 law	 for	 formulating	 national	 standards	
for	 handling	 sensitive	 patients’	 health	 information	 and	
prohibiting	 its	 disclosure	 without	 the	 patient’s	 consent	
or	knowledge.[34]

National Policies:

1) Information Technology (Reasonable Security 
Practices and Procedures and Sensitive Personal 
Data or Information) Rules, 2011: This	 is	 a	
component	 of	 India’s	 Information	 Technology	 Act,	
aimed	 at	 preventing	 unauthorized	 access	 to	 sensitive	
personal	 information,	 including	 health	 information. 
businesses	 and	organizations	 are	 required	 to	 implement	

suitable	 security	 measures	 in	 accordance	 with	 these	
requirements.

2) Ayushman Bharat Digital Mission: This was	
launched	 by	 the	 Prime	 Minister	 in	 September	 2021.	
It	 has	 multiple	 components	 and	 Ayushman	 Bharat	
Health	Account	 (ABHA)	 number	 is	 one	 of	 them;	 it	 is	
a	 unique	 14‑digit	 number	 provided	 to	 each	 individual	
giving	 access	 to	 the	 cardholder	 for	 threading	 their	
health	 records	 (only	 with	 the	 informed	 consent	 of	 the	
patient)	 across	 multiple	 systems	 and	 stakeholders.	
Other	 components	 include	 Healthcare	 Professionals	
Registry	 (HPR),	 Health	 Facility	 Registry	 (HFR),	 and	
Unified	Health	Interface	(UHI).[35]

3) Digital Personal Data Protection Bill, 2023:	 This	
bill	 was	 introduced	 in	 2019,	 subsequently	 referred	 to	
a	 joint	 parliamentary	 committee,	 underwent	 public	
consultation,	 and	 then	 finally	 passed	 in	 August	 2023.	
The	bill	 governs	 all	 digital	 personal	data	 and	 says	 that	
such	 data	 may	 only	 be	 used	 after	 informed	 consent	
of	 the	 person	 the	 data	 belongs	 to,	 however,	 provides	
several	 exemptions	 depending	 on	 the	 purpose	 and	
authority	 using	 the	 data.	 The	 bill	 also	 obligates	 data	
fiduciaries	 to	 maintain	 the	 accuracy	 of	 data,	 keep	
data	 secure,	 and	 delete	 data	 once	 its	 purpose	 has	 been	
met.	 The	 bill	 does	 allow	 the	 transfer	 of	 personal	 data	
outside	 India,	 except	 to	 certain	 countries	 as	 notified	
by	 the	 central	 government.	 The	 bill	 introduced	 the	
constitution	 of	 the	 Data	 Protection	 Board	 of	 India,	
the	 members	 of	 which	 are	 appointed	 for	 2	 years,	 and	
allowed	 for	 the	 imposition	 of	 a	 fine	 of	 up	 to	 Rs.	 250	
crores	for	 failure	 to	 take	adequate	security	measures	 to	
prevent	breaches.[36]

AI models‑based Privacy Protection
1.	 Federated learning:	 Since	 data	 transfer	 can	 result	 in	

leaks	 of	 data	 and	 is	 particularly	 problematic	 in	 case	
of	 transfer	 across	 the	 border,	 attempts	 have	 been	made	
at	 transferring	 networks,	 rather	 than	 data.	 Federated	
learning	is	a	sort	of	distributed	learning	in	which	several	
clients	work	 together	 to	 jointly	develop	 a	model,	while	
maintaining	 the	 confidentiality	 of	 their	 input.	 Here	 the	
learning	 happens	 separately,	 each	 time	 with	 a	 separate	
set	 of	 data,	 and	 the	model	 trained	 ultimately	 can	 draw	
from	knowledge	across	all	datasets.[37,38]

2.	 Differential privacy: A mathematical	 approach	 known	
as	 differential	 privacy	 attempts	 to	 add	 randomness	 or	
noise	 to	 sensitive	 data	 to	 conceal	 the	 contributions	 of	
each	participant.[39]

3.	 Cryptographic techniques: Cryptographic	 techniques	
allow	 for	 encryption	 of	 data	 prior	 to	 training	 and	
testing.	These	 cryptographic	 techniques	 can	 be	 broadly	
categorized	as	Secure	Multi‑Party	Computation	(SMPC)	
or	Homomorphic	Encryption	(HE).

4.	 Hybrid Privacy‑Preserving Techniques: Combine	
all	 the	 above	 methods	 to	 ensure	 data	 security	 in	 the	
biomedical	domain.[40]
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Conclusion
With	 the	 increasing	 usage	 of	AI	 in	 medical	 subspecialties	
concerns	 regarding	 data	 sharing,	 triangulation,	 and	 ethical	
issues	are	being	encountered	due	to	a	lack	of	heterogeneity	
in	 data	 representation.	The	 impact	 of	 a	 data	 breach	 can	be	
consequentialist,	 deontological,	 or	 both	 so	 there	 is	 a	 need	
for	 enforcement	 of	 federal	 laws	 focusing	 on	 health	 data	
sharing	 and	 usage.	 AI	 models	 like	 Federated	 learning,	
Differential	 Privacy,	 and	 Cryptographic	 techniques	 can	 be	
used	 to	 protect	 the	privacy	of	 patients	 and	 safety	 concerns	
can	be	tackled	off	responsibly.
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