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Intraoperative cortical localization of music
and language reveals signatures of structural
complexity in posterior temporal cortex

Meredith J. McCarty,1,2,6 Elliot Murphy,1,2,6,* Xavier Scherschligt,1,2 Oscar Woolnough,1,2 Cale W. Morse,1,2

Kathryn Snyder,1,2 Bradford Z. Mahon,3,4 and Nitin Tandon1,2,5,7,*

SUMMARY

Language and music involve the productive combination of basic units into struc-
tures. It remains unclear whether brain regions sensitive to linguistic and musical
structure are co-localized. We report an intraoperative awake craniotomy in
which a left-hemispheric language-dominant professional musician underwent
cortical stimulation mapping (CSM) and electrocorticography of music and lan-
guage perception and production during repetition tasks. Musical sequences
were melodic or amelodic, and differed in algorithmic compressibility (Lempel-
Ziv complexity). Auditory recordings of sentences differed in syntactic
complexity (single vs. multiple phrasal embeddings). CSM of posterior superior
temporal gyrus (pSTG) disrupted music perception and production, along with
speech production. pSTG and posterior middle temporal gyrus (pMTG) activated
for language and music (broadband gamma; 70–150 Hz). pMTG activity was
modulated by musical complexity, while pSTG activity was modulated by syntac-
tic complexity. This points to shared resources for music and language compre-
hension, but distinct neural signatures for the processing of domain-specific
structural features.

INTRODUCTION

Language and music are universal human cognitive faculties. They both involve the generation of struc-

tured representations out of basic units. Prior work has compared the neural localization of these pro-

cesses, though variability in experimental design has led to continuing debate.1–4 It has been suggested

that, while language and music operate over distinct types of units (e.g., phonemes, morphemes, notes,

chords), both faculties (re)combine discrete units into structures with defined hierarchies.5 Left hemisphere

brain regions commonly implicated in music have been found to overlap with language regions, including

superior temporal gyrus, inferior frontal gyrus, and inferior parietal lobule.6–19 At the same time, the sub-

stantial distinctions between language and music, such as differences in rhythmic structure, use of pitch,

the ‘‘meaning’’ of the representational units, the type of structure-building mechanisms deployed, and

broader ecological scope20 point to dissociable cognitive and neural processes. Consistent with the

idea of dissociable resources for music and language, some properties of language (e.g., speech percep-

tion) have been shown to robustly dissociate from music in the brain,21,22 but many other properties of lan-

guage have been given less extensive treatment. In particular, certain measures of linguistic and musical

complexity remain to be explored at high spatiotemporal resolution. Since language and music appear

to differ in their structure-building mechanisms, distinct measures of structural sensitivity may be needed

to capture domain-specific effects of higher-order processing.

Prior work comparing representations of language and music using neuroimaging techniques has faced

challenges parcellating language-specific from music-specific responses at a fine-grained spatiotemporal

resolution. This is true not just for domain-specific units (words, tones), but also domain-specific structures.

In addition, these methods are unable to attribute causality to music-responsive regions. By contrast, neu-

ropsychological or lesion studies of individuals with acquired amusia or aphasia23,24 have emphasized

dissociable processes, yet these studies do not involve assessment of function at the point of cortical

disruption, typically assessing performance days or weeks after insult.
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Addressing these topics further requires a direct approach with intracranial recordings, affording high

spatiotemporal resolution of cortical function alongside causal perturbation, which may be achieved in

an epilepsy monitoring unit25 or as part of an awake craniotomy.26 Cortical stimulation during an awake

craniotomy is considered to be the gold-standard for localizing, and thus preserving, critical cognitive fac-

ulties.27,28 Awake craniotomies have been widely adopted as a surgical technique for patients who have

intra-axial lesions in eloquent tissue,29,30 optimizing resection volume, and minimizing morbidity.31 In

both clinical and research contexts, intracranial electrical brain stimulation in awake neurosurgical patients

is a useful tool for determining the computations subserved by distinct cortical loci, since it yields transient

disruption of function, simulating a focal lesion.32–35

It remains unclear whether in professional musicians language-dominant cortex plays a causal role in

musical comprehension, and whether disruption of left posterior temporal regions impacts musical perfor-

mance. A previous intraoperative mapping of the left hemispheres in two musicians found slowing and

arrest for both speech production and music performance only in the posterior inferior frontal gyrus

(pars opercularis) and ventral precentral gyrus, with stimulation to posterior superior temporal cortex re-

sulting only in speech production errors.36 However, the reported patients had electrode coverage only

over small portions of posterior superior temporal gyrus (pSTG). Even though musical rhythm and natural

language syntax seem to overlap mostly in inferior frontal and supplementary motor regions,37 it neverthe-

less remains unclear which portions of posterior and superior temporal regions are causally implicated in

musical perception and production.38,39 The contributions of frontal versus temporal regions therefore

remains a major point of contention.

Given that posterior temporal and inferior frontal cortices remain the major regions of interest with respect

to joint music and language cortical activity, any intracranial investigation of this topic would ideally involve

electrode coverage of both regions. We were afforded the opportunity to monitor via electrocorticography

(ECoG) the processing of music and language in a professional musician who was undergoing an awake

craniotomy to localize and preserve important functions during the resection of a tumor from his lan-

guage-dominant left temporal lobe. During the procedure, the patient was monitored with a subdural

grid covering both lateral temporal and posterior inferior frontal cortex. We also conducted a cortical stim-

ulation mapping (CSM) session, allowing us to determine which regions were causally implicated in musical

and language comprehension and production. The experimental tasks were carefully catered to meet the

requirements of isolating basic melodic processing and language comprehension, in keeping with the sur-

gical goals of preserving both functions.

Previous intracranial research into music and language processing using subdural grid electrodes has

analyzed event-related potentials.40 Here, we utilized the high spatiotemporal resolution of intracranial

electrodes to instead focus on broadband high gamma activity (BGA, 70–150 Hz) which has been shown

to index local cortical processing.41–45

To detect effects of structure building in music and language, we measure the complexity of domain-spe-

cific structures, with clearly defined metrics for both domains. We abstract away from particular properties

of elements (e.g., lexical features or semantic denotation for language, and tonal profile for music) to

explore the assembly of basic linguistic and musical elements into larger structures. Music and language

are not necessarily well-matched in terms of their aspects of structural complexity that define their core

computational basis. Musical sequences can be highly complex across a range of dimensions (e.g., tone

variety, rhythm, harmonic motifs, Shannon information), and natural language syntax can also be complex

across various dimensions (e.g., dependency length, derivational complexity, hierarchical embedding).

Natural language syntax is also sensitive to hierarchical relations and hierarchical complexity, but not linear

order (i.e., syntactic rules apply across structural distance, not linear distance).46,47 As such, we explore here

measures of complexity that pertain to the elementary processes of assembling musical objects (tone va-

riety) and linguistic objects (embedding depth). For example, a music sequence can exhibit a repetition of

one or two tones, in a simple AnBn fashion, or it can exhibit a broader tone range contributing to a sense of

melodic structure. For language, a sentence can be syntactically simple (‘‘The sun woke me up’’), or it can

involve instances of a phrase being embedded inside a larger structure (e.g., ‘‘I think that [the sun is

shining]’’). We chose to focus on these measures since characterizing the neural signatures of these basic

properties will be needed before a more comprehensive model of different types of musical and linguistic

complexity can be built.
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While distinct neural responses to musical spectral complexity (pitch, harmony, pitch variation) from acous-

tic dynamics have been documented,48 the topic of structural complexity remains less well addressed.

Perceived musical complexity, often grounded in expectancy violations and information theory, yields a

number of clear behavioral consequences.49,50 Posterior superior temporal regions have been implicated

in the computation of abstract hierarchical structures.51–55 Since complexity is established along the pro-

gression of the sequence, this implies a complexity increase over time. Neural correlates of this increase in

activity along the course of sentence comprehension have been demonstrated before in the form of BOLD

responses and high frequency gamma power56–58 and we hypothesized this would also be true for music.

In keeping with what we have reviewed about domain-specific structure-building differences, the most

recent research in fMRI points to distinct cortical regions being implicated in musical structure parsing

and language, such that language cortex is not sensitive to violations of melodic structure, and individuals

with aphasia who cannot judge sentence grammaticality perform well on melody well-formedness judg-

ments.59 This points to distinct areas being involved in domain-specific structure processing. However,

this study did not provide a specific measure of linguistic complexity. In addition, the measure of melodic

structure (melody vs. scrambledmelodies) was used to detect violations, rather than the elementary assem-

bly of musical structure. Lastly, the melodies were characterized by familiar folk tunes, introducing effects

not specific to structure composition.

In summary, we investigate here the spatiotemporal dynamics of musical and linguistic structure process-

ing, by utilizing domain-specificmeasures of complexity, in combination with direct CSM to attribute causal

involvement of specific portions of posterior temporal cortex in the comprehension and production of

music and language.

RESULTS

Patient profile

The patient was a right-handed, native English-speaking male in his thirties presenting with new onset sei-

zures resulting in temporary aphasia. His MRI revealed a left temporal lobe tumor spanning across the infe-

rior, middle, and superior temporal gyri. The patient was a professional musician with extensive experience

with piano, going back to childhood training. Left hemispheric dominance of language function was

confirmed with fMRI. Before surgery, the patient performed all tests that were planned to be implemented

in the operating room (OR) to establish baseline performance. At baseline, the patient performed at ceiling

for all tested language tasks and music tasks. During baseline testing it was established that the patient

could use an MIDI keyboard with his left and right hands separately. He scored 172/180 in the Montreal

Battery of Evaluation of Amusia (MBEA) test.60 In the OR, the patient performed a finger-tapping test

over a range of keys, practicing free-style play to establish familiarity with the keyboard setup.

In the OR, the patient performed three main behavioral tasks (Figures 1D and 1E).

(1) Auditory Sentence Repetition: Repeating spoken sentences (e.g., ‘‘They drove the large truck

home’’) (ECoG, Stimulation).

(2) Melody Repetition: Repeating presented six-tone sequences, one-handed, using an MIDI keyboard

(ECoG, Stimulation).

(3) Auditory Naming: Providing single-word answers to common object definitions (e.g., ‘‘A place you

go to borrow books’’)61 (Stimulation only).

At his 4-month follow-up, the patient was confirmed to have fully preservedmusical and language function,

without evidence of deterioration.

ECoG mapping of music and language

Activity was recorded through the ECoG grid during the sentence and melody repetition tasks (Figure 2).

During the sentence repetition task, 28 lateral electrodes were found to be significantly active above base-

line (> 20% BGA, FDR-corrected q < 0.05) during the 100–400 ms period following presentation of each

word. These sites active for language were found across posterior temporal and inferior frontal cortices.

During tone presentation in the melody task, 11 electrodes were significantly active for each tone during
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the same time window, mostly clustered around pSTG. Seven electrodes were significantly active for both

music and language perception, primarily located in pSTG. During language production, two electrodes in

ventral precentral gyrus were significantly active, and two in pSTG were active.

Multiple linear regression (MLR) was used to reveal whether the change in BGA across a sequence was

significantly modulated by the complexity of the music and language stimuli. For the music task, one elec-

trode in posterior middle temporal gyrus (pMTG) (on the upper border with pSTG) had a significant inter-

action between complexity and note position in the sequence, indexing an increase of BGA that was

greater for high complexity sequences relative to low complexity sequences (Figure 3A) (MLR, t(360) =

3.38, b = 14.41, p = 0.0008, 95% CI 6.0 to 22.8). This electrode was significantly active for both language

and music.

When comparing the language stimuli based on syntactic complexity, two electrodes in pSTG exhibited a

greater BGA increase for complex syntax (anterior electrode: t(214) = 2.84, b = 3.62, p = 0.004, 95% CI 1.11

to 6.13; posterior electrode: t(214) = 2.83, b = 3.54, p = 0.005, 95% CI 1.07 to 6.01) (Figure 3B). These elec-

trodes were also significantly active for both language and music. The BGA difference for the language

contrast was smaller in terms of percentage change than the difference for the music contrast, potentially

due to the more salient (task-related) difference between the musical sequences (i.e., amelodic sequences

of AnBn are easier to produce than sequences with clear melodies, whereas there is no reasonable differ-

ence in task difficulty between sentence types for verbal repetition).

We also analyzed low frequency responses (2–15 Hz and 15–30 Hz) for these same language and music

contrasts, and found no electrodes with significant interaction effects between position and complexity

(all p > 0.05).

Figure 1. Intraoperative stimulation setup and task design

(A) Pre-resection intraoperative image of the craniotomy window, with dotted white lines parcellating the tumor resection site.

(B) ECoG grid placed over craniotomy site (same orientation as [A]).

(C) The patient performed a melody repetition task with his dominant right hand using an MIDI keyboard setup during the operation.

(D) Schematic representation of the auditory naming-to-definition task, in which the surgeon verbally produced a definition and the patient responded with a

one-word response, and the auditory repetition task, in which the patient repeated a phrase verbally produced by the surgeon.

(E) Schematic representation of the melody repetition task in which a high or low complexity, six-note sequence was played over speakers and the patient

reproduced the sequence on the keyboard.
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During sentence production, we found that one electrode in inferior frontal cortex was significantly more

active for sentences with higher syntactic complexity (FDR-corrected q < 0.05) from approximately 200–

300 ms after articulation onset (Figure 3C). Though these syntactic conditions differed slightly in their audi-

tory recording length and word number, the low complexity stimuli did not become significantly active at

any point for this frontal electrode, reinforcing the suggestion that this BGA modulation is related to the

syntactic manipulation. We stress here that this analysis remains exploratory, given the low trial numbers.

Cortical stimulation mapping of Language and music

Alongside the ECoG tasks, direct CSM was performed in order to test the causal role of posterior and mid-

dle temporal areas in language and music processing prior to resection (Figure 4). During the auditory

repetition and auditory naming language tasks, CSM was applied separately either during the perception

or production phase of each trial. Five sites, clustered in pSTG, were positive during CSM for sentence

repetition, resulting in disruption of comprehension. Only two sites tested in pSTG were CSM-negative

for sentence repetition. Three sites, clustered in lower pMTG, were CSM-positive during the auditory

naming task. No sites showed distinct effects across production and comprehension for the language

tasks, with CSM during perception resulting in complete disruption of comprehension; hence, we only

label CSM-positive sites by their language task, not period of stimulation.

During themusic mapping task, CSMwas applied during either perception or production, or both. Six sites,

clustered in pSTG, were CSM-positive. For those six sites, error types were consistent regardless of when

during the trial CSM was applied. The six CSM music-positive sites were thus classified according to when

CSM was applied during the trial. The patient typically cited ‘‘interference’’ during attempted production

or was simply unable to select the next note in the melody to play. Two sites in ventral lateral temporal cor-

tex were tested for music perception and production, and both were CSM-negative. As shown (Figure 4),

the CSM results indicate a clear overlap between sites implicated in language and music along pSTG.

The patient’s subjective reports during CSM for language mapping suggested disruption to phonological

working memory (‘‘It was scrambled’’), in addition to disrupted memory access or déjà vu (‘‘Random mem-

ories come in’’; ‘‘I keep getting confused by memories’’). CSM disruption during music presentation ap-

peared to have a similar effect (‘‘Keeps changing pitches’’; ‘‘Too much extra interference’’) (Video S1).

DISCUSSION

We conducted ECoG monitoring and CSM of music and language perception and production in the lan-

guage-dominant hemisphere of a professional musician. This was performed with the patient during an

awake craniotomy to remove a left lateral mid-temporal lobe tumor. Our work was designed to generate

Figure 2. ECoG mapping of music and language

Subdural electrode array colored by task effect. Electrodes that showed significant activation from baseline to language

perception (auditory sentence repetition task), music perception (tone sequence repetition task via keyboard play), both

language and music perception, and speech production. The MRI-derived mask of pathological tumor tissue is marked in

opaque crimson. Exemplar recording sites plotted on top right (with corresponding black circle denoting site on ECoG

grid), plotting response to language (blue) and music (yellow). Responses are combined across all tones/words across

each sequence. Significant activity from baseline (500–100 ms pre-sequence) plotted on time trace in colored bars

(Wilcoxon signed rank, FDR-corrected q < 0.05). Activity was sampled across all tones and words, including mid-trial

elements, explaining the lack of return to baseline for active traces before 0ms. 28 electrodes were active for language

(green + blue), and 11 were active for music (green + yellow).
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relevant and actionable clinical information, and to support a basic scientific investigation into the organi-

zation of music and language processing.

We discovered spatially diverse responses within pSTG, with electrodes exhibiting sensitivity to music and

language, either jointly or separately. These data also unveiled distinct portions of pSTG and pMTG that

indexed sensitivity to domain-specific linguistic complexity (pSTG) and musical complexity (pMTG). These

complexity-sensitive sites were also active for both music and language, suggesting that the portions of

cortex encoding responsiveness to structural complexity are also recruited for basic tone/word processing

across both modalities. This supports the hypothesis that music and language share neural resources for

comprehension at a basic unit level (tones, words), but at their respective levels of domain-specific

complexity we can isolate distinct electrode sites (melodies, sentences). This provides further evidence

that high gamma activity indexes cognitive operations pertinent to the construction of linguistic and

musical structures.62 In addition, while a number of frontal electrodes were active for language and/or

Figure 3. Intraoperative ECoG of musical and syntactic complexity

(A and B) Results from a multiple linear regression model plotted as colored electrodes on the cortical surface, modeling the impact of the interaction

between sequence complexity and position in the sequence for (A) music processing and (B) sentence processing, on the broadband gamma activity (BGA;

70–150 Hz) 100–400ms following each tone/word onset. Electrode color is scaled based on beta values, with high complexity in orange and low complexity in

purple. The MRI-derived mask of pathological tumor tissue is marked in opaque crimson. Exemplar high and low complexity stimuli are highlighted.

(C) Effects of syntactic complexity during language production in the auditory repetition task, localized to inferior frontal cortex. Colored bar represents

periods of significant difference (FDR-corrected, q < 0.05). Electrode of interest is denoted via black dot.
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music, these sites were not sensitive to stimuli complexity during perception, suggesting instead a major

role for posterior temporal regions. Even though our analysis affords a statistically robust isolation of the

effects of syntactic complexity and tone sequence compressibility, we nevertheless note here that we

cannot fully rule out the potential effects of auditory working memory; although we also highlight here

that auditory working memory resources are usually attributed to Heschl’s gyrus, planum temporale, and

dorsal frontal sites,63,64 rather than the more lateral and lower sites of pSTG and pMTG that we document

here.

Stimulation of pSTG disrupted the patient’s music perception and production, along with his ability to pro-

duce speech, while stimulation of ventral lateral temporal cortex impacted only auditory naming. The stim-

ulated auditory regions may have disrupted processing at a sufficiently early stage as to be integral to both

musical and linguistic tasks. A non-exclusive alternative is that stimulation of the pSTG may have impacted

processing via current spread (e.g., via arcuate fasciculus).65 These stimulation results point to the possibil-

ity that the BGA signatures we detected during ECoG monitoring index underlying processes that play a

causal role in music and auditory language comprehension. In addition, the close relation between activa-

tion profiles and cortical stimulation profiles provides further support for the reliability of high frequency

activity in capturing local cortical processing essential for music and language function. An important clin-

ical implication is that, since stimulation of pSTG disrupted both music and language, this points to the

advantage of intraoperative ECoG recordings in addition to CSM in finely adjudicating the functional

role of narrow portions of cortex. Rapid, live ECoG data analysis in the OR has already been demon-

strated26 and future research and interventions could make use of simultaneous monitoring and cortical

mapping. Prior reports have shown that stimulation of left STG impairs speech perception25,66 and speech

production,67 and we here extend these findings to both speech and melody perception. Our stimulation

sites were closer to planum temporale than other portions of auditory cortex (althoughmost were still more

ventral on the lateral surface), and this region has previously been implicated in speech production disrup-

tion.25 A previous interoperative mapping in an amateur musician revealed cortical sites for music disrup-

tion that included the left pSTG and the supramarginal gyrus.30 Disruption to these regions appears to

interfere with the large auditory-motor network recruited for musical performance. Another previous awake

craniotomy in a professional musician found that CSM to right pSTG disrupted the patient’s ability to hum a

short complex piano melody but did not affect auditory sentence repetition.67 Interestingly, that site in

right pSTG is homologous to the site in left pSTG that was here found to be active for both music and

Figure 4. Intraoperative stimulation testing during music and language perception

CSM-positive sites for music perception (dark orange) and music perception and production (yellow), as well as sentence

reading (dark blue) and common object naming (light blue), alongside sites that were jointly positive for music and

language perception (light purple). MRI-derived mask of pathological tissue is highlighted in opaque crimson. CSM-

positive sites are represented by large nodes; CSM-negative sites are represented by small nodes (small orange =

negative for music; small blue = negative for language).
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language. While we did not find a clear functional segregation during CSM for music and language, we did

find a clear separation in ECoG responses, pointing to possibly distinct roles of the left and right hemi-

sphere pSTG when we compare our results with prior stimulation work.67 We also note that our ECoG acti-

vation profiles for language sites concords with speech-selective sites in previous joint ECoG-fMRI

research, with language-selective electrodes in our study occupying lower STG sites.68

Previous intracranial research has implicated posterior temporal auditory cortex in melodic expectation

generation,69 and pSTG activity correlates with musical intensity.70,71 In the current study, we extend the

role of posterior temporal cortex to exhibiting sensitivity to tone sequence complexity. This region seems

to subserve variable computational demands pertaining to musical and linguistic complexity, of distinct

formats and representations (i.e., syntactic complexity along one particular dimension, and musical

complexity along a different dimension). As such, posterior temporal regions may be engaged not only

in linguistic structure-building53,72–74 but also in musical structure-building (Figure 3). Our work suggests

that a finer functional map is needed than those implicating pSTG and pMTG grossly in language and/

or music, since we found that distinct, closely neighboring sites index sensitivity to diverging complexity

metrics. Future work could seek to elaborate which precise features of musical and linguistic complexity

are coded by pSTG and pMTG, since complexity can be defined across a number of dimensions, such

as recursively enumerated layers of embedding, predictability, and various measures of minimum descrip-

tion length. Our stimuli design and low trial numbers did not afford us space to conduct these exploratory

assessments. We highlight that the type of complexity we analyzed differed between our musical and lin-

guistic stimuli, and indeed there are many other possible distinctions that can be drawn isolating language

from other cognitive processes.75,76 We also stress that in a given musical representation certain features

that can be quantified for their complexity might recede into the backdrop (e.g., pitch or contour) while

others (e.g., rhythmic complexity, grammar of the melody) might become more salient, depending on a

variety of conditions including current task demands and attention.50 Since our task required holding a

structure in memory to repeat via keyboard production, we suspect that our measure of sequence

compressibility was an ecologically valid means to isolate the more general issue of structural complexity,

but future work could jointly dissociate local cortical sensitivity to distinct types of complexity. For example,

a more dorsal region we did not have electrode coverage over, area 55b, has been implicated in music

perception and sensorimotor integration,77 and other distinct cortical sites may provide variable contribu-

tions to aspects of simple to complex musical structure processing. We also stress here that our research

was naturally constrained by clinical priorities, and so our low trial numbers force our analyses to migrate to

a more exploratory and preliminary status.

Left posterior temporal regions have previously been implicated in linguistic structures, such as phrasal and

morphological hierarchies, whilemusical andmelodic hierarchies have been found to recruit right posterior

temporal and parietal cortex in individuals without a musical background.78,79 Our results suggest that in

professional musicians, the dominant left-hemisphere for language can be recruited for parsing musical

complexity and can causally disrupt perception. While the relevant long-term memory representations

required for processing complex music may be stored in the right temporal lobe, it is possible that the

left hemisphere is recruited for the generation of more complex structures in professional musicians.

Our discovery of syntactic complexity effects in pSTG is also concordant with recent voxel-based lesion

symptom mapping results associating damage to pSTG with processing of syntactically complex

sentences.80

When considering the role of frontal cortex, spontaneous jazz improvisation, in contrast to over-learned

sequences, results in greater activity in the frontal pole,9,81 and previous imaging work has emphasized

contributions from Broca’s area in both natural language syntax and structured musical melodies.82 In

the present study, we found greater activity for syntactically complex sentences at the early stage of patient

verbal articulation in a site over premotor cortex on the border of inferior frontal cortex. This suggests that

this site was implicated in expressive complexity, while posterior temporal regions are recruited for parsing

interpretive complexity, in line with frontotemporal dissociations posited in the literature.73,83,84 Addition-

ally, we found that ventrolateral temporal cortex was disrupted during stimulation for the language naming

task, but not for music, supporting a role for this region in the ventral stream for speech comprehension.

More superior portions were disrupted for both language and music, which seems in accord with previous

imaging literature.37,85 Frontal sites have been hypothesized to be involved in higher-level processes per-

taining to the temporal order of sequences,19,86 and frontal ERP signatures from intracranial participants
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have been shown to dissociate musical notes frommusical chunks.87 Given our sparse frontal coverage, we

leave this issue for future research.

We have demonstrated here the viability of brief intraoperative research sessions to provide causal evi-

dence for the cortical substrates of cognitive faculties such as language and music. Music is a culturally uni-

versal source of affective and aesthetic experience, much of which is derived not from simple, repetitive

tone concatenations, but rather from the inference of some notion of structure, which we isolate here to

portions of pSTG and pMTG.

Limitations of the study

We note here some limitations of our report: (1) We were not able to confirm our results with non-invasive

pre-operative imaging using the same musical task; (2) We were not able to directly generalize our results

to healthy populations and non-professional musicians; (3) We currently lack any direct comparisons be-

tween this patient and others who could undergo ECoG monitoring of the same musical and linguistic

tasks, including any direct comparisons with non-musicians; (4) Our use of an electrode grid limited access

to signals from sulcal structure that would be more accessible to depth probes. Nevertheless, we note that

our coverage was relatively dense over pSTG and pMTG, making it well-suited to the task of evincing rapid

temporal and spectral dynamics. A healthy skepticism about the clinical value of intraoperativemusical per-

formances has served as a counterweight to the disproportionate attention in the media such cases have

evoked. Even so, evidence has mounted that intraoperative music mapping can aid in the preservation of

critical abilities during tumor resection by providing a firm basis on which to accurately monitor the integrity

of a complex function.88 While the 6-tone sequences we used for our task are relatively basic, we stress that

in the context of a task demanding musical recitation via keyboard play the patient would have likely

treated the stimuli in a manner approximating ecological validity for real world musical engagement.

Even though many professional musicians may not deem our basic sequences a clear example of ‘‘music,’’

we stress also that we are aiming to evince the basic processing components of this cognitive system, in a

similar way that linguists who study elementary syntactic phrases are utilizing stimuli (e.g., ‘‘red boat,’’ ‘‘the

ship’’) that many authors would not call ordinary use of language, in order to expose essential computa-

tional features.
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RESOURCE AVAILABILITY

Lead contact

Further information and requests for resources should be directed to and will be fulfilled by the Lead Con-

tact, Nitin Tandon (nitin.tandon@uth.tmc.edu).

Materials availability

This study did not generate new unique reagents.

Data and code availability

d The datasets generated from this research are not publicly available due to them containing information

non-compliant with HIPAA and the human participant the data was collected from did not consent to

their public release. However, they are available on request from the lead contact.

d The custom code that supports the findings of this study is available from the lead contact on request.

d Any additional information required to reanalyze the data reported in this paper is available from the

lead contact upon request.

EXPERIMENTAL MODEL AND STUDY PARTICIPANTS

Participants

The patient (native English-speaking male in his thirties) completed research activities after written

informed consent was obtained, and consented to voice and face identity being revealed in the video.

All experimental procedures were reviewed and approved by the Committee for the Protection of Human

Subjects (CPHS) of the University of Texas Health Science Center at Houston as Protocol Number: HSC-MS-

06-0385.

METHOD DETAILS

Electrode implantation and data recording

Data were acquired from subdural grid electrodes (SDEs). SDEs were subdural platinum-iridium electrodes

embedded in a silicone elastomer sheet (PMT Corporation; top-hat design; 3mm diameter cortical con-

tact), and were surgically implanted during the awake craniotomy.26,89–92 Electrodes were localized manu-

ally in AFNI, based on intraoperative photographs, and localizations using a surgical navigation system

(StealthStation S8, Medtronic). Cortical surface reconstruction was performed using FreeSurfer and im-

ported into AFNI where the electrode positions were mapped onto the cortical surface.93,94 Data were

digitized at 2 kHz using the NeuroPort recording system (Blackrock Microsystems, Salt Lake City, Utah), im-

ported into MATLAB, referenced to a group of clean, unresponsive ventral temporal strip electrodes and

visually inspected for line noise and artifacts.

REAGENT or RESOURCE SOURCE IDENTIFIER

Software and algorithms

AFNI/SUMA Koelsch, et al.85 afni.nimh.nih.gov

Freesurfer cheung, et al.86 freesurfer.net

MATLAB 2020b MathWorks, MA, USA mathworks.com

Other

Blackrock NeuroPort system BlackRock Microsystems, UT, USA blackrockmicro.com

Intracranial Electrodes (SDE) PMT, MN, USA pmtcorp.com

Robotic Surgical Assistant (ROSA) Medtech, Montpellier, France medtech.fr
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Stimuli and experimental design

For the music task, the patient listened to 6-tone musical sequences and then attempted to reproduce the

sequences by playing an electronic keyboard. The duration of each tone was 500 ms, with each sequence

lasting 3 seconds. Fundamental frequency for each note was generated assuming logarithmic spacing, with

C4 (‘‘Middle C’’) at a frequency of 261.60 Hz. Each note was generated in MATLAB as a sine wave at each

fundamental frequency with sampling frequency of 44,100 Hz and gated with a 5 ms cosine slope at the

onset and offset of each note. Two types of sequences were designed: high and low complexity. High

complexity sequences used a minimum of three different tones per sequence, and could be perceived

as exhibiting an easily detectable melody (e.g., ACDDCA, ACDACE). None of these sequences resembled

familiar, common melodies. Low complexity sequences included only tone repetitions (An, AnBn, AnBm).

Experimental time was dictated by clinical constraints, and in total 36 high complexity trials and 25 low

complexity trials were presented. The patient reproduced the musical sequences on a MIDI keyboard

(Alesis Qmini portable 32 key MIDI keyboard, 2021 model, inMusic Brands, Inc., Rhode Island) that was af-

fixed to a stand at a comfortable height and distance to be played with the patient’s dominant right hand

during the procedure.

For the language tasks, auditory speech stimuli were generated using Google Text-to-Speech using male

and femaleWaveNet voices. Auditory stimuli were delivered though a Bose Companion 2 Series III speaker

placed near the patient. The auditory sentences presented during the repetition task were divided into

high complexity and low complexity, based on whether the sentences exhibited multiple or single syntactic

embeddings (Table S1).95,96 High complexity sentences were slightly longer, and this was reflected in a sig-

nificant difference in recording length (mean length: high complexity (1.75 s), low complexity (1.58 s),

p = 0.002, t(19) = -3.05) and average number of words (all conditions: M (5.75), range (4), SD (0.98); high

complexity: M (6.35), range (3), SD (0.81); low complexity: M (5.15), range (3), SD (0.74)). Experimental

time was dictated by clinical constraints, and in total for the language stimuli 40 trials were presented

(20 each of high/low syntactic complexity, presented in pseudorandom order).

While both of these complexity measures (melodic/amelodic, multiple/single syntactic embedding) are

specific to each domain of processing, a more generic measure was used to categorize musical sequences.

Given the strong connection between algorithmic complexity and cognitive processes ranging across

memory, music, attention, and language,47,97,98 we used a Kolmogorov complexity estimate (Lempel-

Ziv) to compute the algorithmic compressibility of each musical sequence.99–101 Sequence complexity is

identified with richness of content, such that any given signal or sequence is regarded as complex if it is

not possible to provide a compressed representation of it. The algorithm scans an n-digit sequence,

S = s1 $ s2$ ...sn, from left to right, and adds a new element to its memory each time it encounters a substring

of consecutive digits not previously encountered. Thus, this measure of complexity takes as input a digital

string and outputs a normalized measure of complexity.102,103 In this analysis, the input used was musical

note identity across every sequence of six notes. The Lempel-Ziv complexity for both conditions were as

follows: Low complexity (1.11G 0.23; MeanG SD), high complexity (2.02G 0.34). While our sentence stim-

uli were distinguished based on single vs. multiple syntactic embeddings, which refers to notions such as

hierarchical structure not strictly reliant on linear ordering rules pertinent to measuring string complexity,

there was insufficient lexical or syntactic variation to measure the Lempel-Ziv complexity of a specific sen-

tence feature.

A further possibility would have been to explore distributional measures like entropy or surprisal, but we

note here that these do not pertain to information about the domain-specific representations or structures,

and call instead uponmore domain-general processing systems and brain regions outside of language cor-

tex.104–106 Other researchers have expressed skepticism regarding the usefulness of entropy reduction as a

complexity metric.107 Distributional information can form a ‘‘cue’’ to structure in sequential messages, but

is not a substitute for the structure itself.108

QUANTIFICATION AND STATISTICAL ANALYSIS

A total of 84 subdural grid electrode contacts were implanted in the patient. 72 were placed across left pos-

terior temporal lobe and ventral portions of frontal cortex. The remaining 12 were placed across the ventral

temporal surface. The current analyses are focused purely on the lateral grid. The patient’s craniotomy al-

lowed access across superior andmiddle temporal cortices (Figure 1), providing an opportunity to evaluate

the engagement of these regions in music and language. Analyses were performed by first bandpass
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filtering the raw data of each electrode into broadband high gamma activity (BGA; 70-150 Hz) following

removal of line noise and its harmonics (zero-phase 2nd order Butterworth band-stop filters). A frequency

domain bandpass Hilbert transform (paired sigmoid flanks with half-width 1.5 Hz) was applied and the an-

alytic amplitude was smoothed (Savitzky-Golay FIR, 3rd order, frame length of 251ms; Matlab 2019b, Math-

works, Natick, MA). BGA was defined as percentage change from baseline level; 500 ms to 100 ms before

the presentation of the first word or tone in each trial.

For each electrode, the mean activity across the 100 – 400ms window following each word or tone onset in

the sequence was calculated. Active electrodes, used for further analyses, were defined as showing >20%

BGA with p < 0.05 (one-tailed t-test) above the baseline period (-500 to -100ms prior to sequence onset).

We did not report on the precise maximum BGA increases from baseline across conditions, but rather

captured the success or failure of a given site to increase beyond the above thresholds of activity. For tem-

poral analyses, periods of significant activation were tested using a one-tailed t-test at each time point, and

were corrected for multiple comparisons with a Benjamini-Hochberg false detection rate (FDR) corrected

threshold of q < 0.05. For speech production activation, the same BGA and significance thresholds were

applied, but over the 100 – 1000ms window after the onset of verbal articulation.

Multiple linear regression (MLR) was used to model effects of multiple factors on the BGA response. For

language stimuli, fixed effects in the model were word frequency, word length, syntactic complexity,

and word position. For music stimuli, fixed effects in the model were note identify (1 through 6 denoting

C4 through A4, excluding half steps), interval size relative to previous note, Lempel-Ziv complexity, and

note position. The effect of interest in both models was the interaction effect of Lempel-Ziv complexity

(music) or syntactic complexity (language) with position in the sequence, indexing a complexity-related ef-

fect over the sequence. We report on effects of complexity due to our central research focus, and include

other factors (e.g., word frequency) not as specific components of analysis but as regressors of no interest

for our model. Data were assumed to be normal in distribution for statistical comparison. The mean BGA

power for the 100 to 400 ms following each note or word onset was the response variable. Electrodes with

significant complexity effects were tested using a one-tailed t-test at each time point with a p-value

threshold of 0.01. Due to low trial numbers, multiple comparison corrections were not applied for the

MLR analysis, instead keeping to this low uncorrected p-value threshold.

Cortical stimulation mapping

Cortical stimulation mapping (CSM) was carried out using an OCS2 handheld stimulator (5mm electrode

spacing; Integra LifeSciences, France). 50Hz, 500 ms square pulse stimulation was administered with a cur-

rent between 5 and 10 mA depending on an established baseline that did not result in after-discharges.

Stimulation trials ranged from 2-5 per site, depending on clinical judgment of functional disruption. For

analysis, sites of stimulation were inferred based on gyral anatomy from video recording and MRI co-local-

ization of the cortical surface.
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