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When the human mind wanders, it engages in episodes during which attention is focused on self-generated thoughts rather than on
external task demands. Although the sustained attention to response task is commonly used to examine relationships between
mind wandering and executive functions, limited executive resources are required for optimal task performance. In the current
study, we aimed to investigate the relationship between mind wandering and executive functions more closely by employing a
recently developed finger-tapping task to monitor fluctuations in attention and executive control through task performance and
periodical experience sampling during concurrent functional magnetic resonance imaging (fMRI) and pupillometry. Our results show
that mind wandering was preceded by increases in finger-tapping variability, which was correlated with activity in dorsal and ventral
attention networks. The entropy of random finger-tapping sequences was related to activity in frontoparietal regions associated
with executive control, demonstrating the suitability of this paradigm for studying executive functioning. The neural correlates of
behavioral performance, pupillary dynamics, and self-reported attentional state diverged, thus indicating a dissociation between
direct and indirect markers of mind wandering. Together, the investigation of these relationships at both the behavioral and neural
level provided novel insights into the identification of underlying mechanisms of mind wandering.
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Introduction
The phenomenon of mind wandering in humans can be
described as the spontaneous stream of consciousness
that comprises thoughts, emotions, and memories
(Smallwood and Schooler 2015) that are often related
to personal goals and concerns (Shepard 2019) and per-
vasively occur during daily life and experimental tasks
(Killingsworth and Gilbert 2010; Seli, Beaty, et al. 2018).
Unsurprisingly given this broad definition, mind wander-
ing has been studied in a wide range of settings and under
different labels, for example, stimulus-independent,
spontaneous, and task-unrelated thought (Callard et al.
2013). Researchers have identified important dimensions
of mind wandering, including intentionality (Seli et al.
2016), emotional valence (Banks et al. 2016), temporality
(Maillet et al. 2017), and meta-awareness (Schooler et al.
2011). Here, we define mind wandering as self-generated
thoughts that arise independently from external sensory
input and pertain to any content that is unrelated to the
task at hand.

Notwithstanding the diversity of contexts in which
mind wandering has been previously investigated,

researchers continue in their pursuit to further unravel
its underlying neural mechanisms and its effect on
other cognitive processes and behavior. In particular,
although there is little debate regarding the involvement
of executive functions in mind wandering in general,
there is no consensus on exactly how mind wandering
interacts with executive control systems and whether
it is better characterized as executive function use
(Teasdale et al. 1995; Smallwood and Schooler 2006)
or as the result of executive failure (McVay and Kane
2010; Kane and McVay 2012). Whereas some behavioral
research has associated mind wandering with failures
of executive control processes (Smallwood et al. 2004;
McVay and Kane 2009), converging evidence from
neuroimaging studies suggest that mind wandering
recruits widespread cortical networks involved in goal-
directed behavior, including the frontoparietal control
network (FPCN) and dorsal and ventral attention net-
works (Christoff et al. 2009; Fox et al. 2015; Dixon et al.
2018; Turnbull et al. 2019). Interestingly, there are even
reports of associations between task-related attention,
as opposed to mind wandering, and greater activation of
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the default mode network (DMN; Esterman et al. 2014;
Kucyi et al. 2017; Groot, Boayue, et al. 2021), a network
previously considered to mainly engage during resting-
state and self-referential processing (Raichle 2015).
Furthermore, a recent resting-state fMRI study with
experience sampling demonstrated that activity in the
DMN was associated with self-generated thoughts that
were not independent from the external environment
whereas activity in the dorsal attention network (DAN)
related specifically to increases in perceived control
over spontaneous thought (Van Calster et al. 2017).
Together, these findings undermine the assumption
that task-related and task-unrelated states of mind can
be independently partitioned into specific functional
networks and warrant the development of sensitive
behavioral paradigms that disentangle the complex
interplay between executive functions and forms of
spontaneous thought.

The majority of mind wandering research reports data
from self-reports through periodical thought probing and
performance errors, usually during a sustained attention
to response Task (SART; Christoff et al. 2009; Christoff
2012; Hawkins et al. 2019; Boayue et al. 2019). How-
ever, the SART is often slow paced and target stimuli
are presented infrequently, preventing more fine-grained
tracking of ongoing fluctuations in both attention and
executive control. Arguably, a more suitable paradigm to
investigate executive functioning is the random number
generation task (RNGT; Baddeley et al. 1998) as it is
assumed that the generation of random sequences of
numbers or letters requires highly controlled executive
processes that strategically monitor and inhibit habit-
ual tendencies in order to avoid repetition of response
patterns (Jahanshahi et al. 2000; Joppich et al. 2004;
Jahanshahi et al. 2006; Peters et al. 2007). Indeed, com-
peting processes such as mind wandering or dual task
performance result in the reduced ability to produce
such random behavior (Teasdale et al. 1995; Boayue et al.
2020). Thus, investigation of the relationships between
the degree of sequence randomness and the occurrence
of mind wandering episodes has the potential to provide
insights into how the mental processes supporting depar-
tures from a task-focused state compete with the cogni-
tive resources needed for executive task performance.

Besides monitoring executive function use, findings
from several studies suggest trial-to-trial response time
variability as a promising and sensitive marker for fluc-
tuations in attentional focus (Bastian and Sackur 2013;
Jubera-Garcia et al. 2019; Zanesco et al. 2020), espe-
cially when combined with a monotone and simplis-
tic finger-tapping task that facilitates mind wandering
(Seli et al. 2013; Kucyi et al. 2017). Building on these
findings, Boayue et al. (2020) recently developed a fast-
paced paradigm that combines both these aspects of
behavior into a finger-tapping random-sequence genera-
tion task (FT-RSGT), allowing ongoing assessment of the
degree of self-generated randomness as well as behav-
ioral variability at high temporal resolution. In a series of

experiments, it was demonstrated that both measures
were consistently related to mind wandering in oppo-
site ways: variability in finger-tapping increased whereas
sequence randomness decreased prior to self-reports of
mind wandering throughout the task.

Similarly, several studies have attempted to identify
psychophysiological markers reliably related to an
individual’s attentional state. In particular, a growing
body of evidence suggests that spontaneous changes in
pupil size are linked to dynamic fluctuations between
internal versus external attention and awareness (Laeng
et al. 2012; Schneider et al. 2016; DiNuzzo et al. 2019).
Changes in slowly fluctuating baseline pupil size as well
as fast evoked pupillary responses are thought to be
modulated by the locus coeruleus–norepinephrinergic
system (LC/NE; Aston-Jones and Cohen 2005; Joshi
et al. 2016) and have introduced new opportunities
to objectively monitor mind wandering and arousal
state (Mittner et al. 2014; Unsworth and Robison 2016).
However, research on the relationship between mind
wandering and tonic pupil size has yielded more
inconsistent results as both larger and smaller tonic
pupils have been associated with mind wandering
(Smallwood et al. 2012; Grandchamp et al. 2014; Konishi
et al. 2017; Jubera-Garcia et al. 2019). This is possibly due
to differences in task demands and thereby the required
levels of vigilance (Unsworth and Robison 2018) or, as
proposed in a recent theoretical model, variations in
tonic pupil size may reflect qualitatively distinct task-
unrelated states (Mittner et al. 2016).

In summary, the DMN, attention and executive control
networks, and the LC/NE-system are all implicated in
mind wandering but empirical evidence into how these
neural systems interact to give rise to mind wandering is
at present incomplete. Building on previous findings, we
aimed to address this by employing an fMRI version of the
FT-RSGT that combines experience sampling with objec-
tively defined measures interpreted as indirect makers
for changes in ongoing attentional state, including
sensitive behavioral indices and pupillometric measures.
Following Boayue et al. (2020), we expected increases
in the variability of finger-tapping and decreases in the
degree of randomness of the tapping-sequence preceding
self-reported mind wandering episodes. Furthermore,
we aimed to validate that performance of the FT-RSGT
indeed relies on executive control processes that are
known to be recruited during the original RNGT. To
this end, we contrasted brain activation during the
generation of random tapping-sequences with a simple
alternating finger-tapping task and expected to observe
greater activation in frontoparietal regions involved in
executive control during random finger-tapping.

Additionally, we explored the pattern of neural
activation in relation to both direct and indirect markers
of mind wandering by directly assessing the patterns
of network-wide activity in the periods preceding
experience sampling probes as well as the brain regions
that correlated with behavioral performance. In line with
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a previous finger-tapping study, we expected to observe
recruitment of ventral and dorsal attention networks
and cerebellum when variability in finger-tapping was
high and DMN activation when finger-tapping was more
stabilized (Kucyi et al. 2017). The degree of sequence
randomness was expected to correlate with activity in
frontoparietal and sensorimotor areas associated with
executive control and self-determined action (Schubert
et al. 1998; Jahanshahi et al. 2000). Direct predictions
regarding network activation preceding self-reports of
mind wandering are less evident considering the contra-
dictory findings in the literature (Christoff et al. 2009;
Mittner et al. 2014; Groot, Boayue, et al. 2021), but similar
patterns of neural recruitment are expected for direct
(self-report) and indirect (objective task performance
and pupil dynamics) measures of mind wandering given
that these relationships are replicated on the behavioral
level. Finally, dynamic changes in tonic and phasic
pupil size were assessed and related to self-reported
mind wandering throughout the task. Whereas phasic
pupil responses to task-related events are generally
expected to be smaller during mind wandering due to
perceptual decoupling (Smallwood et al. 2011; Unsworth
and Robison 2018), the exact relationship with tonic pupil
size is less clear. We therefore also investigated the neural
substrates of both pupillary components to explore
whether the brain regions correlating with changes in
tonic and phasic pupil size would demonstrate similarity
to the pattern of neural activity associated with mind
wandering.

Materials and Methods
Participants
The study was approved by the Ethics Review Board of
the Faculty of Social and Behavioral Sciences at the Uni-
versity of Amsterdam. Participants were 27 healthy adult
volunteers aged 20–45 years (15 male, mean age = 27.5,
SD = 7.2 years) who were recruited from the Amsterdam
ultra-high field adult lifespan database (AHEAD; Alke-
made et al. 2020). Participants had normal or corrected-
to-normal vision, no self-reported (history of) psychiatric
or neurological illness, and no contraindications for MRI
as assessed with a standard safety questionnaire. To
avoid biases in task performance related to individual dif-
ferences in rhythmic abilities and finger tapping, experi-
enced and (semi-)professional musicians were excluded
from the study. Written informed consent was obtained
prior to the experiment and participation was compen-
sated with a standard monetary reward of e15 for a total
duration of 90 min. All materials, anonymized data, and
code are publicly available in an Open Science Frame-
work (OSF) repository (Groot, Csifcsák, et al. 2021).

Finger-Tapping Random-Sequence
Generation Task
Participants completed 18 experimental and 9 con-
trol blocks of the finger-tapping random-sequence

generation task (FT-RSGT, Boayue et al. 2020; Fig. 1) in
a pseudorandomized order. Stimuli were presented on
a 32 inch BOLD screen using PsychoPy (Peirce 2007). At
the start of each block, instructions appeared for 4000
ms at the center of the screen to indicate whether it
was an experimental (“RANDOM”) or control (“ALTER-
NATING”) block. In the alternating task, participants
were instructed to simply press the response buttons
with their left and right index fingers in an alternating
sequence (L-R-L-R-L-R-etc.). In the random task, they
were asked to generate a sequence of left and right
button presses with maximum unpredictability, or
randomness (e.g., L-R-L-L-L-R-etc.). Hence, the two tasks
were identical with respect to stimulus presentation
and execution of motor responses but differed in
the randomness criterion and thus, in the extent to
which executive control processes were necessary to
maintain performance. The concept of randomness was
explained with a coin flip analogy: Similar to flipping
a coin, a left versus right button press should occur
at equal probability and be independent from past
or future button presses. To ensure that participants
understood these instructions, they performed a short
practice run of the task and answered quiz-questions
about the concept of randomness (e.g., “If there have
been three right presses, must there always be a
left press?”). If mistakes were made, further instruc-
tions and practice were provided until the task was
mastered.

Throughout the experiment, participants had to syn-
chronize their finger-tapping with an ongoing metronome
that was presented as an auditory stimulus (440 Hz
pitch for 75 ms) every 750 ms. Previous experiments
determined that this pace is optimal for engaging in
generating random sequences compared to slower and
faster metronomes (Boayue et al. 2020). During finger-
tapping, participants fixated on a centered fixation cross
that was presented on a gray background while attending
to the stimuli through MR-compatible headphones. Every
block consisted of 80 stimuli on average (range = 74–
87) and ended with a thought probe so that the onsets
of thought probes were pseudorandomized to occur
between 55.5 and 65.3 s (60 s on average). Thought probes
were presented for 6000 ms plus a random jitter between
0 and 1000 ms, formulated as: “Where was your attention
(i.e., your thoughts) focused just before this question?”.
Responses to the thought probes were ordered on a
six-point Likert scale with the following annotations:
“clearly on-task,” “partly on-task,” “slightly on-task,”
“slightly off-task,” “partly off-task,” and “clearly off-task”.
To indicate their answer, participants pressed left and
right response buttons to navigate an arrow pointing at
the categories. The starting point of the arrow on either
extreme end of the Likert scale was randomized across
thought probes. Participants were explicitly instructed
that “off-task” included all thoughts unrelated to the
task, for example, daydreaming, personal memories, or
future plans whereas “on-task” referred to task-related
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Fig. 1. Schematic of the finger-tapping random-sequence generation task (FT-RSGT). Participants produced either alternating sequences of left versus
right finger-tapping (alternating blocks) or generated sequences trying to maximize their randomness (random blocks). The rhythm of finger-tapping
was continuously indicated by an auditory stimulus paced at 750 ms (metronome). At the end of each block, participants were probed to report to what
degree their thoughts were unrelated to the task on a six-point Likert scale (reproduced from Groot, Csifcsák, et al. 2021).

thoughts, such as thinking about which button to press
next or focusing the rhythm of the metronome. The total
duration of the task was ∼30 min.

Acquisition and Preprocessing
Behavior

Two aspects of FT-RSGT performance were assessed.
First, behavioral variability (BV) was calculated as the
standard deviation of the intertap intervals (ITIs) of
the 25 finger-taps preceding each thought probe. No
filtering or preprocessing was performed so that missing
or double taps per trial were included in the calculation.
The raw standard deviations were log-transformed to
approximate a normal distribution. Second, the degree
of randomness in the self-generated sequence of left and
right finger-taps was measured with the approximate
entropy (AE) metric (Pincus and Kalman 1997). As the
generated sequences during alternating blocks were
completely predictable (i.e., AE = 0), AE was calculated
only for the random task condition. Specifically, AE
quantifies the regularity in a sequence by evaluating
the conditional probability that subsequences of length
m that are similar remain similar for subsequences
augmented by one position (more details on the cal-
culation of AE are in Supplementary Material A). A
previous study showed that AE (m = 2) measured in
the FT-RSGT correlated with the entropy measure in
a keyboard version of the original RNGT, validating its
use as an index for executive control (Boayue et al.
2020). AE was calculated for every thought probe across
the same preceding 25-tap window and transformed as
−ln(ln2 − AE). Both BV and AE were then standardized
(Z-scored) across subjects (i.e., the grand mean and
standard deviations were used for standardization). The
choice of the 25-tap window was decided a priori based
on the assumption that mind wandering occurs in slowly
fluctuating episodes spanning multiple seconds as well

as for ensuring that sufficient data was gathered for
reliable calculations of BV and AE. Additionally, previous
experiments revealed that BV and AE based on this
window size had the strongest relationship with self-
reported mind wandering compared to shorter windows
(Boayue et al. 2020).

Pupillometry

The pupil area of the left eye was concurrently recorded
during the fMRI session at a sampling rate of 1000 Hz
with the Eyelink 1000 Plus tracking system (SR Research).
The pypillometry package (Mittner 2020) was used to
determine subject-specific velocity profiles for blink
detection based on the algorithms described by Mathôt
(2013). Additional parameters were fine-tuned based
on visual inspection of individual datasets, including
the margin around blink onset and offset for linear
interpolation and maximum distance in time between
consecutive blinks for merging. Data were then filtered
with a zero-phase shift Butterworth low-pass filter
at 5 Hz that was set at 3 Hz for 12 datasets and at
2 Hz for three datasets as visual inspection revealed
the presence of abundant high-frequency noise in the
pupil signal. These steps ensure rigorous and optimized
preprocessing of the pupil signal, circumventing artifacts
associated with the high inter-individual variability
in blinking transients and frequency. However, due to
excessive blinking or technical issues with pupil tracking,
the quality of six datasets remained inadequate and
these subjects were therefore excluded from all further
pupillometric analyses.

Selecting specific windows for extracting the mean
pupil signal or peak amplitude is complicated in fast-
paced task designs due to the build-up of evoked pupil
responses that resemble increases in baseline pupil
size and therefore contaminate the baseline estimates
of subsequent trials. Therefore, to produce more valid
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estimates of single-trial tonic (baseline) and phasic
(evoked) pupillary dynamics, a recently developed
deconvolution-based approach was applied (Mittner
2020). First, the data were downsampled to 250 Hz.
Tonic fluctuations were estimated using B-spline basis
functions constrained to pass through high prominence
troughs in the pupil signal. A second iteration of this
estimation, following subtraction of the first tonic
estimate as well as modeled pupil–response functions
(PRF; Hoeks and Levelt 1993) located at known task
events, ensured that the final tonic estimate constituted
a smooth curve that remained below the signal on which
the phasic pupil responses are superimposed. Single-trial
tonic pupil size was then calculated at every stimulus
onset. To model phasic pupil responses to task-related
events, regressors for every stimulus and tap onset were
convolved with the pupil-response function (PRF; h =
tne-n/tmax, where n = 10 and tmax = 900; Hoeks and Levelt
1993) and fitted with a nonnegative least-squares solver
(Lawson and Hanson 1987) to recover the amplitude of
phasic responses as estimated b coefficients. However,
predictor multicollinearity was observed as stimulus
and tap onsets occurred close in time. Therefore, the
final single-trial phasic pupil responses were calculated
as the sum of b coefficients from all events located
within the 200-ms window before and after each
stimulus onset. Finally, single-trial tonic and phasic pupil
responses were standardized (Z-scored) within subjects
to remove incidental differences in absolute pupil size
across subjects. More details on the deconvolution-based
pupil analysis are described by Mittner (2021), and an
implementation is provided in the pupillometry package
(Mittner 2020).

Functional Neuroimaging

Participants were scanned with a 3Tesla Philips Achieva
MRI system with a 32-channel head coil. T1-weighted
(T1w) images were acquired with a turbo field-echo (TFE)
sequence in 257 sagittal slices (FOV = 256 × 240 × 180
mm [F-H × A-P × R-L], TR = 11 ms, TE = 5.1 ms, acquired
voxel size = 0.7 × 0.76 × 0.7 mm, reconstructed voxel size
= 0.67 × 0.67 × 0.7 mm). Whole-brain functional images
were acquired in a single fMRI run with single-shot fast
field-echo (FFE) echo-planar imaging (EPI), collecting 56
transverse slices per volume with 0.2 mm slice gap (FOV
= 224 × 224 × 123 mm, TR = 1800 ms, TE = 30 ms, flip
angle = 70◦, voxel size = 2 mm isotropic). An additional EPI
field map with opposite phase-encoding direction was
acquired to measure and correct for field distortions.

Imaging data were preprocessed with fMRIPrep v1.1.7
(Esteban et al. 2018) using Nipype v1.1.3 (Gorgolewski
et al. 2011). Structural (T1w) images were corrected for
intensity non-uniformity with N4BiasFieldCorrection
(ANTs v2.2.0; Tustison et al. 2010), skull-stripped with
antsBrainExtraction using the OASIS target template, and
spatially normalized to the ICBM 152 Nonlinear Asym-
metrical template version 2009c (MNI152Nlin2009cAsym;
Fonov et al. 2009) using the nonlinear registration tool in

antsRegistration (Avants et al. 2008). Brain tissue was
segmented in cerebrospinal fluid (CSF), white matter
(WM), and gray matter (GM) using FAST (FSL v5.0.9;
Zhang et al. 2001). The functional images were corrected
for susceptibility distortion with 3dQwarp (AFNI; Cox
and Hyde 1997), using a deformation field estimated
from the two EPI references with opposing phase-
encoding directions. The unwarped BOLD reference
based on the estimated susceptibility distortion was
then co-registered to the T1w reference with FLIRT (FSL
v5.0.9; Jenkinson and Smith 2001) using the boundary-
based registration cost-function (Greve and Fischl 2009)
and 9 degrees of freedom to account for remaining
BOLD distortions. Head-motion parameters (rotation
and translation) were estimated with MCFLIRT (FSL
v5.0.9; Jenkinson et al. 2002). The preprocessed data
were resampled back to native space as well as to
standard space (MNI152Nlin2009cAsym template) and
smoothed with a 6 mm full-width half-maximum
Gaussian kernel using SUSAN (Smith and Brady 1997).
All subsequent fMRI analyses were performed on the
smoothed preprocessed timeseries in standard space.

Data Analysis
Bayesian Hierarchical Ordered Probit Regression Models

The relationships between self-reported mind wander-
ing, behavioral performance, and pupillary dynamics
were assessed with regression models using the thought
probe responses from the experimental blocks (random
task) of the FT-RSGT as dependent variable. Treating
the ordinal probe responses as continuous introduces
a range of statistical problems, including poor model
fitting, low power, increasing the risk for type I and
II errors, and spurious interaction effects (Liddell and
Kruschke 2018). To circumvent these issues, we applied
Bayesian hierarchical ordered probit regression (Boayue
et al. 2019, 2020; Bürkner and Vuorre 2019; Alexandersen
et al. 2021) using the brms package (Bayesian Regression
Models using Stan; Bürkner 2017). This method models
the probability of each discrete point rather than relying
on the assumption that the probe responses are normally
distributed. In addition, within-subject variability in
mind wandering can be taken into account with subject-
level random intercepts. As a consequence, probit models
are more suitable and sensitive to detect effects in Likert-
scale data. For each regression coefficient, we report the
posterior mean, its 95% highest-density interval (HDI),
and the evidence ratio in favor of a positive (ER+) or
negative (ER−) effect. The ER is calculated as the ratio
between the probability of the effect being positive
divided by the inverse probability of the effect being zero
or negative (ER+) or the inverse of that ratio (ER−) and
can be interpreted as an odds-ratio. We consider an effect
as reliable when the area under the marginal posterior
distribution that is larger than zero (for ER+) or smaller
than zero (for ER−) is >0.95 (corresponding to an ER of 19
and the 95% HDI excluding zero). The models were fitted
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with four Hamiltonian Monte Carlo (HMC) chains, each
with 1000 warm-up and 4000 post warm-up samples.

In the first probit model, the effects of time (probe
number), BV, AE, and the BV × AE interaction on 486
thought probe responses (27 subjects × 18 blocks) were
modeled. In accordance with our hypotheses, for time,
BV, and BV × AE, we evaluated the evidence for the effect
to be larger than zero (ER+) and for AE to be smaller than
zero (ER−). Similarly, the effects of tonic and phasic pupil-
lary dynamics as well as the tonic × phasic interaction
were assessed in addition to time in a second regression
model using the 18 random blocks from the 21 subjects
with complete pupil datasets. For every thought probe,
the extracted single-trial tonic and phasic features were
averaged across the preceding 25 trials (18.75 s), ignoring
trials with more than 40% missing pupil data. This crite-
rion resulted in exclusion of six thought probes, therefore
the model was fitted on 372 thought probe responses
in total. The evidence for effects larger than zero (ER+)
for tonic pupil size and the tonic phasic interaction and
smaller than zero (ER−) for phasic pupil responses was
evaluated.

fMRI Analysis: General Linear Models

Whole-brain general linear models (GLM) were fitted
to the fMRIPrep-preprocessed time series using FSL
FEAT (Woolrich et al. 2001) to explore differences in
brain activity between the two task conditions and to
investigate the role of brain regions involved in mind
wandering using 1) experience sampling probes, 2) task
performance, and 3) pupillary dynamics. All first-level
GLMs included four task-related regressors (left and
right finger-taps, metronome stimuli, and thought probe
onsets) that were convolved with a double-gamma
hemodynamic response function (HRF). In addition,
fMRIPrep-derived nuisance regressors calculated for
every volume were added, including mean time courses
in CSF and WM masks, framewise displacement (FD), six
rotation and translation parameters, and discrete-cosine
transform (DCT) basis functions to model low-frequency
scanner drifts. The modeled data were obtained via
ordinary least-squares linear regression. Second-level
analyses were performed with FLAME (Beckmann et al.
2003) to obtain group-level parametric contrast maps.
Statistical significance of brain areas was evaluated
with cluster z-thresholding (Friston et al. 1994). First, a
primary voxel-level threshold of z > 2.3 defined clusters
of above-threshold voxel activations. Second, a cluster-
level threshold of P < 0.05 was applied to eliminate non-
significant clusters.

First, we explored the hypothesis that random-
sequence generation recruits more widespread executive
and attentional networks compared to alternating finger-
tapping. In addition to the task-related and nuisance
regressors, the occurrence of random and alternating
blocks was modeled by two boxcar functions convolved
with a double-gamma HRF. In a second model, patterns
of brain activity associated with episodes of mind

wandering compared to on-task thoughts were inves-
tigated by convolving boxcar functions that modeled
the 10s intervals preceding off-task versus on-task
thought probes (Christoff et al. 2009). To account for
individual differences in response tendencies, the six
probe response categories were dichotomized using an
algorithm that determined subject-specific boundaries,
where the split-point for each subject was chosen to
set the proportion of off-task versus on-task probes
as close to 50% as possible. This approach allowed
us to identify potential episodes of mind wandering
in subjects that selected only a very narrow range of
response categories to reflect their current attentional
state, possibly due to some degree of satisficing, primacy,
and social desirability biases (Weinstein 2018; Weinstein
et al. 2018). For example, if a subject exclusively answered
with “clearly on-task” and “partly on-task,” responses
in the latter category were labeled as off-task in the
analysis. The total proportion of off-task reports was 49%
using the split-point algorithm whereas this proportion
was 36% when collapsing the first three categories
into on-task and the other three into off-task. With
the latter approach no significant brain activations
preceding off-task reports could be observed. Since the
two task conditions were presumed to differ in terms
of executive resources necessary for performance and
may therefore interact differently with mind wandering,
probe regressor functions were created separately for
random and alternating blocks.

Third, regressors for task performance were modeled
to evaluate brain activity corresponding to increases
and decreases in BV and AE. Starting at the 25th trial
(metronome onset) per block, BV and AE (random
blocks only) were calculated for every single trial based
on the preceding 25 finger-taps. To create parametric
regressors, single-trial BV and AE were transformed and
standardized across subjects before nearest-neighbor
interpolation and resampling to the resolution of the
fMRI timeseries (Fig. 2). The use of 25-tap sliding windows
resulted in smooth and time-lagged regressor functions
that did not require additional convolution with a canon-
ical HRF. Our window size of 25 taps was determined a
priori based on previous studies on the latency of mind
wandering and on-task episodes (Bastian and Sackur
2013; Pelagatti et al. 2020), in order to ensure comparable
measures for BV and AE to the behavioral analysis, and
considering the slow nature of the physiological BOLD
response. In the final GLM, we explored changes in brain
activity associated with increases and decreases in tonic
and phasic pupillary dynamics. The single-trial tonic and
phasic pupil features were interpolated with nearest-
neighbor interpolation and resampled to the resolution
of the fMRI timeseries (TR). Whereas tonic pupil was
already modeled as a smooth and slowly fluctuating
signal, phasic responses were convolved with a double-
gamma HRF.

For every resulting group-level statistical map we cal-
culated the overlap with the 7- network parcellation
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Fig. 2. Behavioral performance during a random task block from a single subject (80 stimuli), showing inter-tap intervals (ITI) and left versus right button
presses (top), used to calculate behavioral variability (BV) and approximate entropy (AE) starting at the 25th stimulus per block (middle), which were then
linearly interpolated and resampled to the resolution of the fMRI timeseries for the GLM analysis (bottom) (reproduced from Groot, Csifcsák, et al. 2021).

(Yeo et al. 2011), the Harvard-Oxford subcortical struc-
tural atlas (Harvard Center for Morphometric Analysis),
and the probabilistic cerebellar atlas (Diedrichsen et al.
2009) in standard MNI152 space. The cortical network
parcellation included visual (VIS), somatomotor (SOM),
dorsal attention (DAN), salience/ventral attention (VAN),
limbic (LIM), control (CON), and default mode (DMN) net-
works. The subcortical parcellation consisted of thala-
mic nuclei, striatum, pallidum, hippocampus, amygdala,
nucleus accumbens, and brainstem and were combined
into a general subcortical mask for calculating the total
percentage overlap and illustration purposes. All three
atlases were resampled to the resolution of the func-
tional timeseries using nearest-neighbor interpolation
and binarized. The percentage of voxels in the statistical
contrast maps that overlapped with each of the binarized
atlases was then calculated, ignoring above-threshold
voxel clusters that were located in cerebral white matter.
Therefore, regardless of the size of significant clusters,
every contrast map was always fully accounted for by the
parcellation.

Results
Effects of Task Condition on Mind Wandering
Reports and Performance
In total, 36% of probe responses were in one of the
three off-task categories. The mean probe response given
by participants was 2.89 (SD = 1.46, median = 3) on the
six-point Likert-scale, demonstrating that participants
reported that their thoughts were more often focused
on performing the task rather than being engaged in
mind wandering. Indeed, five subjects never reported
that their thoughts were in any of the three off-
task categories. There was no significant difference
in mind wandering propensity between the random

(M = 2.86, SD = 0.95) and alternating task conditions
(M = 2.93, SD = 1.14, t(26) = −0.53, P = 0.602). Mean behav-
ioral variability was, however, significantly higher during
random (M = 0.11, SD = 0.57) compared to alternating
finger-tapping (M = −0.07, SD = 0.53, t(26) = 3.30, P < 0.01)
suggesting that the additional task of generating random
sequences interfered with maintaining synchronized
motor responses to the externally cued rhythm.

Task Performance and Pupil Dynamics Relate to
Mind Wandering Reports
The unadjusted Bayesian R2 for the first probit model
was 0.56 [0.52, 0.59]. In line with expectations, the coeffi-
cients for time (b = 0.09 [0.07, 0.11], ER+ = ∞), BV (b = 0.33
[0.21, 0.45], ER+ = ∞), and BV × AE (b = 0.07 [−0.05, 0.17],
ER+ = 7.18) were positive whereas the coefficient for AE
(b = −0.09 [−0.20, 0.02], ER− = 18.61) was negative. Thus,
mind wandering self-reports were more frequent as the
task progressed and were preceded by increases in tap-
ping variability and decreases in self-generated sequence
randomness although the HDI of the latter coefficient
did not exclude zero. The direction of the BV × AE inter-
action suggests that the relationship between BV and
mind wandering was stronger at high levels of AE and
weaker (but still positive) at low levels of AE. However, the
HDI of this effect included zero, warranting a cautious
interpretation of this result. Since BV was significantly
higher in the random task, we assessed whether task
condition modulated the relationship between BV and
mind wandering. We performed a probit model with a
BV × task interaction (b = −0.04 [−0.21, 0.14], ER− = 1.98),
which indicated that the observed positive relationship
between BV and mind wandering was independent from
task condition.

For the probit model including pupil regressors, the
unadjusted Bayesian R2 was 0.53 [0.47, 0.57]. The positive
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Fig. 3. Activations during random-sequence generation contrasted with alternating finger-tapping (left) and vice versa (middle) and percentage of
contrast maps that overlap with a 7-network cortical, subcortical, and cerebellar parcellation (right). M1 = primary motor cortex; SPL = superior parietal
lobe; IPS = intraparietal sulcus; DLPFC = dorsolateral prefrontal cortex; aINS = anterior insula; SMA = supplementary motor area; AG = angular gyrus;
PCC/PCUN = posterior cingulate cortex/precuneus; SUB = subcortex; CBM = cerebellum (reproduced from Groot, Csifcsák, et al. 2021).

effect of time on mind wandering was replicated (b = 0.08
[0.06, 0.11], ER+ = ∞). Although phasic pupil responses
related to mind wandering in the expected direction
(b = −0.13 [−0.39, 0.13], ER− = 5.39), tonic pupil size
decreased as self-reports of mind wandering increased
(b = −0.12 [−0.28, 0.04], ER+ = 0.08). However, both effects
can be considered inconclusive as the HDIs did not
exclude zero. Instead, the tonic × phasic interaction
(b = −0.36 [−0.65, −0.07], ER+ = 159) provided evidence
of a negative interaction effect. This finding suggests
that the relationship between phasic responses and
mind wandering is dependent on fluctuations in tonic
pupil size. Specifically, the negative relationship between
phasic pupil responses and mind wandering, as would be
expected due to perceptual coupling, only exists when
tonic pupil size is high.

Random Sequence Generation Recruits Executive
and Attentional Networks
When contrasted with random-sequence generation, we
observed that alternating finger-tapping was associated
with localized activity in the posterior cingulate cor-
tex/precuneus and left angular gyrus, both regions that
are core nodes of the DMN. In line with our hypothesis,
the generation of random tapping sequences instead
revealed widespread recruitment of cortical areas gen-
erally attributed to attention and executive control net-
works, including the superior parietal lobe, intrapari-
etal sulcus, primary motor cortex, and dorsolateral pre-
frontal cortex of the right hemisphere as well as bilateral
anterior insula, bilateral medial supplementary motor
areas, and bilateral anterior and posterior parts of the
cerebellum (Fig. 3, Supplementary Material B). Together,
these results provide evidence that the two tasks are
qualitatively different regarding the cognitive resources
necessary for performance and that random-sequence

generation during the FT-RSGT requires the recruitment
of brain regions associated with executive functioning.

Mind Wandering Signatures Diverge for Direct
versus Indirect Markers
Contrary to previous findings, brain activations directly
preceding self-reports of mind wandering when con-
trasted with on-task reports could not be localized to
the known cortical nodes of either the DMN or FPC-
N/DAN. Instead, we observed clusters of brain activa-
tion associated with mind wandering in visual, cerebel-
lar, and subcortical areas that could be distinguished
between the two task conditions. Specifically, mind wan-
dering in the alternating task was preceded by activity in
the left inferior occipital gyrus, temporal subgyral white
matter (not plotted on the surface mesh), and parts of
the bilateral anterior and posterior cerebellum, whereas
mind wandering during the random task was associated
with greater activity in the right striatum (Fig. 4A, Sup-
plementary Material B). To test whether these results
were influenced by the selection of the selected data
window, the same analysis was performed using 18 s
preprobe intervals which resulted in similar activation
patterns. In addition, the analysis was repeated combin-
ing both task conditions to assess whether separation of
the tasks influenced the observed neural correlates of
mind wandering. Across tasks, we observed significant
activation mainly in the right striatum preceding mind
wandering reports when contrasted to on-task reports
(Supplementary Material C), showing high overlap (Dice
similarity coefficient = 0.68) with the activations preced-
ing mind wandering in the random task condition.

Next, we assessed patterns of neural activity corre-
sponding to variability in finger-tapping (Fig. 4B, Sup-
plementary Material B) and obtained strikingly similar
results as reported in a previous rhythmic finger-tapping

https://academic.oup.com/cercor/article-lookup/doi/10.1093/cercor/bhab494#supplementary-data
https://academic.oup.com/cercor/article-lookup/doi/10.1093/cercor/bhab494#supplementary-data
https://academic.oup.com/cercor/article-lookup/doi/10.1093/cercor/bhab494#supplementary-data
https://academic.oup.com/cercor/article-lookup/doi/10.1093/cercor/bhab494#supplementary-data
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Fig. 4. (A) Active brain regions preceding mind wandering reports during the alternating (left) and random (middle) task conditions. (B) Regions correlating
with increases (left) and decreases (middle) in behavioral variability. (C) Regions correlating with increases (left) and decreases (middle) in approximate
entropy. (right) Percentage of contrast maps that overlap with a 7-network cortical, subcortical, and cerebellar parcellation. IOG = inferior occipital gyrus;
STR = striatum; SPL = superior parietal lobe; SMG = supramarginal gyrus; MTG = middle temporal gyrus; aINS = anterior insula; SFG = superior frontal
gyrus; ACC = anterior cingulate cortex; vmPFC = ventromedial prefrontal cortex; MFG = middle frontal gyrus; IPS = intraparietal sulcus; SOG = superior
occipital gyrus; ITG = inferior temporal gyrus; SMA = supplementary motor area; SUB = subcortex; CBM = cerebellum (reproduced from Groot, Csifcsák,
et al. 2021).

study (Kucyi et al. 2017). Increases in finger-tapping vari-
ability were correlated with activity in dorsal and ventral
attention networks, including the superior parietal lobes,
supramarginal gyri, posterior middle temporal gyri, ante-
rior insula, midcingulate cortices, precuneus, lingual gyri
of both hemispheres, and bilateral anterior cerebellum.
Furthermore, less variable finger-tapping and thus more

optimized task performance was associated with greater
activity in left superior frontal gyrus, bilateral anterior
cingulate cortex, and bilateral ventromedial prefrontal
cortex, thereby mostly mapping to the DMN.

Similarly, we observed correlated neural activity in
the expected frontoparietal regions for increases in
the degree of randomness in the tapping-sequence as
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quantified with AE, namely within the right intraparietal
sulcus, right posterior middle frontal gyrus, and left
medial supplementary motor area, thus showing a simi-
lar pattern of neural network recruitment as observed for
the random task condition in general. Decreases in AE,
signaling decrements in task performance, were instead
associated with the left inferior temporal sulcus (poorly
visible on the plotted surface mesh) and the superior
and inferior occipital gyri of the left hemisphere (Fig. 4C).
Similar results were obtained when the analyses were
performed using 20-tap and 10-tap sliding windows for
BV and AE regressor calculation, indicating that the
observed patterns of neural activation are robust against
changes in this analysis parameter.

Pupillary Dynamics Map to Subcortical and
Visual Cortical Areas
Positive correlations with tonic pupil size were observed
almost exclusively in subcortical and cerebellar areas,
including the thalamus, internal capsule, and intracal-
carine cortex of both hemispheres as well as the right
hippocampus. In addition, a large brainstem cluster
covered the locus coeruleus, substantia nigra, and
subthalamic and ventral tegmental nuclei. Further-
more, widespread cerebellar activation was observed
in the anterior and posterior lobes and dentate nuclei.
Interestingly, brain regions that negatively correlated
with tonic pupil size largely overlapped with visual and
somatomotor cortical network parcellations, including
the primary somatosensory cortices, superior frontal
gyri, medial primary motor cortices, lateral occipital
cortices, superior temporal gyri, hippocampal areas,
and cuneal cortices of both hemispheres in addition
to the left middle temporal gyrus and right fusiform
gyrus (Fig. 5A, Supplementary Material B). In contrast,
activity in brain regions that corresponded with changes
in phasic pupil responses to task-related events was less
and extensive and more posteriorly localized. Specifi-
cally, larger phasic pupil responses were associated with
greater activity in the left lingual gyrus, whereas smaller
phasic pupil responses were associated with activation
of the left superior temporal gyrus (poorly visible on the
surface mesh), right inferior occipital gyrus, and bilateral
superior occipital gyri (Fig. 5B).

Discussion
To disentangle the complex interplay between mind wan-
dering, executive functions, and behavior, we employed
an fMRI version of a recently developed finger-tapping
random-sequence generation task (FT-RSGT). This novel
paradigm allows assessment of ongoing fluctuations
in task-related and task-unrelated attentional states
through self-reports and sensitive indices of task per-
formance at high temporal resolution. Concurrent fMRI
and pupillometric measures were used to investigate the
neural substrates of direct and indirect markers of mind
wandering.

Participants completed interleaved blocks of two
different finger-tapping tasks, one where they performed
alternating sequences and one that required randomized
responding, that were otherwise identical in terms
of stimulus presentation, task pacing, and thought
probe frequency. We therefore hypothesized that the
difference in neural recruitment between the two tasks
should be mainly reflected in the activation of brain
regions associated with executive functioning. Indeed,
our results demonstrate greater involvement of attention
and executive control networks during the genera-
tion of random sequences compared to alternating
finger-tapping. Specifically, activation was localized in
brain regions previously implicated in random number
generation, including the right superior parietal lobe
and intraparietal sulcus, primary and supplementary
motor areas, right dorsolateral prefrontal cortex (DLPFC),
anterior insula, and cerebellum (Mattay et al. 1998;
Jahanshahi et al. 2000; Gountouna et al. 2010). The DLPFC
has been proposed to play an especially important role
in the suppression of repetition in response patterns
(Jahanshahi et al. 1998; Jahanshahi et al. 2000; Joppich
et al. 2004; Capone et al. 2014) and is a major node in the
frontoparietal control network (FPCN) that is typically
associated with strategic planning and goal-directed
cognition. Thus, the coordinated activity of the DLPFC
together with somatomotor areas, insula, and cerebel-
lum likely orchestrates the complex behavior required
for this task, including the evaluation and selection of
spatiotemporal motor actions, suppression of sequence
reiterations, and synchronization of responses to an
externally-cued rhythm.

In addition, we observed a similar pattern of fron-
toparietal cortical activation associated with increases
in sequence randomness, including the right intrapari-
etal sulcus, right posterior middle frontal gyrus, and
left medial supplementary motor area. This is consis-
tent with an early study employing a finger-tapping task
combined with random sequence generation (Schubert
et al. 1998) and suggests that these regions are especially
important for self-determined action planning and exe-
cution. In particular, the intraparietal sulcus has been
argued to serve important integrative functions of sen-
sorimotor information required to monitor the ongoing
movement sequence and adapt new movements accord-
ing to the randomness criterion (Schubert et al. 1998;
Tanabe et al. 2005). However, the absence of correlated
activity in the DLPFC with sequence randomness was
surprising given previous findings (Jahanshahi et al. 2000;
Joppich et al. 2004). Interestingly, a recent study reported
a similar dissociation as anodal tDCS of the left DLPFC
failed to modulate sequence randomness as measured
with approximate entropy (Boayue et al. 2020). Since we
did not find evidence for a difference in mind wandering
propensity between the two tasks, it is possible that the
DLPFC is not necessary for the optimization of sequence
entropy but is rather involved in the task-specific coor-
dination and distribution of executive control processes

https://academic.oup.com/cercor/article-lookup/doi/10.1093/cercor/bhab494#supplementary-data


Groot et al. | 4457

Fig. 5. (A) Active brain regions with increasing (left) and decreasing (middle) tonic pupil size. (B) Regions correlating with increasing (left) and decreasing
(middle) phasic pupil responses to task-related events. (Right) Percentage of contrast maps that overlap with a 7-network cortical, subcortical, and
cerebellar parcellation. HPC = hippocampus; LC = locus coeruleus; SN = substantia nigra; STN = subthalamic nucleus; VTA = ventral tegmental area;
Tha = thalamus; IC = internal capsule; intCALC = intracalcarine cortex; SFG = superior frontal gyrus; S1 = primary somatosensory cortex; LOC = lateral
occipital cortex; STG = superior temporal gyrus; MTG = middle temporal gyrus; M1 = primary motor cortex; CUN = cuneal cortex; FFG = fusiform gyrus;
HPC = hippocampus; LG = lingual gyrus; IOG = inferior occipital gyrus; SOG = superior occipital gyrus. SUB = subcortex; CBM = cerebellum (reproduced
from Groot, Csifcsák, et al. 2021).

that may also periodically engage in task-unrelated pro-
cesses such as mind wandering. This interpretation is in
line with the proposed role of the DLPFC in context regu-
lation (Turnbull et al. 2019) and conforms to the observa-
tion that anodal tDCS of the DLPFC reduced involuntary
shifts in task-unrelated attention (Boayue et al. 2020).

Decreases in randomness, as would be expected to
occur when thoughts drift away from the task as subjects
engage in mind wandering, were instead associated with
activity in the left inferior temporal sulcus and left supe-
rior and inferior occipital gyri. Although these regions
are not typically associated with decrements in task
performance, a large-scale meta-analysis (Spreng et al.
2002) reported that the left inferior temporal sulcus is
often associated with autobiographical memory retrieval
and default mode functions. However, the ordinal regres-
sion analysis did not reveal a clear relationship between
approximate entropy of the tapping-sequence and mind
wandering, suggesting that mind wandering was less
detrimental to this aspect of task performance compared

to the maintenance of synchronized finger-tapping to
the metronome as reflected in the strong relationship
with behavioral variability. As we also observed generally
higher tapping variability during the random task, partic-
ipants were possibly more strongly engaged in maintain-
ing task performance by optimizing sequence random-
ness, leading to the deterioration of tapping rhythmicity.

When executive task demands were low and partic-
ipants were required to simply produce an alternating
finger-tapping sequence, greater activity was observed
in the core nodes of the DMN, namely the posterior
cingulate cortex/precuneus and left angular gyrus. Given
the context-regulation hypothesis, which states that the
propensity to mind wander is adaptively adjusted to envi-
ronmental demands (Smallwood and Andrews-Hanna
2013), it is conceivable that the less effortful alternating
finger-tapping task, as opposed to random sequence-
generation, was more facilitative of mind wandering as
reflected in greater DMN activation (Mason et al. 2007).
However, as we failed to observe activation of the DMN
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directly preceding self-reports of mind wandering, or
any difference in mind wandering propensity between
the two tasks, an alternative explanation may be that
DMN recruitment rather indicated a greater reliance on
automated behavior (Shamloo and Helie 2016; Scheibner
et al. 2017; Vatansever et al. 2017). This explanation is
in line with our observation of correlated activity in the
DMN (ventromedial prefrontal cortex and left superior
frontal gyrus) when the rhythm of finger-tapping was
more synchronized with the metronome, which is in
agreement with previous findings characterizing stable
or “in-the-zone” behavior (Esterman et al. 2013, 2014;
Kucyi et al. 2016; Kucyi et al. 2017; Yamashita et al.
2020). Together, these results suggest that automatic and
repetitive behavior that is considered less effortful might
be governed by the DMN and fluctuations in behavioral
variability may provide a sensitive marker for changes
in attention as reflected in neural correlates of atten-
tion rather than sensorimotor networks. Furthermore,
increases in finger-tapping variability were predictive
of self-reported mind wandering episodes throughout
the task, highlighting the robustness of this relationship
across different tasks and studies (Bastian and Sackur
2013; Hawkins et al. 2019; Boayue et al. 2020) and addi-
tionally substantiating behavioral variability as a sensi-
tive marker for departures from task-focused attention.

We did not observe a difference in mind wandering
propensity between the two task conditions, which is sur-
prising given previous studies demonstrating an effect
of task difficulty on mind wandering (Seli, Konishi, et al.
2018; Brosowsky et al. 2021). One possible explanation as
to why levels of mind wandering during the less demand-
ing alternating finger-tapping task were similar to those
during the random task is that exposure to the former,
easier task was limited. Specifically, alternating blocks
composed only one-third of the experiment and were
pseudo-randomized, making it unlikely for two alternat-
ing blocks to occur sequentially. Therefore, occasional
periods of 1-min lasting alternating finger-tapping were
possibly not long enough to induce significantly more
mind wandering, resulting in comparable levels of mind
wandering between the two tasks.

Contrary to expectations, the patterns of neural
recruitment directly preceding mind wandering self-
reports and during periods of increased tapping variabil-
ity did not converge. However, the observed divergence in
our study is less surprising given the results of a previous
study employing a continuous performance task (Kucyi
et al. 2016), in which the authors demonstrated greater
activation of the DMN in relation to self-reported
mind wandering as well as stable performance even
though mind wandering was preceded by increases in
response variability. Combined with our results, these
findings suggest a certain level of independence in the
relationships between the DMN and mind wandering
on the one hand, and between the DMN and behavioral
variability on the other. Although the authors of that
study report DMN activation prior to mind wandering,

our results failed to show such a relationship. Instead,
we observed that mind wandering self-reports were
preceded by local activation of the left inferior occipital
gyrus and cerebellum during the alternating task and
the right striatum during the random task. Regardless of
the discrepancy with the neural recruitment during task
performance, these results are puzzling on their own as
they strongly deviate from the neural regions typically
associated with mind wandering and spontaneous
thought (Christoff et al. 2009; Fox et al. 2015). However,
several studies indicate that cerebellar regions are
functionally connected to cortical intrinsic connectivity
networks, including the DMN (Habas et al. 2009; Buckner
et al. 2011; Vatansever et al. 2015; Habas 2021), revealing
a role for the cerebellum in cognition. In addition, earlier
findings are suggestive of a role for the striatum in brain
state maintenance through connections with the insula
in order to sustain mind wandering episodes (Tang et al.
2012; Chou et al. 2017) and a recent study reported
the thalamus and basal forebrain as subcortical nodes
of the DMN (Alves et al. 2019). Furthermore, a recent
study analyzing the dynamics within and between large-
scale networks observed that mind wandering interacted
with changes in the segregation and integration of
visual and subcortical networks (Zuberer et al. 2021).
Specifically, mind wandering was associated with higher
levels of integration of the visual network compared to
optimal sustained attention, whereas the subcortical
network showed stronger segregation, suggesting that
visual and subcortical system dynamics are sensitive
to perturbations from mind wandering. Hence, although
the role of cerebellar and subcortical regions and cortico-
subcortical network interactions in mind wandering is
currently understudied, these findings warrant consid-
eration for future research.

It should be noted that there exists a large heterogene-
ity in the design and the direct or indirect measurement
of mind wandering across previous studies and different
forms of mind wandering or spontaneous thought can
be discerned based on their neural correlates (Fox et al.
2015). In addition, some researchers have proposed
a distinction between stimulus-independent versus
stimulus-oriented mind wandering (Gilbert et al. 2007;
Maillet et al. 2017), a dimension that cannot be directly
investigated in most continuous performance and sus-
tained attention tasks that implement ongoing stimulus
delivery. Instead, the FT-RSGT can be considered mostly
a stimulus-independent paradigm and thus task perfor-
mance in general relies more prominently on internal
representations. An intriguing speculation arising from
these considerations is that network configurations
supporting such representations might be similar for
task-related and task-unrelated processes, which would
explain the absence in neural contrast. Alternatively,
the divergence in brain activation identified through
direct (self-report) versus indirect (objective) measures
may arise from the difference in how they relate to its
heterogeneous phenomenological aspects. For example,
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experience sampling may capture a wide variety of
types of spontaneous thought, including episodes that
are brief versus prolonged, aware versus unaware, and
deliberate versus involuntary. Indeed, there is evidence
that the spontaneous generation of mind wandering
and its subjective experience are separable components
(Smallwood et al. 2007) that can also be distinguished on
the neural level (Christoff et al. 2009). In contrast, indices
of objective performance may consistently “catch” a
distinct and uniform aspect of mind wandering, such
as its depth or intensity. As there is evidence that mind
wandering without meta-awareness is more disruptive of
task performance (Smallwood et al. 2007, 2008), increases
in behavioral variability may especially reflect deep and
unaware episodes of task disengagement. Future studies
are necessary to further investigate these hypotheses.

Finally, we investigated the neural correlates of
changes in slowly-fluctuating pupil dilations and con-
strictions as well as changes in the amplitude of evoked
transient responses to task-related events as derivatives
of tonic and phasic LC/NE dynamics, respectively
(Aston-Jones and Cohen 2005). In agreement with
previous reports, spontaneous tonic pupil dilations were
correlated with activity in occipito-temporal regions,
thalamus, brainstem, and cerebellum, whereas negative
correlations were observed within widespread visual and
somatomotor cortical areas (Murphy et al. 2014; Yellin
et al. 2015; Schneider et al. 2016; DiNuzzo et al. 2019).
Especially, the involvement of the LC and thalamus
is unsurprising given their known role as drivers of
cortical arousal and neural gain that is necessary for
optimized task performance (Aston-Jones et al. 1991;
Aston-Jones and Cohen 2005; Saper et al. 2005) as well as
the proposed role of the thalamus in orchestrating atten-
tional switches between internally versus externally-
directed awareness (Wang et al. 2014; Cunningham
et al. 2016; Sweeney-Reed et al. 2017) and directing
attention to episodic memories (Leszczynski and Staudigl
2016). In addition, the somatosensory cortices have been
previously associated with spontaneous thought (Fox
et al. 2015) as well as visual imagery and thoughts
relating to body-centered information during mind
wandering (Delamillieure et al. 2010; Fox et al. 2013).
As tonic pupil size was negatively related to self-
reported mind wandering, the observed activation of
somatosensory cortices in association with tonic pupil
constriction could therefore reflect involvement in mind
wandering episodes.

Interestingly, occipital activation was frequently either
directly or indirectly associated with mind wandering,
including when sequence randomness decreased (left
superior and inferior occipital gyri), during tonic (lateral
occipital cortices) and phasic (right inferior and bilateral
superior occipital gyri) pupil constriction, and preceding
mind wandering reports in the alternating task (left infe-
rior occipital gyrus), possibly suggesting similar underly-
ing cognitive states. It has been argued that through cor-
tical feedback mechanisms, the occipital cortex may play

a role in cognition independent from perceptual input,
such as internal visual representations that transpire
during mental imagery and mind wandering (Kosslyn
et al. 2001; Petro et al. 2016). Together with previous work,
these findings provide important insights into how tonic
and phasic pupil dynamics may operate as indicators
of task-unrelated mental states such as mind wander-
ing (Mittner et al. 2016; Konishi et al. 2017; Unsworth
and Robison 2018; Groot, Boayue, et al. 2021). The ordi-
nal regression analysis furthermore revealed a signif-
icant interaction between the two pupil components,
suggesting that phasic responses only demonstrate a
negative relationship with mind wandering when tonic
pupil size is increased. This is in line with a recently
proposed model of mind wandering based on the adap-
tive gain theory (Mittner et al. 2016), which poses that
two distinct task-unrelated states (“active mind wan-
dering” and “off-focus”) are distinguishable based the
level of tonic NE. Specifically, active mind wandering
is characterized by similar tonic levels as the on-task
state reflecting optimal neural gain and arousal, whereas
the off-focus state represents an exploratory mode dur-
ing which brain networks reconfigure to select relevant
behavioral goals. If we assume that participants had
generally low levels of arousal and vigilance during the
FT-RSGT, the observed high levels of tonic pupil size
could possibly reflect optimal levels of tonic NE, during
which the amplitude of phasic responses maximally dis-
criminate between active mind wandering (low phasic
responses indicate task disengagement and perceptual
decoupling) and on-task (high phasic responses reflect
task-focused attention).

In summary, we demonstrated that the FT-RSGT relies
on the recruitment of attentional and executive control
networks, providing evidence for our hypothesis that
the generation of random as opposed to alternating
finger-tapping sequences requires the use of executive
resources. Secondly, we observed positive significant
relationships between self-reported episodes of mind
wandering and time-on-task as well as behavioral
variability, replicating earlier findings and validating
the use of this task as an fMRI paradigm (Boayue
et al. 2020). Finally, we replicated at least partially
the neural correlates of indirect markers of mind
wandering and arousal state using sensitive indices of
behavioral performance and pupillometric measures as
derivatives for LC/NE functioning. In contrast, neither
the previously reported cortical networks underlying
mind wandering, nor the activation patterns associ-
ated with task performance could be observed in the
neural contrasts preceding thought probes, suggesting
a dissociation between indirect and direct (subjective)
measures that may underline the vulnerability of
thought probing for disentangling the neural under-
pinning of this heterogeneous mental state. Together,
our results add to the growing body of work to better
understand the mechanisms of ongoing fluctuations in
attention and how various markers of mind wandering
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relate to each other at both the behavioral and neural
level.

Supplementary Material
Supplementary material can be found at Cerebral Cortex
online.

Funding
Netherlands Organization of Scientific Research (NWO;
grant number 016.Vici.185.052 to B.U.F.).

Notes
We would like to thank Steven Miletic and Dr Pierre-Louis
Bazin from the Integrative Model-based Cognitive Neu-
roscience research unit at the University of Amsterdam
for their help in the preparations and pilot experiments
and for the insightful advice regarding the fMRI analyses
conducted in this paper, respectively. Conflict of Interest:
None declared.

References
Alexandersen A, Csifcsák G, Mittner M. 2021. The effect of tran-

scranial direct current stimulation on the interplay between
executive control, behavioral variability, and mind wandering:
a registered report. PsyArXiv Preprints. https://doi.org/10.31234/
osf.io/qfcm9.

Alkemade A, Mulder MJ, Groot JM, Isaacs BR, Van Berendonk N, Lute
N, Isherwood SJS, Bazin P-L, Forstmann BU. 2020. The Amster-
dam ultra-high field adult lifespan database (AHEAD): a freely
available multimodal 7 tesla submillimeter magnetic resonance
imaging database. NeuroImage. 221:117200.

Alves PN, Foulon C, Karolis V, Bzdok D, Margulies DS, Volle E, De
Schotten MT. 2019. An improved neuroanatomical model of the
default-mode network reconciles previous neuroimaging and
neuropathological findings. Commun Biol. 2:370.

Aston-Jones G, Cohen JD. 2005. An integrative theory of locus
coeruleus-norepinephrine function: adaptive gain and optimal
performance. Ann Rev Neurosci. 28:403–450.

Aston-Jones G, Chiang C, Alexinsky T. 1991. Discharge of noradren-
ergic locus coeruleus neurons in behaving rats and monkeys
suggests a role in vigilance. Prog Brain Res. 88:501–520.

Avants B, Epstein C, Grossman M, Gee J. 2008. Symmetric diffeo-
morphic image registration with cross-correlation: evaluating
automated labeling of elderly and neurodegenerative brain. Med
Image Anal. 12:26–41.

Baddeley A, Emslie H, Kolodny J, Duncan J. 1998. Random generation
and the executive control of working memory. Q J Exp Psychol A.
51:819–852.

Banks JB, Welhaf MS, Hood AVB, Boals A, Tartar JL. 2016. Examining
the role of emotional valence of mind wandering: all mind wan-
dering is not equal. Conscious Cogn. 43:167–176.

Bastian M, Sackur J. 2013. Mind wandering at the fingertips: auto-
matic parsing of subjective states based on response time vari-
ability. Front Psychol. 4:573.

Beckmann CF, Jenkinson M, Smith SM. 2003. General multilevel
linear modeling for group analysis in FMRI. NeuroImage. 20:
1052–1063.

Boayue NM, Csifcsák G, Aslaksen P, Turi Z, Antal A, Groot J, Hawkins
GE, Forstmann B, Opitz A, Thielscher A, et al. 2019. Increasing

propensity to mind-wander by transcranial direct current stimu-
lation? A registered report. Eur J Neurosci. 1–19.

Boayue NM, Csifcsák G, Kreis IV, Schmidt C, Finn I, Vollsund AEH,
Mittner M. 2020. The interplay between executive control, behav-
ioral variability and mind wandering: insights from a high-
definition transcranial direct-current stimulation study. Eur J
Neurosci. 53:1498–1516.

Brosowsky NP, Murray S, Schooler JW, Seli P. 2021. Thought dynamics
under task demands: evaluating the influence of task difficulty
on unconstrained thought. J Exp Psychol. 47:1298–1312.

Buckner RL, Krienen FM, Castellanos A, Diaz JC, Yeo BTT. 2011. The
organization of the human cerebellum estimated by intrinsic
functional connectivity. J Neurophysiol. 106:2322–2345.

Bürkner P-C. 2017. Brms: an R package for Bayesian multilevel mod-
els using Stan. J Stat Softw. 80:1–28.

Bürkner P-C, Vuorre M. 2019. Ordinal regression models in psychology: a
tutorial Adv Meth Pract Psychol Sci. 2:77–101.

Callard F, Smallwood J, Golchert J, Margulies DS. 2013. The era
of the wandering mind? Twenty-first century research on self-
generated mental activity. Front Psychol. 4:891.

Capone F, Capone G, Ranieri F, Di Pino G, Oricchio G, Di Lazzaro V.
2014. The effect of practice on random number generation task:
a transcranial direct current stimulation study. Neurobiol Learn
Mem. 114:51–57.

Chou Y-H, Sundman M, Whitson HE, Gaur P, Chu M-L, Weingarten
CP, Madden DJ, Wang L, Kirste I, Joliot M, et al. 2017. Maintenance
and representation of mind wandering during resting-state fMRI.
Sci Rep. 7:40722.

Christoff K. 2012. Undirect thought: neural determinants and corre-
lates. Brain Res. 1428:51–59.

Christoff K, Gordon AM, Smallwood J, Smith R, Schooler JW. 2009.
Experience sampling during fMRI reveals default network and
executive system contributions to mind wandering. Proc Natl Acad
Sci U S A. 106:8719–8724.

Cox RW, Hyde JS. 1997. Software tools for analysis and visualization
of fMRI data. NMR Biomed. 10:171–178.

Cunningham SI, Tomasi D, Volkow ND. 2016. Structural and func-
tional connectivity of the precuneus and thalamus to the default
mode network. Hum Brain Mapp. 38:938–956.

Delamillieure P, Doucet G, Mazoyer B, Turbelin MR, Delcroix N, Mellet
E, Zago L, Crivello F, Petit L, Tzourio-Mazoyer N, et al. 2010. The
resting state questionnaire: an introspective questionnaire for
evaluation of inner experience during the conscious resting state.
Brain Res Bull. 81:565–573.

Diedrichsen J, Balsters JH, Flavell J, Cussans E, Ramnani N. 2009. A
probabilistic MR atlas of the human cerebellum. NeuroImage. 46:
39–46.

DiNuzzo M, Mascali D, Moraschi M, Bussu G, Maugeri L, Mangini F,
Fratini M, Giove F. 2019. Brain networks underlying eye’s pupil
dynamics. Front Neurosci. 13:965.

Dixon ML, De La Vega A, Mills C, Andrews-Hanna J, Spreng RN, Cole
MW, Christoff K. 2018. Heterogeneity within the frontoparietal
control network and its relationship to the default and dorsal
attention networks. Proc Natl Acad Sci U S A. 115:1598–1607.

Esteban O, Markiewicz CJ, Blair RW, Moodie CA, Isik AI, Erramuzpe
A, Kent JD, Goncalves M, DuPre E, Snyder M, et al. 2018. fMRIPrep:
a robust preprocessing pipeline for functional MRI. Nat Methods.
16:111–116.

Esterman M, Noonan SK, Rosenberg M, Degutis J. 2013. In the zone or
zoning out? Tracking behavioral and neural fluctuations during
sustained attention. Cereb Cortex. 23:2712–2723.

Esterman M, Rosenburg MD, Noonan SK. 2014. Intrinsic fluctuations
in sustained attention and distractor processing. J Neurosci. 34:
1724–1730.

https://academic.oup.com/cercor/article-lookup/doi/10.1093/cercor/bhab494#supplementary-data
https://doi.org/10.31234/osf.io/qfcm9
https://doi.org/10.31234/osf.io/qfcm9


Groot et al. | 4461

Fonov VS, Evans AC, McKinstry RC, Almli CR, Collins DL. 2009. Unbi-
ased nonlinear average age-appropriate brain templates from
birth to adulthood. NeuroImage. 47:102.

Fox KCR, Nijeboer S, Solomonova E, Domhoff GW, Christoff K. 2013.
Dreaming as mind wandering: evidence from functional neu-
roimaging and first-person content reports. Front Hum Neurosci.
7:412.

Fox KCR, Spreng RN, Ellamil M, Andrews-Hanna JR, Christoff K. 2015.
The wandering brain: meta-analysis of functional neuroimaging
studies of mind-wandering and related spontaneous thought
processes. NeuroImage. 111:611–621.

Friston KJ, Worsley KJ, Frackowiak RS, Mazziotta JC, Evans AC. 1994.
Assessing the significance of focal activations using their spatial
extent. Hum Brain Mapp. 1:210–220.

Gilbert SJ, Dumontheil I, Simons JS, Frith CD, Burgess PW. 2007.
Comment on “wandering minds: the default mode network and
stimulus-independent thought”. Science. 317:43.

Gorgolewski K, Burns CD, Madison C, Clark D, Halchenko YO,
Waskom ML, Ghosh SS. 2011. Nipype: a flexible, lightweight and
extensible neuroimaging data processing framework in python.
Front Neuroinform. 5:13.

Gountouna V-E, Job DE, McIntosh AM, Moorhead TWJ, Lymer GKL,
Whalley HC, Hall J, Waiter GD, Brennan D, McGonigle DJ, et al.
2010. Functional magnetic resonance imaging (fMRI) repro-
ducibility and variance components across visits and scanning
sites with a finger tapping task. NeuroImage. 49:552–560.

Grandchamp R, Braboszcz C, Delorme A. 2014. Oculometric varia-
tions during mind wandering. Front Psychol. 5:31.

Greve DN, Fischl B. 2009. Accurate and robust brain image alignment
using boundary-based registration. NeuroImage. 48:63–72.

Groot JM, Boayue NM, Csifcsák G, Boekel W, Huster R, Forstmann BU,
Mittner M. 2021. Probing the neural signature of mind wander-
ing with simultaneous fMRI-EEG and pupillometry. NeuroImage.
224:117412.

Groot JM, Csifcsák G, Wientjes S, Forstmann BU, Mittner M. 2021.
Materials for “catching wandering minds with tapping fingers:
neural and behavioral insights into task-unrelated cognition”.
Open Science Framework. https://doi.org/10.17605/OSF.IO/56FCX

Habas C. 2021. Functional connectivity of the cognitive cerebellum.
Front Sys Neurosci. 15:642225.

Habas C, Kamdar N, Nguyen D, Prater K, Beckmann CF, Menon V,
Greicius MD. 2009. Distinct cerebellar contributions to intrinsic
connectivity networks. J Neurosci. 29:8586–8594.

Hawkins GE, Mittner M, Forstmann BU, Heathcote A. 2019. Modeling
distracted performance. Cogn Psychol. 112:48–80.

Hoeks B, Levelt WJM. 1993. Pupillary dilation as a measure of atten-
tion: a quantitative system analysis. Behav Res Methods. 25:16–26.

Jahanshahi M, Profice P, Brown RG, Ridding MC, Dirnberger G,
Rothwell JC. 1998. The effects of transcranial magnetic stimu-
lation over the dorsolateral prefrontal cortex on suppression of
habitual counting during random number generation. Brain. 121:
1533–1544.

Jahanshahi M, Dirnberger G, Fuller R, Firth CD. 2000. The role of
the dorsolateral prefrontal cortex in random number genera-
tion: a study with positron emission tomography. NeuroImage. 12:
713–725.

Jahanshahi M, Saleem T, Ho AK, Dirnberger G, Fuller R. 2006. Ran-
dom number generation as an index of controlled processing.
Neuropsychology. 20:391–399.

Jenkinson M, Smith SM. 2001. A global optimisation method for
robust affine registration of brain images. Med Image Anal. 5:
143–156.

Jenkinson M, Bannister P, Brady JM, Smith SM. 2002. Improved
optimisation for the robust and accurate linear registration and
motion correction of brain images. NeuroImage. 17:825–841.

Joppich G, Däuper J, Dengler R, Johannes S, Rodriguez-Fornells A,
Münte TF. 2004. Brain potentials index executive functions dur-
ing random number generation. Neurosci Res. 49:157–164.

Joshi S, Li Y, Kalwani RM, Gold JI. 2016. Relationship between pupil
diameter and neuronal activity in the locus coeruleus, colliculi,
and cingulate cortex. Neuron. 89:221–234.

Jubera-Garcia E, Gevers W, Van Opstal F. 2019. Influence of content
and intensity of thought on behavioral and pupil changes during
active mind wandering, off-focus, and on-task states. Atten Percept
Psychophys. 82:1125–1135.

Kane MJ, McVay JC. 2012. What mind wandering reveals about
executive-control abilities and failures. Curr Dir Psychol Sci. 21:
348–354.

Killingsworth MA, Gilbert DT. 2010. A wandering mind is an unhappy
mind. Science. 330:932.

Konishi M, Brown K, Battaglini L, Smallwood J. 2017. When attention
wanders: pupillometric signatures of fluctuations in external
attention. Cognition. 168:16–26.

Kosslyn SM, Ganis G, Thompson WL. 2001. Neural foundations of
imagery. Nat Rev Neurosci. 2:635–642.

Kucyi A, Esterman M, Riley CS, Valera EM. 2016. Spontaneous default
network activity reflects behavioral variability independent of
mind-wandering. Proc Natl Acad Sci. 113:13899–13904.

Kucyi A, Hove MJ, Esterman M, Hutchison RM, Valera EM. 2017.
Dynamic brain network correlates of spontaneous fluctuations
in attention. Cereb Cortex. 27:1831–1840.

Laeng B, Sirois S, Gredebäck G. 2012. Pupillometry: a window to the
preconscious? Perspect Psychol Sci. 7:18–27.

Lawson C, Hanson RJ. 1987. Solving least squares problems. Philadelphia
(PA): SIAM.

Leszczynski M, Staudigl T. 2016. Memory-guided attention in the
anterior thalamus. Neurosci Biobehav Rev. 66:163–165.

Liddell TM, Kruschke JK. 2018. Analyzing ordinal data with metric
models: what could possibly go wrong? J Exp Soc Psychol. 79:
328–348.

Maillet D, Seli P, Schacter DL. 2017. Mind-wandering and task stimuli:
stimulus-dependent thoughts influence performance on mem-
ory tasks and are more often past- versus future-oriented. Con-
scious Cogn. 52:55–67.

Mason MF, Norton MI, Van Horn JD, Wegner DM, Grafton ST, Macrae
CN. 2007. Wandering minds: the default mode network and
stimulus-independent thought. Science. 315:393–395.

Mathôt S. 2013. A simple way to reconstruct pupil size during eye
blinks. https://doi.org/10.6084/m9.figshare.688001.

Mattay VS, Callicott JH, Bertolino A, Santha AKS, Van Horn JD, Tallent
KA, Frank JA, Weinberger DR. 1998. Hemispheric control of motor
function: a whole brain echo planar fMRI study. Psychiatry Res
Neuroimaging. 83:7–22.

McVay JC, Kane MJ. 2009. Conducting the train of thought: work-
ing memory capacity, goal neglect, and mind wandering in
an executive-control task. J Exp Psychol Learn Mem Cogn. 35:
196–204.

McVay JC, Kane MJ. 2010. Does mind wandering reflect execu-
tive function or executive failure? Comment on Smallwood and
Schooler (2006) and Watkins (2008). Psychol Bull. 136:188–207.

Mittner M. 2020. Pypillometry: a python package for pupillometric
analyses. J Open Source Soft. 5:2348.

Mittner M. 2021. Estimation of tonic and phasic pupillometric sig-
nals. Figshare. https://doi.org/10.6084/m9.figshare.17022104.v2.

https://doi.org/10.17605/OSF.IO/56FCX
https://doi.org/10.6084/m9.figshare.688001
https://doi.org/10.6084/m9.figshare.17022104.v2


4462 | Cerebral Cortex, 2022, Vol. 32, No. 20

Mittner M, Boekel W, Tucker AM, Turner BM, Heathcote A, Forstmann
BU. 2014. When the brain takes a break: a model-based analysis
of mind wandering. J Neurosci. 34:16286–16295.

Mittner M, Hawkins GE, Boekel W, Forstmann BU. 2016. A neural
model of mind wandering. Trends Cogn Sci. 20:570–578.

Murphy PR, O’Connell RG, O’Sullivan M, Robertson IH, Balsters JH.
2014. Pupil diameter covaries with BOLD activity in human locus
coeruleus. Hum Brain Mapp. 35:4140–4154.

Peirce JW. 2007. PsychoPy - psychophysics software in python.
J Neurosci Methods. 162:8–13.

Pelagatti C, Binda P, Vannucci M. 2020. A closer look at the time-
course of mind wandering: pupillary response and behavior. PLoS
One. 15:0226792.

Peters M, Giesbrecht T, Jelicic M, Merckelback H. 2007. The random
number generation task: psychometric properties and normative
data on an executive function task in a mixed sample. J Int
Neuropsychol Soc. 13:626–634.

Petro LS, Paton AT, Muckli L. 2016. Contextual modulation of primary
visual cortex by auditory signals. Phil Trans R Soc B. 372:20160104.

Pincus S, Kalman RE. 1997. Not all (possibly) “random” sequences are
created equal. Proc Natl Acad Sci U S A. 94:3513–3518.

Raichle ME. 2015. The brain’s default mode network. Annu Rev Neu-
rosci. 38:433–447.

Saper CB, Scammel TE, Lu J. 2005. Hypothalamic regulation of sleep
and circadian rhythms. Nature. 437:1257–1263.

Scheibner HJ, Bogler C, Gleich T, Haynes JD, Bermpohl F. 2017.
Internal and external attention and the default mode network.
NeuroImage. 148:381–389.

Schneider M, Hathway P, Leuchs L, Sämann PG, Czisch M, Spoor-
maker VI. 2016. Spontaneous pupil dilations during resting state
are associated with activation of the salience network. NeuroIm-
age. 139:189–201.

Schooler JW, Smallwood J, Christoff K, Handy TC, Reichle ED, Sayette
MA. 2011. Meta-awareness, perceptual decoupling and the wan-
dering mind. Trends Cogn Sci. 15:319–326.

Schubert T, von Cramon DY, Niendorf T, Pollman S, Bublak P. 1998.
Cortical areas and the control of self-determined finger move-
ments. Neuroreport. 9:3171–3176.

Seli P, Cheyne JA, Smilek D. 2013. Wandering minds and wavering
rhyhtms: linking mind wandering and behavioral variability. J Exp
Psychol. 39:1–15.

Seli P, Risko EF, Smilek D. 2016. On the necessity of distinguishing
between unintentional and intentional mind wandering. Psychol
Sci. 27:685–691.

Seli P, Beaty RE, Cheyne JA, Smilek D, Oakman J, Schacter DL. 2018.
How pervasive is mind wandering, really? Conscious Cogn. 66:
74–78.

Seli P, Konishi M, Risko EF, Smilek D. 2018. The role of task difficulty
in theoretical accounts of mind wandering. Conscious Cogn. 65:
255–262.

Shamloo F, Helie S. 2016. Changes in default mode network as
automaticity develops in a categorization task. Behav Brain Res.
313:324–333.

Shepard J. 2019. Why does the mind wander? Neurosci Conscious.
5:014.

Smallwood J, Andrews-Hanna J. 2013. Not all minds that wander
are lost: the importance of a balanced perspective on the mind-
wandering state. Front Psychol. 4:441.

Smallwood J, Schooler JW. 2006. The restless mind. Psychol Bull. 132:
946–958.

Smallwood J, Schooler JW. 2015. The science of mind wandering:
empirically navigating the stream of consciousness. Ann Rev
Psychol. 66:487–518.

Smallwood J, Davies JB, Heim D, Finnigan F, Sudberry M, O’Connor
R, Obonsawin M. 2004. Subjective experience and the attentional
lapse: task engagement and disengagement during sustained
attention. Conscious Cogn. 13:657–690.

Smallwood J, McSpadden M, Schooler JW. 2007. The lights are on but
no one’s home: meta-awareness and the decoupling of attention
when the mind wanders. Psychon Bull Rev. 14:527–533.

Smallwood J, McSpadden M, Luus B, Schooler J. 2008. Segmenting
the stream of consciousness: the psychological correlates of
temporal structures in the time series data of a continuous
performance task. Brain Cogn. 66:50–56.

Smallwood J, Brown KS, Tipper C, Giesbrecht B, Franklin MS, Mrazek
MD, Carlson JM, Schooler JW. 2011. Pupillometric evidence for
the decoupling of attention from perceptual input during offline
thought. PLoS One. 6:18298.

Smallwood J, Brown KS, Baird B, Mrazek MD, Franklin MS, Schooler
JW. 2012. Insulation for daydreams: a role for tonic nore-
pinephrine in the facilitation of internally guided thoughts. PLoS
One. 7:33706.

Smith SM, Brady JM. 1997. SUSAN – a new approach to low level
image processing. Int J Comput Vis. 23:45–78.

Spreng NR, Mar RA, Kim ASN. 2002. The common neural basis
of autobiographical memory, prospection, navigation, theory of
mind, and the default mode: a quantitative meta-analysis. J Cogn
Neurosci. 21:489–510.

Sweeney-Reed CM, Zaehle T, Voges J, Schmitt FC, Buentjen L, Bor-
chardt V, Walter M, Hinrichs H, Heinze H-J, Rugg MD, et al. 2017.
Anterior thalamic high frequency band activity is coupled with
theta oscillations at rest. Front Hum Neurosci. 11:358.

Tanabe C, Kato M, Miyauchi S, Hayashi S, Yanagida T. 2005. The
sensorimotor transformation of cross-modal spatial information
in the anterior intraparietal sulcus as revealed by functional MRI.
Cogn Brain Res. 22:385–396.

Tang YY, Rothbart MK, Posner MI. 2012. Neural correlates of estab-
lishing, maintaining, and switching brain states. Trends Cogn Sci.
16:330–337.

Teasdale JD, Dritschel BH, Taylor MJ, Proctor L, Lloyd CA, Nimmo-
Smith I, Baddeley AD. 1995. Stimulus-independent thought
depends on central executive resources. Mem Cogn. 23:
551–559.

Turnbull A, Wang H-T, Murphy C, Ho NSP, Wang X, Sormaz M, Kara-
panagiotidis T, Leech RM, Bernhardt B, Margulies DS, et al. 2019.
Left dorsolateral prefrontal cortex supports context-dependent
prioritisation of off-task thought. Nat Commun. 10:3816.

Tustison NJ, Avants BB, Cook PA, Zheng Y, Egan A, Yushkevich PA.
2010. N4ITK: improved N3 bias correction. IEEE Trans Med Imaging.
29:1310–1320.

Unsworth N, Robison MK. 2016. Pupillary correlates of lapses of
sustained attention. Cogn Affect Behav Neurosci. 16:601–615.

Unsworth N, Robison MK. 2018. Tracking arousal state and mind
wandering with pupillometry. Cogn Affect Behav Neurosci. 18:
638–664.

Van Calster L, D’Argembeau A, Salmon E, Peters F, Majerus S. 2017.
Fluctuations of attentional networks and default mode network
during the resting state reflect variations in cognitive states:
evidence from a novel resting-state experience sampling method.
J Cogn Neurosci. 29:95–113.

Vatansever D, Menon DK, Manktelow AE, Sahakian BJ, Stamatakis EA.
2015. Default mode network connectivity during task execution.
NeuroImage. 122:96–104.

Vatansever D, Menon DK, Stamatakis EA. 2017. Default mode contri-
butions to automated information processing. Proc Natl Acad Sci
U S A. 114:12821–12826.



Groot et al. | 4463

Wang X, Xu M, Song Y, Li X, Zhen Z, Yang Z, Liu J. 2014. The
network property of the thalamus in the default mode net-
work is correlated with trait mindfulness. Neuroscience. 278:
91–301.

Weinstein Y. 2018. Mind-wandering, how do I measure three with
probes? Let me count the ways. Behav Res Methods. 50:642–661.

Weinstein Y, De Lima HJ, Van Der Zee T. 2018. Are you mind-
wandering, or is your mind on task? The effect of probe
framing on mind-wandering reports. Psychon Bull Rev. 25:
754–760.

Woolrich MW, Ripley BD, Brady M, Smith SM. 2001. Temporal auto-
correlation in univariate linear modeling of FMRI data. NeuroIm-
age. 14:1370–1386.

Yamashita A, Rothlein D, Kucyi A, Valera EM, Esterman M. 2021.
Brain state-based detection of attentional fluctuations and their
modulation. NeuroImage. 236:118072.

Yellin D, Berkovich-Ohana A, Malach R. 2015. Coupling between pupil
fluctuations and resting-state fMRI uncovers a slow build-up of

antagonistic responses in the human cortex. NeuroImage. 106:
414–427.

Yeo BTT, Krienen FM, Sepulcre J, Sabuncu MR, Lashkari D,
Hollinshead M, Roffman JL, Smoller JW, Zöllei L, Polimeni JR, et al.
2011. The organization of the human cerebral cortex estimated
by intrinsic functional connectivity. J Neurophysiol. 106:1125–1165.

Zanesco AP, Denkova E, Jha AP. 2020. Self-reported mind wan-
dering and response time variability differentiate prestimulus
electroencephalography microstate dynamics during a sustained
attention task. J Cogn Neurosci. 33:28–45.

Zhang Y, Brady M, Smith S. 2001. Segmentation of brain MR
images through a hidden markov random field model and the
expectation-maximization algorithm. IEEE Trans Med Imag. 20:
45–57.

Zuberer A, Kucyi A, Yamashita A, Wu CM, Walter M, Valera EM,
Esterman M. 2021. Integration and segregation across large-scale
intrinsic brain networks as a marker of sustained attention and
task-unrelated thought. NeuroImage. 229:117610.


	 Catching wandering minds with tapping fingers: neural and behavioral insights into task-unrelated cognition
	 Introduction
	 Materials and Methods
	 Results
	 Discussion
	 Supplementary Material
	 Funding
	 Notes


