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Background and objective: Artificial intelligence (AI)-powered conversational
agents are increasingly finding application in health care, as these can provide
patient education at any time. However, their effectiveness in medical settings
remains largely unexplored. This study aimed to assess the impact of the chatbot
‘‘PROState cancer Conversational Agent’’ (PROSCA), which was trained to provide
validated support from diagnostic tests to treatment options for men facing pros-
tate cancer (PC) diagnosis.
Methods: The chatbot PROSCA, developed by urologists at Heidelberg University
Hospital and SAP SE, was evaluated through a randomized controlled trial (RCT).
Patients were assigned to either the chatbot group, receiving additional access to
PROSCA alongside standard information by urologists, or the control group (1:1),
receiving standard information. A total of 112 men were included, of whom 103
gave feedback at study completion.
Key findings and limitations: Over time, patients’ information needs decreased signif-
icantly more in the chatbot group than in the control group (p = 0.035). In the chat-
bot group, 43/54 men (79.6%) used PROSCA, and all of them found it easy to use. Of
the men, 71.4% agreed that the chatbot improved their informedness about PC and
90.7% would like to use PROSCA again. Limitations are study sample size, single-
center design, and specific clinical application.
Conclusions and clinical implications: With the introduction of the PROSCA chatbot,
we created and evaluated an innovative, evidence-based AI health information tool
as an additional source of information for PC. Our RCT results showed significant
benefits of the chatbot in reducing patients’ information needs and enhancing their
understanding of PC. This easy-to-use AI tool provides accurate, timely, and acces-
sible support, demonstrating its value in the PC diagnosis process. Future steps
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include further customization of the chatbot’s responses and integration with the
existing health care systems to maximize its impact on patient outcomes.
Patient summary: This study evaluated an artificial intelligence–powered chatbot—
PROSCA, a digital tool designed to support men facing prostate cancer diagnosis by
providing validated information from diagnosis to treatment. Results showed that
patients who used the chatbot as an additional tool felt better informed than those
who received standard information from urologists. The majority of users appreci-
ated the ease of use of the chatbot and expressed a desire to use it again; this sug-
gests that PROSCA could be a valuable resource to improve patient understanding
in prostate cancer diagnosis.
� 2024 The Author(s). Published by Elsevier B.V. on behalf of European Association of
Urology. This is an open access article under the CC BY-NC-ND license (http://creative-

commons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Prostate cancer (PC) is the second most frequent malig-
nancy among men, accounting for 27% of all cancer diag-
noses in males [1,2]. In low-income countries, PC was the
number one cause of cancer death in males in 2022 [3].
Recent studies have shown that screening for prostate-
specific antigen (PSA) has a long-term mortality benefit
[4]. Patients who receive adequate and comprehensible
information about their condition and treatment options
report higher satisfaction levels [5]. However, there is evi-
dence that the quality of PC information available online
is moderate at best and often challenging to utilize [6].

Artificial intelligence (AI)-driven chatbots as validated
informative conversational programs could contribute to
the solution. These are part of a growing technological field
of AI called conversational agents that can communicate
with users in a human way [7]. Chatbots have potential
for use in diagnostics [8], and are expected to benefit
patients in disease management as well as physical, mental,
and behavioral outcomes [9].

However, research is still in the early stages of gaining
sufficient knowledge about the use of chatbots in medicine.
Most studies have focused on mental health [10]. Random-
ized controlled trials (RCTs) are rare; many studies were
simple proof–of-concept studies [10]. The effectiveness of
chatbots, for example, concerning clinical endpoints, was
investigated only in a few studies [11–13].

Recently, ChatGPT, a large language model (LLM) devel-
oped by OpenAI, gained increasing attention from urologists
and has the potential to be a source of information for
health issues [14–16]. A recently published study evaluated
the quality of information of ChatGPT responses for urology
patients compared with those of a urologist. However, it
found poor-quality responses regarding urology cases, with
only 52% of responses deemed appropriate [17].

A professional information service that supports patients
from screening through diagnosis to treatment is highly
desirable in the early detection of PC. A reliable source of
information that is always accessible could increase
patients’ understanding throughout their diagnostic process
and satisfy the high information need of the patients. This
study investigated the effectiveness of the customized chat-
bot PROState cancer Conversational Agent (PROSCA) as an
additional validated educational tool to the standard medi-
cal information in the context of PC diagnostics in an RCT.
2. Patients and methods

2.1. Development of the chatbot

An interprofessional team of the Urology Clinic of Heidel-
berg University Hospital, the German Cancer Research Cen-
ter, and SAP SE developed the chatbot PROSCA (Fig. 1),
which was evaluated in an exploratory RCT. The develop-
ment was carried out using the web interface SAP Conversa-
tional AI (SAP CAI) [18], a low-code chatbot platform that
allows users to utilize the variable AI or natural language
processing (NLP) model for personalized purposes, as
described previously [19]. In brief, the SAP CAI employs a
hybrid approach of prebuilt NLP models and adaptable
machine learning models to decode and interpret users’
input. These models are mainly based on deep learning
algorithms and are trained on extensive datasets to pre-
cisely extract information from text inputs. Contrary to
LLMs, these custom machine learning models offer the flex-
ibility of being trained with context-related data [20]. This
facilitates the development of a chatbot customized to
and validated for its particular field, capable of reacting to,
for example, PC-specific terminology. The chatbot’s opera-
tion field was defined to accompany patients during the
diagnostic process of PC and answer questions, for example,
about prostate diseases, diagnostic procedures, and treat-
ment options for PC, as well as to support the patient from
admission to the clinic to symptom checking at home.

The chatbot ‘‘PROSCA’’ is based on an expert system
designed to provide responses predetermined by experts.
Enrolled patients do not receive incorrect information from
the chatbot, as the responses have been formulated and
thoroughly verified by certified expert urologists. This pro-
cedure ensures the accuracy and reliability of the informa-
tion provided to the patients. The chatbot’s fixed
responses were formulated and evaluated by two senior
urologists (M.G. and M.H.) in accordance with published
highest-quality scientific evidence including the European
Association of Urology (EAU) guidelines [21]. Seven urolo-
gists and urology residents tested the chatbot with common
questions of PC patients, and a prototype test was
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Fig. 1 – PROSCA’s chat design and exemplary conversation. Chat interface design, exemplary text message input, and corresponding text message as well as
image and button choice output are shown. The chatbot has been translated into English; the original chatbot pages can be found in Supplementary Figure 1.
PROSCA = PROState cancer Conversational Agent.
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conducted with ten patients. The chatbot uses a combina-
tion of free text input and predefined navigation fields to
cater to users’ different preferences, as reported in previous
studies [10]. The chatbot provides its response via text mes-
sage, images, web links, as well as e-mail and call
forwarding.
2.2. Study design and recruitment

Patient recruitment was conducted prospectively from
December 2021 to June 2022. Patients were recruited in this
RCT when they first presented at the Urology Clinic of Hei-
delberg University Hospital due to a PC suspicion because of
a PSA elevation or positive digital rectal examination. The
study inclusion criteria were the regular use of a laptop,
computer, smartphone, or tablet, and sufficient command
of the German language. Following the inclusion of patients
and the provision of written informed consent, randomiza-
tion was conducted to guarantee an even distribution of the
chatbot to selected patients.

The sample size for the RCT was determined in close col-
laboration with the Institute for Medical Biometrics at Hei-
delberg University Hospital through a thorough statistical
calculation process. This process aimed to ensure that the
study was powered adequately to detect a clinically mean-
ingful effect. The key considerations included defining the
primary outcome, estimating the expected difference
between the intervention and control group, and approxi-
mating the dropout rate. During the planning phase of the
study in 2020, previous studies and pilot data were rare. A
minimum consent sample size of n = 30 was recommended.
However, we aimed for a larger sample size to extend the
approach beyond proof-of-concept attempts conducted by
other studies at that time.

The primary endpoint of this study was to assess
whether patients reported a benefit from the additional
provision of information by the chatbot. The secondary
objectives included evaluating the suitability and user
friendliness of the chatbot for patients during a hospital
stay.

After randomization, the control group received routine
clinical care in terms of standard information from doctors
and written materials, while the chatbot group had access
to the chatbot PROSCA via a web page in addition to the
standard education. The standard care for patients with sus-
pected PC, which both study groups received, included sev-
eral detailed patient education modules. The PC diagnosis
itself took place in a urological university hospital with
extensive experience in specialized oncological diagnosis
and treatment. Throughout the study, various dedicated
doctor-patient consultations occurred, including those for
biopsy counseling, on the day of the biopsy procedure,
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and for discussing the histology results and treatment
strategies. In addition to the information provided by urol-
ogists, patients benefited from the expertise of other highly
trained professionals, such as specialized nurses. All
patients were offered a wide range of informational materi-
als, including brochures on early detection of PC from the
German Cancer Aid, a reference to the Cancer Information
Service of the German Cancer Research Center, and the
informed consent form for prostate biopsy.

A patient-focused questionnaire was handed to the
patients on the day of enrolment and after they received
the histological results of their prostate biopsy. The evalua-
tion was primarily based on a four-point Likert scale rang-
ing from ‘‘strongly agree’’ to ‘‘disagree’’. As there is
currently no established questionnaire for chatbots, a ques-
tionnaire was adapted based on the MAUQ questionnaire
for patient apps [22].

2.3. Ethical and organizational framework

Data were collected prospectively. The study was approved
by the ethical committee of the University of Heidelberg
(approval no. S-005/2021) and registered in the German
Clinical Trials Register (DRKS00034484). All study partici-
pants provided written informed consent. Patients were
informed that the use of the chatbot cannot replace a per-
sonal, medical consultation, especially in cases of acute
complaints. The chatbot was accessed via a customized
website and was hosted on Heidelberg University Hospital
infrastructure.

2.4. Statistical analysis

Patient characteristics were evaluated with a basic descrip-
tive analysis. For group comparison, two-sided t test and
Pearson’s chi-square test were used. Analyses were
conducted using Microsoft Excel and IBM SPSS Statistics
version 29.0.

3. Results

3.1. Recruitment of study patients

A total of 145 patients were screened for participation in the
study, of whom 112 men were enrolled (Fig. 2). The most
common reason for exclusion was a lack of technical equip-
ment, followed by insufficient language comprehension
capabilities. Randomization completed with 59 men in the
chatbot group and 53 in the control group. As nine study
participants were lost during follow-up, the feedback of
103 patients was included in the analysis. Of 54 study par-
ticipants in the chatbot group, 43 used the chatbot and their
feedback evaluated the usability and feasibility of the
chatbot.

3.2. Characteristics of the study groups

Demographic data included age, device usage, and Gleason
score of the prostate biopsy. The participants in both study
arms (n = 103) had a similar age distribution (p = 0.944). The
median age of the study cohort was 64 yr (interquartile
range 59–71). PC was detected in 53 (51.5%) patients, with
no significant difference between the study groups
(p = 0.135) and Gleason scores ranging from 6 to 9.

Most study participants (n = 94; 91.0%) regularly used
two or more different devices to access the Internet, most
frequently a computer or laptop in combination with a
smartphone. Men with an age of �75 yr (n = 13) behaved
similarly to the entire group, with 11 (74.6%) using two or
three devices.

3.3. Patients’ information needs in the chatbot group versus
the control group

The level of information need was observed through a four-
point Likert scale ranging from ‘‘1 = very high’’ to ‘‘4 = very
low’’ on both the day of enrolment (T0) and in the final
questionnaire (T1), distributed after the histopathological
review of the prostate biopsy.

At the beginning of the diagnostic process (T0), 88/103
patients (85.4%) reported a high to very high information
need, with no significant differences between the groups
(p = 0.098). At T1, the information need of the whole cohort
decreased in 35/103 (34.0%) patients and increased in
26/103 (25.2%) patients; the rest of the patients indicated
the same level of information need.

Remarkably, the patients in the chatbot group experi-
enced a more frequent (40.8% vs 26.5%) and more often a
higher (two categories; 9.3% vs 4.1%) decrease in informa-
tion need than those in the control group (Table 1), whereas
information need increased in 16.7% (vs 34.7% in the control
group).

When comparing the change in information need as the
difference between T1 and T0 in terms of ‘‘decreased/con-
stant information need’’ versus ‘‘increased information
need’’, the chatbot group had a significant benefit compared
with the control group (p = 0.035).

3.4. Chatbot usage

During the study period, the chatbot facilitated 176 conver-
sations, and on average, each user generated 7.1 inputs per
conversation. Of 54 patients in the chatbot group, 43
(79.6%) stated that they used PROSCA at least once. PROSCA
was used by the participants on a total of 115 d, with an
average of 3.4 d and a maximum of 14.0 d. According to
patients, PROSCA was used most frequently (22/43 patients,
51.2%) on the days following the biopsy. The most often
triggered user intents were information on the purpose of
the prostate biopsy, description of the procedure of the
biopsy, procedure of radical prostatectomy, possible biopsy
complications, and general information on PC treatment,
which together accounted for 34.4% of all 1595 recognized
user intents. Figure 3 shows all intents that were triggered
more than 15 times.

3.5. Chatbot usability and feasibility

None of the chatbot users had previously used a medical
chatbot in a clinical setting. Of 43 chatbot users, 36
(83.7%) stated not needing any help when using the chatbot
and five users (11.6%) agreed partly, with two users (4.7%)
requiring ongoing help from a technically experienced
person. All users rated the chatbot as easy to use.



Fig. 2 – Study flowchart according to CONSORT. After inclusion criteria check, patients were randomized into the chatbot and control groups. The chatbot
group was further categorized into actual chatbot users for a feasibility and usability analysis.

Table 1 – Comparison of information need and its change over time in study groups

Information need Total group, n (%) Chatbot group, n (%) Control group, n (%)

At T0 Very high 33 (32.0) 20 (37.0) 13 (26.5)
High 55 (53.4) 29 (53.7) 26 (53.1)
Low 15 (14.6) 5 (9.3) 10 (20.4)
Very low 0 (0) 0 (0) 0 (0)

At T1 Very high 33 (32.0) 15 (27.8) 18 (36.7)
High 42 (40.8) 22 (40.7) 20 (40.8)
Low 25 (24.3) 16 (29.6) 9 (18.4)
Very low 3 (2.9) 1 (1.9) 2 (4.1)

Increased by one category (T0 – T1) 26 (25.2) 9 (16.7) 17 (34.7)
No change (T0 – T1) 42 (40.8) 23 (42.6) 19 (38.8)
Decreased by one category (T0 – T1) 28 (27.2) 17 (31.5) 11 (22.4)
Decreased by two categories (T0 – T1) 7 (6.8) 5 (9.3) 2 (4.1)

T0 = day of enrolment; T1 = day the final questionnaire was distributed.
Information need was measured with a four-pointe Likert scale ranging from ‘‘very high’’ to ‘‘very low’’ at the time of the patients’ first clinical appointment for
biopsy preparation (T0) and 4 wk later (T1), after the biopsy had been taken place and the patients had been informed of the histological findings.
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Fig. 3 – Frequency of intent recognition by PROSCA—frequency of intents that were triggered more than 15 times by the natural language processing model
during the study period. The intents were triggered by a user’s input and led to an action of the chatbot such as a text reply. The intent description used in this
figure is a summary of the theme or category that the intent was created for. MRI = magnetic resonance imaging; PC = prostate cancer; PROSCA = PROState
cancer Conversational Agent.

E U R O P E A N U R O L O G Y O P E N S C I E N C E 6 9 ( 2 0 2 4 ) 8 0 – 8 8 85
Of the chatbot users, 73.2% fully to partially agree that
they gained substantial information regarding diagnostic
tests and prostate biopsy, and 71.4% regarding PC disease
and treatment. Of 43 chatbot users, 39 (90.7%) would like
to use the chatbot again during another hospital visit
(30.2% agreed fully, 32.6% agreed, and 27.9% agreed par-
tially; Fig. 4A), and 41 (95.3%) recommend the general
application of the chatbot in clinical routine (32.6% agreed
fully, 32.6% agreed, and 30.2% agreed partially; Fig. 4B).
4. Discussion

In this study, we developed and evaluated a chatbot for
early PC detection in a clinical setting in terms of an RCT
with 103 patients. Patients universally reported the ease
of use and comfort with handling of the chatbot PROSCA,
with positive perceptions of usability and feasibility. A sta-
tistical analysis revealed a significant benefit, with the chat-
bot group exhibiting a more frequent reduced information
need than the control group. Notably, the chatbot success-
fully improved information dissemination although the
chatbot was used as an additional tool, and both groups
received the same routine in-hospital education. The high
acceptance and adherence of patients to the chatbot, its
ease of use, and the high recommendation rate among
PROSCA users support its suitability for the target group.
The study results suggest that the additional provision of
the chatbot can reduce patients’ information need during
the diagnostic process of PC compared with the standard
provision of information. This highlights the potential for
routine use of such medical chatbots for supporting patients
during clinical procedures.

The study’s clinical importance lies in its exploration of a
chatbot’s impact on patient information needs in the con-
text of PC detection and addresses the issue of patient edu-
cation in complex medical conditions. Meeting patients’
information needs leads to higher levels of treatment
adherence and lower anxiety [23,24]. This suggests that
ongoing, tailored information provision is crucial for main-
taining patient satisfaction. PROSCA has the ability to
address the individualized information needs of patients



Fig. 4 – Evaluation of patient satisfaction with the chatbot—patients’ evaluation regarding whether (A) they would like to reuse the chatbot PROSCA during
another hospital visit and (B) they recommend the general implementation of the chatbot PROSCA in clinical routine. PROSCA = PROState cancer
Conversational Agent.
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facing PC diagnosis with an easy-to-learn application. Its
role as an adaptive information resource that can be
accessed at any time and place becomes crucial for satisfy-
ing patients’ information needs throughout the diagnostic
and treatment journey. PROSCA addresses relevant infor-
mation needs that cancer patients require: information on
diagnosis, course of disease, treatments, side effects, and
psychological support [24]. Understanding the potential
benefits of incorporating AI-based technology, such as chat-
bots, in health care can enhance patient engagement and
decision-making, contributing to more effective and effi-
cient care strategies. For the successful implementation of
AI chatbots into clinical routine, patient’s willingness and
trust in AI applications are crucial. A recent study by Rodler
et al [25] showed that patients confronted with diagnostic
or therapeutic interventions for PC prefer AI-assisted urolo-
gists over urologists alone and AI alone. Consequently, AI
would be best implemented in a medical professional–con-
trolled setting as an additional tool. The supportive integra-
tion of PROSCA into the clinical setting without replacing
the direct patient-doctor interaction in our RCT might be
an interesting application for future AI chatbots.

The potential benefits of chatbots for patients and health
care systems are in contrast with the lack of RCTs evaluating
chatbots in health care, particularly in oncology. The chat-
bot Vik provided information on breast cancer, including
its treatments, side effects, and strategies to improve qual-
ity of life. One prospective study and one RCT showed that
Vik can increase study participant adherence and that the
quality of information provided by Vik is comparable with
that of a medical committee [12,26]. Among the available
chatbot technologies, ChatGPT is poised to transform health
care by providing patients and clinicians with greater access
to medical information. While the use of a chatbot has the
potential to enhance the ability to learn about complex
topics in a time-efficient manner, the accuracy of the chat-
bot’s output must be validated prior to its use [27]. One key
problem with LLMs such as ChatGPT is their risk of
hallucination, where the model generates apparently
correct statements that turn out to be incorrect [28]. A
recent study by Lombardo et al [29] aimed to analyze the
quality of ChatGPT responses to PC-related queries com-
pared with the EAU PC guidelines. ChatGPT had poor accu-
racy when answering questions about the EAU guidelines,
with 26% being completely correct, 26% correct but inade-
quate, 24% correct but misleading, and 24% incorrect. Pan
et al [30] characterized the quality of information and the
presence of misinformation about prostate, skin, lung,
breast, and colorectal cancers generated by four AI chatbots.
They found that the chatbots generally provided accurate
and high-quality information on cancer-related queries.
However, the responses were not easily actionable, limiting
their practical use for patient education and decision-
making. A recent study by Hershenhouse et al [31] evalu-
ated the quality of ChatGPT 3.5 outputs to PC-related ques-
tions from both physician and public perspectives. Both
original and simplified responses were assessed for
accuracy, completeness, and clarity, receiving high ratings
for correctness and clarity from urology providers and the
public. The authors concluded that while ChatGPT showed
promise for patient education on PC, the technology’s lack
of reliability and controllability indicates that it is not yet
suitable for delivering patient information. The chatbot
PROSCA presented in this study with its guaranteed correct-
ness of responses is a novel contribution to the literature
with specific utility in the important context of early PC
detection, distinguishing itself by urologist-validated
responses and patient feedback investigated in the form of
an RCT.

There are several dimensions that we can envision for
extending the chatbot in future projects. Chatbots are cost
effective to run and can automate repetitive tasks, allowing
doctors to provide higher-quality, more personalized, and
empathetic care to their patients. Next steps include the
integration of the chatbot into existing health care systems
to enable it to customize the responses even more to the
patient’s medical history and current situation. Understand-
ing how chatbots can complement existing clinical
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workflow is crucial for their successful adoption. This
includes cost-benefit analyses to assess the economic impli-
cations of integrating chatbots into health care settings.
Understanding the potential cost savings in human
resources associated with improved patient outcomes will
enable informed decisions about widespread adoption. In
addition, research shall be extended to explore the use of
chatbots in different clinical contexts, for example, other
cancers or chronic diseases, providing disease-specific
information needs.

Several limitations must be acknowledged. First, the
study’s sample size limits generalizability. It is important
to exercise caution when generalizing the findings due to
its single-center and specific clinical application.

Second, the exclusion of patients with insufficient
language comprehension capabilities may introduce a
selection bias into the study. This decision could result in
a sample that is not fully representative of the broader
patient population, limiting the generalizability of our find-
ings and underscoring the need for further research that
includes a more diverse patient cohort.

Third, we did not consider social determinants of health
(SDOH) in our analysis. The study did not evaluate PROSCA’s
ability to tailor responses according to patient demograph-
ics related to SDOH, such as education, employment,
economic background, and health care access. These factors
can significantly influence patient outcomes and the appro-
priateness of clinical recommendations. Future studies
should incorporate SDOH to better understand how these
factors might impact the model’s performance across
diverse patient populations.

Fourth, the reliance on self-reported measures, including
patient information needs, introduces a potential bias. An
urgent need for reporting recommendations for the evalua-
tion of the performance of chatbots was already reported
[32].

Fifth, although the 4-wk observation period provided ini-
tial insights, it cannot capture the long-term effects of
chatbot-supported interventions. Further longitudinal stud-
ies to assess the long-term effects of chatbots such as
PROSCA on patient outcomes are recommended.
5. Conclusions

With the introduction of the PROSCA chatbot, we created
and evaluated an innovative, evidence-based AI health
information tool as an additional source of information for
PC. Our RCT results showed significant benefits of the chat-
bot in reducing patients’ information needs and enhancing
their understanding of PC. This easy-to-use AI tool provides
accurate, timely, and accessible support, demonstrating its
value in the PC diagnosis process. Future steps include fur-
ther customization of the chatbot’s responses and integra-
tion with existing health care systems to maximize its
impact on patient outcomes.
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