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Background Low-income and middle-income countries (LMICs) seek to
better utilize household and health facility survey data for monitoring and
evaluation, as well as for health program planning. However, analysis of this
complex survey data are complicated. In Tanzania, the National Evaluation
Platform project sought to analyze Demographic and Health Survey (DHS)
data and Service Provision Assessment (SPA) data as part of an evaluation of
the national One Plan for Maternal and Child Health. To support this eval-
uation, we used this survey data to answer two key methodological ques-
tions: 1) what are the benefits and costs of using sampling weights in rate
estimation; and 2) what is the best method for calculating standard errors in
these two surveys?

Methods We conducted a simulation study for each methodologic question.
The first simulation study assessed the benefits and costs of using sampling
weights in rate estimation. This simulation used weighted and unweighted
estimates and examined bias, variance, and the mean squared error (MSE).
The second simulation study assessed the best method for calculating stan-
dard errors comparing cluster bootstrapped variance estimation, design based
asymptotic variance with one level (svyl), and design based asymptotic vari-
ance with three levels (svy3). We compared coverage probability and confi-
dence interval length.

Results Our results showed that although weighted estimates were less bi-
ased, unweighted estimates were less variable. The weighted estimates had
a lower MSE, indicating that the effect of the bias trade-off was greater than
the effect of the variance trade-off for most indicators assessed. The best per-
former for variance estimation was the cluster bootstrap method, followed
by the svy3 method. The svyl method was the worst performer for most in-
dicators assessed.

Conclusions As complex survey data become more widely used for policy-
making in LMICs, there is a need for guidance on the best methods for an-
alyzing this data. The standard of practice has been a design-based analysis
using survey weights and the single-level svy method for calculating standard
errors. This study puts forth an alternative approach to analysis. In addition,
this study offers practical guidance on determining the best method for anal-

ysis of complex survey data.
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Low-income and middle-income countries (LMICs) increasingly use complex survey data from household
and health facility surveys to monitor and evaluate progress toward health targets as well as for program
planning. However, there are several barriers to using this data, including low capacity and insufficient
skills to analyze and interpret the data. LMICs also lack guidance on the best methods for analyzing these
data, because analysis of complex survey data are not straightforward [1].

Sample surveys take a random sample of the population in order to make inferences about the entire
population from which the sample was taken. The most information-efficient method is to take a simple
random sample of the population. However, this method is not always logistically possible. Consequent-
ly, more complex sampling designs are often employed, utilizing clustering and stratification, generally
leading to unequal probability of selection. In the analysis phase, the design of the survey is taken into
account to ensure the results reflect the population.

The standard practice for analyzing survey data are to use statistical software packages to address differ-
ences between the survey design and simple random sampling [2]. These packages require the user to
specify the primary, secondary, or tertiary sampling units, as applicable (PSUs, SSUs, and TSUs), sampling
weights, and strata as well as the desired variance estimator. The sampling weights are applied to point
estimates while stratification and/or clustering are taken into account when calculating standard errors.

However, there is considerable debate among survey sampling experts regarding the best analytical meth-
ods for complex survey data [3-6]. Ideally, both bias and variance would be minimized in the analysis of
complex survey data, but there is a trade-off between bias and variance when choosing to weight data.
Weighting data is inefficient, as it discards some data and thus increases the variance of estimates. How-
ever, researchers are often willing to accept inefficiency to obtain unbiased estimates. There is also a lack
of consensus about the best approach for variance estimation when working with complex survey data.
Variance provides information about the precision of the point estimate and is important for calculation
of confidence intervals and hypothesis tests. Accordingly, the variance estimation method should ideally
account for both the sampling design and the correlation created by the nested nature of the data in or-
der to produce valid estimates of variance.

This debate generated methodological questions in the context of the National Evaluation Platform (NEP)
in Tanzania, which conducted an evaluation of the National One Plan for Maternal and Child Health (“One
Plan”). The NEP is a project aimed at building national capacity for generating evidence-based answers to
program and policy questions using extant data. The evaluation planned to assess the One Plan’ s approach
to reducing maternal mortality, focusing on antenatal care (ANC) and including assessments of ANC in-
tervention coverage and service quality. The main data source for measuring intervention coverage was the
Tanzania DHS (TDHS), implemented in 2004, 2010, and 2015. The main data source for measuring service
quality was the Tanzania SPA (TSPA), implemented in 2006 and 2015. In order to analyze these complex
survey data, the Tanzanian NEP team required methodological guidance. This type of guidance is import-
ant for LMIC governments in order to overcome barriers to data analysis and data use for decision-making.

This study used the 2015 TDHS data and the 2015 TSPA data on ANC to provide methodological guid-
ance for the NEP Tanzania team and for others using similar data sources. We answered two key ques-
tions: 1) what are the benefits and costs of using sampling weights in rate estimation; and 2) what is the
best method for calculating standard errors in these two surveys? We investigated how weights affect both
the bias and the variance of an estimate; we also assessed whether weighted or unweighted estimates are
better able to minimize the combination of bias and variance. In addition, we evaluated multiple meth-
ods for variance estimation to determine which is the best estimator of the standard error.

METHODS

Data

We used the 2015 TDHS and the 2015 TSPA, both publicly available data sets, for this analysis. Access
to the 2015 TDHS and the 2015 TSPA was granted through the DHS program.

Demographic and Health Survey (DHS)

Data were collected using four types of survey instruments: a household questionnaire, a women’s ques-
tionnaire, a men’s questionnaire, and a biomarker questionnaire. The TDHS final report contains com-
prehensive information on the survey methodology and the questionnaires [7].
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Methods for analysis of complex survey data

The TDHS employed a multi-stage cluster sampling approach stratified by region and urban/rural desig-
nation. In the first stage, the sampling frame for each stratum was comprised of the listing of census enu-
meration areas (EAs) defined by the 2012 Tanzania Population and Housing Census. EAs were selected
using systematic random sampling with probability proportional to size. In the second stage, the sam-
pling frame was comprised of a complete listing of households from the selected clusters. A fixed num-
ber of households were then sampled using systematic random sampling in each cluster. All household
members in the selected households who met the eligibility criteria for the men’s and women’s question-
naires were included in the survey.

TDHS survey weights were calculated by the DHS program and were included in the final data set. The
household weight was calculated based on the household selection probability, adjusted for non-response.
The individual weight was calculated based on the household weight multiplied by the inverse of the in-
dividual response rate. The Guide to DHS Statistics contains more detailed information on sampling and
the calculation of weights for DHS surveys [8].
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Service Provision Assessment (SPA)

Data were collected using four types of survey instruments: a facility inventory questionnaire, health work-
er interviews, observation of ANC consultations, and exit interviews with ANC clients. The TSPA final
report contains comprehensive information on the survey methodology and questionnaires [9].

The TSPA sampling frame was comprised from a master facility list (MFL) compiled by the Ministry of
Health, Community Development, Gender, Elderly, and Children (MOHCDGEC) on mainland Tanzania
and the Ministry of Health in Zanzibar. The NEP analysis was restricted to mainland Tanzania because Zan-
zibar functions under a separate government; therefore, this analysis was also restricted to mainland Tan-
zania. Strata were established by crossing region (25 mainland regions) and facility type (hospital, health
center, dispensary, and clinic). These strata were then used to select health facilities by stratified system-
atic probability sampling. In addition, hospitals were oversampled to include all hospitals in the country.

The health worker sampling frame was comprised of the list of providers who were present on the day
of assessment and who provided services assessed by the SPA survey. In facilities with fewer than eight
providers, all providers were interviewed. In larger facilities, all providers whose consultations were ob-
served and providers who gave information for any section of the facility inventory questionnaire were
interviewed. Subsequently, a random selection of the remaining providers in the facility was interviewed
to obtain a total of eight providers.

The client sampling frame was comprised of the expected number of ANC clients present on the day of
the survey as reported by the health facility. Clients were randomly selected for observation during their
visit based on the expected number of ANC clients on the day of the visit. In facilities where the number
of expected ANC clients could not be predetermined, an opportunistic sample was taken. Observation
of client-provider interactions was completed for a maximum of five clients per service provider, with a
maximum of 15 observations in any given facility. Exit interviews were conducted with all clients whose
visits were observed. For client-provider observations, the NEP analysis, and therefore this analysis, was
restricted to first visit ANC observations as it was difficult to determine the exact package of services that
should be delivered at subsequent ANC visits.

SPA survey weights were calculated by the DHS program and included in the final data set. The health
facility weight was calculated based on the health facility selection probability, adjusted for non-response
at the sampling stratum level. The provider weight was the product of the facility weight and the inverse
selection probability of providers within each of the sampling strata, adjusted for provider non-response.
The provider weight takes into account differentials caused by over-sampling or under-sampling of pro-
viders with a particular professional qualification in each stratum. Client weights were calculated by tak-
ing the facility weight multiplied by the inverse selection probability of clients within each of the sampling
strata, adjusted for client non-response.

Selection of indicators

We selected ten indicators from the TSPA data set related to ANC. These indicators were selected to cap-
ture data at facility and client levels, and to examine varying point estimates. In addition, we selected
four indicators from the TDHS data set related to ANC. Table S1 in Online Supplementary Document
shows the selected indicators, weighted national means, as well as the minimum and maximum regional
weighted means for the indicators.
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Analysis
The analytical approach for this study is depicted in Figure 1.

Simulation study

We used individuals from the 2015 TDHS women’s data set as the population from which to draw a new
sample. We randomly sampled women with replacement (ie, individuals could be selected more than
once) from the TDHS 2015 survey, but stratified the resampling by region so that each new sample had
the same number of individuals per region as in the original survey. We generated 500 independent sur-
vey samples. The number 500 was chosen so that the estimates of coverage probability for 95% confi-
dence intervals had a standard error less than 0.01. We treated the original 2015 TDHS survey as the
“truth” about the population of women in Tanzania and compared it to the 500 simulated sample surveys.

We took the same simulation approach at the facility level. We used health facilities from the 2015 TSPA
as the population of health facilities from which we drew a new sample. We randomly sampled facilities
with replacement (ie, health facilities could be selected more than once) from the TSPA 2015 survey and
selected the same number of facilities per region as in the original survey. For client-level analyses, we
merged the resampled facilities with the client data for those facilities to create a client-level data set. We
repeated this process 500 times to create 500 different simulated sample surveys. We treated the original
2015 TSPA survey as the “truth” about the population of health facilities in Tanzania and compared it to
the 500 simulated sample surveys.

Simulation Study 1 Simulation Study 2
Q1: Benefits and costs of using sampling Q2: Best method for calculating standard
weights in rate estimation - to weight or errors- cluster bootstrap vs. design-based
not to weight? approaches?
Methods: | \Weighted {Unweighted Methods: cluster | g\ vy | syys
estimate | estimate bootstrap
Mean
Measurements: Bias Variance | Squared Measurements: Coverage Cl Length
Error Probability

Figure 1. Study analytical approach.

Weighting analysis for simulation study

This analysis compared two methods for calculating point estimates: weighted means and unweighted
means. We used the weights provided in the TDHS and TSPA data sets to calculate weighted means. For
each of the 500 simulated samples, we calculated a weighted and an unweighted mean by region and at
the national level for the indicators of interest. We also calculated the weighted “true” means of these in-
dicators from the original surveys by region and at the national level. We compared the bias, variance,
and MSE of the weighted and unweighted means at regional and national levels. Bias was calculated as
the average over the 500 replicates of the (un)weighted simulation mean minus the “true” weighted mean.
Variance was calculated as the mean of the squared differences between the estimates and their means.
The MSE was calculated as bias squared plus variance.

Variance analysis for simulation study

This analysis compared three methods for calculating standard errors: 1) clustered bootstrap variance, 2)
design-based asymptotic variances from the R package “survey” with one level (svyl), and 3) design-based
asymptotic variances from the R package “survey” with three levels (svy3). The R “survey” package is a
design-based analytical package for survey data similar to the “svy” package in STATA. All analyses used
the weights provided in the TSPA data set. This analysis was conducted only for the TSPA indicators. The
TDHS did not have the required variables for the svy3 analysis and the bootstrap variance estimation was
not feasible due to the amount of time it would take to run the analysis.
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Method 1- bootstrap variance: The bootstrap variance method was implemented by resampling facilities
with replacement and then merging the sampled facilities with client data to get sampled clients. A simple
weighted average was calculated by region for the indicators of interest. This process was repeated 100
times. The estimates were averaged to produce point estimates. The square root of the sample variance
of the 100 estimates was taken as the standard errors by regions. In addition, bootstrapped confidence
intervals were obtained from the 0.025 and 0.975 percentiles across the 100 replicates. Because we resa-
mpled facilities, not individuals, this bootstrapping approach accounts for the clustering of clients within
providers and providers within facilities.

Method 2- svyl: The single-level svy method utilized the “survey” package to specify the survey design.
The primary sampling unit (PSU) was the facility, the sampling weight was the facility weight or client
weight, and the strata was the combination of region and facility type. For facility-level indicators, the
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facility weight was used, and for client-level indicators the client weight was used. This design did not

account for clustering of clients within providers and providers within facilities. This approach is the
DHS-recommended method [10].

Method 3- svy3: The multi-level svy method also utilized the “survey” package to specify the survey
design. The PSU was the facility, the SSU was the provider, and the TSU was the client. The strata were
the combination of region and facility type. The finite population correction factor (fpc) was specified at
facility, provider, and client levels. The svy3 method was only applied to client-level indicators as facili-
ty-level indicators did not have multiple sampling stages. This design accounted for the clustering of cli-
ents within providers and providers within facilities, as well as for the finite population correction factor.
The fpc is particularly relevant in the analysis of SPA data as the sample size is greater than five percent
of the population size.

We compared the three methods for obtaining confidence intervals in terms of coverage probabilities and
average confidence interval lengths by region and at the national level. The actual coverage probability
was estimated by the proportion of the 500 simulation surveys in which the nominal 95% confidence
interval contained the true value. The simulation sample size was n=500, producing a standard error of
0.01 for a 95% coverage probability. Therefore, we determined a coverage probability of 0.93-0.97 (+2
standard errors) to be good coverage, a coverage probability of 0.91-0.93 and >0.97 to be fair coverage,
a coverage probability of less than 0.91 to be poor coverage. The average confidence interval length was
calculated by the average of the widths of the confidence intervals across the 500 simulations.

All statistical analyses were carried out using R version 3.3.3 [11].

Alternative methods

Prior to establishing bootstrapping as the most appropriate variance estimation method to compare with
the design-based methods, we attempted other variance estimation methods. First, we used a mixed-ef-
fects logistic regression implemented with the R package “glmer.” This option was attractive as it allowed
us to utilize individual-level data from the simulated surveys and to specify random effects for facilities
and providers in each region. However, in some cases the model failed to converge, producing unreason-
able estimates of standard errors. We resolved this problem by specifying two additional options in the
glmer model. We set the glmer starting value to the regions “true” weighted rate and we used the bobyqa
optimizer rather than the package default. Although these changes resolved the convergence issue, the
model took so long to run that it was deemed impractical to pursue this method further.

RESULTS

Survey Characteristics

The 2015 TDHS data set contained data from 10808 households in mainland Tanzania representing
11127 women aged 15-49, of whom 6078 had a live birth in the five years preceding the survey (Table 1).

The 2015 TSPA data set contained data from 1078 health facilities in mainland Tanzania, of which 949
provided ANC services. From the facilities that provided ANC services, 741 facilities had at least one ANC
client observation (Table 2). Across all facilities, 994 ANC providers had observed consultations. On av-
erage, each facility had 4.9 ANC client observations. The number of ANC consultations at a health facili-
ty ranged from 1 to 15. Across all mainland Tanzania health facilities there were 3641 ANC consultations
with 1607 of these consultations being first ANC visits for a pregnant woman.
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<—£ Tahle 1. Sample size information, TDHS 2015, mainland Tanzania
é Resion TOTAL NUMBER OF HOUSEHOLDS ToTaL NUMBER OF WOMEN AcEs 15-49 Tm::"?: ":':ET':; r!_)v:::n:su :I:;EEI:SEJII\EI(;‘!:EVZIJ:V‘E‘YLWE
< = Arusha 418 420 216
i § Dar es salaam 700 797 341
m = Dodoma 420 343 197
=5 Geita 431 535 303
o &
E = Iringa 415 340 163
- ©) Kagera 439 416 239
< [:: Katavi 401 466 315
§ = Kigoma 432 491 279
@ § Kilimanjaro 449 370 130
oz [ Lindi 423 380 185
Manyara 426 434 251
Mara 438 531 321
Mbeya 410 374 192
Morogoro 398 345 194
Mitwara 410 348 161
Mwanza 406 496 254
Njombe 406 359 185
Pwani 385 333 184
Rukwa 436 425 272
Ruvuma 434 383 214
Shinyanga 421 516 311
Simiyu 420 587 372
Singida 438 413 245
Tabora 426 560 338
Tanga 426 465 216
National 10,808 11,127 6,078

TDHS — Tanzanzia Demographic and Health Survey

Q1: The benefits and costs of using sampling weights in rate estimation — to
weight or not to weight?

Table 3 shows comparisons of bias, variance, and MSE for weighted vs unweighted estimates for the four-
teen indicators at national level. Tables 4-5 show the comparison of bias, variance, and MSE for weight-
ed vs unweighted estimates for one indicator from the TDHS (Percentage of women attended four or
more times during pregnancy by any provider (ANC4+)) and one indicator from the TSPA (Client had
no problem with the amount of time waited) with regional disaggregation. In addition, Tables S2-S13 in
Online Supplementary Document contain regional disaggregation for the remaining twelve indicators.

Column 1 contains either the indicator name (Table 3) or the region name (Table 4 and Table 5, and
Tables S2-S13 in Online Supplementary Document). Columns 2-4 contain information on the point
estimates obtained from the original survey data set (column 2), the average unweighted simulation point
estimate (column 3), and the average weighted simulation point estimate (column 4).

Columns 5-6 contain the estimated difference in bias between the weighted and unweighted estimates
and the 95% confidence interval for each indicator (Table 3) or region (Table 4 and Table 5, and Tables
$2-513 in Online Supplementary Document). As we defined the observed weighted mean as the true
value, the weighted estimate is an unbiased estimator of the population truth. Column 5 values are the
degree of over- or under-estimation of the truth obtained when implementing an unweighted analysis.
For example, we see in Table 3 that the unweighted estimate for hemoglobin overestimates the availabil-
ity of hemoglobin testing by 22.6% whereas the unweighted estimate for the proportion of ANC clients
who had no problem with the amount of time waited is an underestimation of 3.6%.

Columns 7-11 contain information on the analysis of variance. Columns 7 and 8 contain the estimated
variances for the unweighted and weighted estimates. Columns 9, 10, and 11 present the log of the ratio
of the variances (unweighted/weighted), 95% confidence interval for the log of the ratio of the variances,
and the ratio of the variances (unweighted/weighted). These figures show whether there is a statistically
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Methods for analysis of complex survey data

significant difference in the variance (precision) of the weighted and unweighted estimators and quanti-
fies the size of the difference. If there was no difference between the unweighted variance and weighted
variance, the log of the ratio of the variances would be zero. The ratio of the variances is a complemen-
tary way to quantify the differences. For example, Table 3 shows that the ratio of the variances for the
proportion of ANC clients who had no problem with the amount of time waited was 0.496. This figure
means the weighted estimate — which has the larger variance — is using the information as if there is only
49.6% of the data or sample size available as compared to the unweighted estimate.

Columns 12-15 report on the analysis of the MSE, the measure which combines bias and variance. Col-
umns 12 and 13 contain the MSE for the unweighted and weighted estimates. Columns 14 and 15 pres-
ent the log of the ratio of the MSEs (unweighted/weighted) and the 95% confidence interval for the log of
the ratio of the MSEs. These figures show whether there is a statistically significant difference in the MSE
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of the unweighted and weighted estimators. If there was no difference between the unweighted MSE and
weighted MSE, the log of the ratio of the MSEs would be zero.

Bias

Of the ten TSPA indicators at the national level, the unweighted estimates showed a statistically signif-
icant bias for eight indicators. The remaining two indicators (Client had no problem with privacy from
having others hear and Client had no problem with the cleanliness of the facility) showed no statistically
significant bias. The bias ranged from an underestimation of the population truth by 3.6% to an overes-
timation of the population truth by 22.6%. Most indicators fell in the range of three to five percent bias.

Across the four TDHS indicators at the national level, the unweighted estimates showed a small but sta-
tistically significant bias for two indicators (ANC#4 and Iron supplementation). The bias ranged from an
underestimation of the population truth by 1.6% to 0.5%. For one indicator (ANC1) the weighted and
unweighted estimates were the same, indicating no bias.

Variance

Of the ten TSPA indicators at the national level, the unweighted estimates showed a statistically sig-
nificantly lower variance (relative to the weighted estimates) for eight indicators. The remaining two
indicators (Provider asked about or performed syphilis test and ITNs or ITN vouchers available at the
facility) showed no statistically significant differences in variance between weighted and unweighted
estimates. However, there was a wide range of differences in variance between unweighted and weight-
ed estimates. The ratio of the variances ranged from 0.310 to 0.984. This means for some indicators
the weighted estimate used the information in the data as if there was only 31% of the data available
as compared to the unweighted estimate while for other indicators the weighted estimate used almost
all the data (98.4%).

For the TDHS indicators at the national level, the unweighted estimates showed a statistically significant
lower variance for all four indicators. The ratio of the variances ranged from 0.681 to 0.730. This means
for some indicators the weighted estimate used the information in the data as if there was 68% to 73% of
the data available as compared to the unweighted estimate.

Mean squared evror (MSE)

The trend across all indicators nationally was for the weighted estimates to be less biased and for the un-
weighted estimates to be less variable. Thus, it was useful to look at the combined effect of bias and vari-
ance as measured by the MSE to determine the preferred estimator. Across all TSPA indicators nationally,
the weighted estimates showed a statistically significant lower MSE for eight out of the ten indicators while
the unweighted estimates showed a statistically significantly lower MSE for two out of the ten indicators.

For the TDHS indicators at the national level, the weighted estimates showed a statistically significant
lower MSE for two of the four indicators (ANC4+, Iron supplementation) while the unweighted estimates
showed a statistically significantly lower MSE for the two of the four indicators (ANC1, IPTp).

For the indicators in which the MSE was lower for the weighted estimates, the effect of the bias trade-off
was greater than the effect of the variance trade-off. For the indicators in which the MSE was lower for
the unweighted estimates, there was no statistically significant bias for the unweighted estimates of these
indicators (see Column 5). As such, the variance was driving the MSE in these cases, and the effect of the
variance trade-off was greater than the effect of the bias trade-off.
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Sheffel et al.

Q2: What is the best method for calculating standard errors?

Coverage probability

The coverage probability of a confidence interval is the proportion of the time that the interval contains
the true value of interest. We would expect that for a nominal 95% confidence interval, the actual coverage
probability would be close to 95%. A low coverage probability would be indicative of an anti-conserva-

tive standard error. A high coverage

probability would be indicative of an

dicator name hod 1: bootstrap hod 2: svy1 hod 3: svy3 overly conservative standard error.
No problem: time you waited 0.984 0.992 0.99 ;
) ) Figure 2 shows the coverage proba-
No problem: privacy from having others hear 0.94 0.946 0.936 bl f h f h h d d
No problem: cleanliness of the facility 0.988 0.992 0.988 1 1ty OI‘. eac. ol the three standar
Examination and observation: Weight 0.974 0.98 0.972 error e_StH‘natlon methods f.Ol‘ the 10
Laboratory investigations: RPR (syphilis test) TSPA mchcators at the natlonal 1€V-
Drug administration and immunization: Tetanus 61. Figure 3 ShOWS the same infor—
toxoid provided or prescribed 0.988 0.994 0.994 . . . .
mation for one indicator (Client had
Hemoglobin 0.982 0.982 . .
no problem with the amount of time
TT vaccine 0.978 0.988 A . ) ) .
waited) with regional disaggregation.
IPT drug 0.986 0.994 . R
Tables S14-S22 in Online Supple-
ITNs 0.986 0.984 ] .
mentary Document contain region-
Legend _ al disaggregation for the other nine
Not 3 3
<0.91 0.91-0.93 0.93-0.95 0.95-0.97 >0.97 applicable indicators. In each table, gOOd cov-
erage is indicated by cells colored in
Figure 2. Coverage probability for each method for ten indicators, nationally. green. Light green indicates coverage
Region Method 1: bootstrap Method 2: svyl Method 3: svy3
Dodoma 0.974 0.976 0.978
Geita 0.948
Iringa 0.932 0.908
Kagera 0.942 0.922 0.922
Kigoma 0.99 0.984
Kilimanjaro 0.98 0.978 0.998
Lindi 0.972 0.972
Manyara 0.886 0.848
Mara 0.98 0.974 0.974
0.94 0.936

Morogoro
Mtwara

Njombe 0.98 0.942 0.92
Pwani 0.978 0.948 0.984
Rukwa 0.972

Ruvuma 0.974

Shinyanga

0.95 0.95
Singida 0.942 0.942 0.92
Tanga 0.824 0.794 0.788
National 0.984 0.992 0.99
Legend O
Not
<0.91 0.91-0.93 0.93-0.95 0.95-0.97 >0.97 applicable

Figure 3. Coverage probability for each method for the facility survey indicator “client had no problem with

the amount of time waited,” by region.
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probability between 0.93 and 0.95 and dark green shows coverage probability between 0.95 and 0.97.
Fair coverage was indicated in each table by cells colored in yellow. Light yellow denotes coverage prob-
ability between 0.91 and 0.93 and dark yellow denotes coverage probability greater than 0.97. Poor cov-
erage (less than 0.91) was indicated in each table by cells colored in red.

We found that the coverage probability results were similar across all three methods for generating stan-
dard errors (bootstrap, svyl, svy3) for the 10 TSPA indicators at the national level (Figure 2). For two in-
dicators, the coverage probability was in the good range (one indicator dark green and one indicator light
green). For the remaining eight indicators, the coverage probability was in the fair range (dark yellow).
This indicated that for all three methods for most indicators, the standard errors were overly conserva-
tive. The three methods of generating standard errors appeared to be equal performers. However, when
we examined the coverage probability for each indicator with regional disaggregation (Figure 3, Tables
S14-S22 in Online Supplementary Document), we found greater variability in their performance. Al-
though there was variability in performance of the three methods in the regional disaggregation, across
all indicators the bootstrap method had the fewest instances of poor performance.
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Average length of the confidence interval

A confidence interval gives us information about the uncertainty of an estimate. A narrower confidence
interval indicates there is less uncertainty about the results. A wider confidence interval indicates there is
more uncertainty about the results. As such, given the same coverage probability, a narrower confidence
interval is desirable because it gives us more information about the true value for the population.

Figure 4 shows the average confidence interval (CI) length for each of the three standard error estimation
methods at the national level for the 10 TSPA indicators. Figure 5 shows the same information for one
indicator (Client had no problem with the amount of time waited) with regional disaggregation. Tables
S23-S32 in Online Supplementary Document contain the regional disaggregation for the other nine
indicators. The method with the smallest average CI length is colored green. The method with the largest
average Cl is colored red. The method with the average CI length falling in between the smallest and larg-
est is colored yellow. The last two columns quantify the comparison between the bootstrap and the svyl
and svy3 methods. These figures can be interpreted as the equivalent percentage increase or decrease in
information used by the bootstrap method as compared to the svyl and svy3 methods.

We found that for eight out of 10 TSPA indicators nationally, the bootstrap method resulted in the smallest
average Cl length (Figure 4). The svyl and svy3 methods each resulted in the smallest average CI length
for one indicator. In addition, we found that the svyl method resulted in the largest average CI length for
9 out of 10 indicators. Comparing the bootstrap method to the svyl method, the bootstrap used 11.2%
to 18.4% more information compared to svyl method for nine indicators. However, for one indicator,
the bootstrap method used 2.5% less information as compared to the svyl method. Comparing the boot-
strap method to the svy3 method, bootstrapping used 1.7% to 7.6% more information compared to the
svy3 method for nine indicators. However, for one indicator, the bootstrap method used 9.8% less infor-
mation compared to the svy3 method.

Indicator name Method 1: Method 2: Method 3: " 2*Logf_/ " 2*"09_(”,
bootstrap svyl svy3 svy1) *100 svy3) *100
No problem: time you waited 0.0804 -15.4% -5.3%
No problem: privacy from having others hear 0.0322 -18.4% -1.7%
No problem: cleanliness of the facility 0.0574 -15.6% -4.6%
Examination and observation: Weight 0.1344 -17.8% -7.6%
Laboratory investigations: RPR (syphilis test) 0.0840 -11.2% 9.8%
Drug administration and immunization: Tetanus toxoid 0.1279 -13.0% -57%
provided or prescribed
Hemoglobin 2.5%
TT vaccine -12.2%
IPT drug -11.6%
ITNs -11.2%
ot [N
Largest Smallest
Cllength  cceeeeee > Cl length Not applicable

Figure 4. Average confidence interval (CI) length for each method for ten indicators, nationally.
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Sheffel et al.

When we examined the average CI length for each indicator with regional disaggregation (Figure 5, Ta-
bles S23-31 in Online Supplementary Document) we found greater variability in the performance of
the three methods for generating standard errors. Although there was increased variability in performance
in the regional disaggregation, the bootstrap method had the fewest instances of largest CI length across
all indicators and the most instances of smallest CI length. We also found that the svyl method had the
most instances of largest CI length and the fewest instances of smallest CI length.

DISCUSSION

This applied study investigated the effect of survey weights on the bias and variance of point estimates
using data from the 2015 TDHS and TSPA surveys. We also evaluated multiple methods for variance esti-
mation to determine the best estimator of the standard error for the TSPA. Our results showed that while
weighted estimates were less biased, unweighted estimates were less variable. This finding is consistent
with what we would expect based on statistical theory [12]. Further, we found that for the majority of
TDHS and TSPA indicators assessed, the weighted estimates had a lower MSE. The lower MSE indicated
that the benefit of avoiding bias by using weights was greater than the cost of increased variance. The sim-
ple answer to our first research question — to weight or not to weight when estimating rates in these two
surveys — is to use the survey weights. Our results also showed that the best performer for variance esti-
mation for TSPA data was the cluster bootstrap method. The second-best performer was the design-based
svy method with 3 levels. The design-based svy method with one level was the worst performer for most
indicators. The simple answer to our second research question— the best method for calculating standard
errors — is to use the cluster bootstrap method.

The trade-off between bias and variance for complex survey data are well known [5]. Statisticians recom-
mend assessing the efficiency of performing a weighted analysis, for example using the MSE, to determine
if the trade-off is worthwhile [13,14]. In this analysis, we took this approach and found that weighted

Region Method 1: bootstrap Method 2: svyl Method 3: svy3 2*Log(bootstrap 2*Log(bootstrap
[svyl) *100 [svy3) *100
0.3110 -15.9% 1.3%

Arusha

Dar es Salaam 10.6% 12.9%
Dodoma 0.2846 -16.4% -10.1%
Geita -16.0% 4.1%
Iringa 0.2474 -12.9% 7.2%
Kagera 0.3328 -23.0% -19.9%
Katavi 10.2% 41.7%
Kigoma -5.8% 21.6%
Kilimanjaro -6.4% -40.3%
Lindi -19.9% -14.6%
Manyara 12.5% 34.9%
Mara -9.0% -0.6%
Mbeya -17.7% -13.3%
Morogoro -23.3% -12.0%
Mtwara -13.3% -2.7%
Mwanza -4.7% -1.6%
Njombe 1.9% 34.3%
Pwani 7.2% -23.9%
Rukwa -13.2% -6.8%
Ruvuma -6.6% 11.7%
Shinyanga 0.2% 10.3%
Simiyu -21.1% -12.4%
Singida -16.5% 4.2%
Tabora -13.7% 0.3%
Tanga -17.4% -12.9%

National -15.4% -5.3%

et [N
Largest Smallest
Cllength ~ —meemee > Cl length Not applicable

Figure 5. Average confidence interval (CI) length for each method for the facility survey indicator “client had no
problem with the amount of time waited,” by region.
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Methods for analysis of complex survey data

estimates, which gave an unbiased population estimate, were generally more efficient than unweighted
estimates. For some indicators, the unweighted estimate resulted in a large bias, such as for the indicator
“hemoglobin test available at the facility” from the TSPA data. For this indicator, the national unweighted
simulation estimate was 52.0% while the weighted simulation estimate was 29.4% and the true popula-
tion rate was 29.6%. One explanation for this finding may be that laboratory capacity is often only avail-
able at higher level facilities, which are oversampled in the SPA. Unweighted estimates do not account
for this oversampling, resulting in significant bias in this unweighted simulation estimate. However, we
did find that the weighted and unweighted simulation estimates were not very different for several in-
dicators, and for these indicators the unweighted estimate had a small, negligible bias. For example, for
the TSPA indicator “client had no problem with the cleanliness of the facility,” the national unweighted
simulation estimate was 85.7% while the weighted simulation estimate was 85.4%, and the weighted
true estimate was 85.3%. In addition, we found that for some indicators there was no bias at all. For ex-
ample, for the TDHS indicator ANCI, the national unweighted simulation estimate, weighted simulation
estimate, and weighted true estimate were all 98.0%. The lack of variability in the ANCI1 indicator may
account for the absence of bias in this indicator. Although these results show greater efficiency overall for
weighted estimates, they also suggest that for some indicators an unweighted analysis may produce less
error overall. Typically, when analyzing complex survey data, the same analytical methods will be applied
to all indicators. As such, when determining the methods to employ, we must look at the totality of the
results obtained from a study such as this one and decide on the best methods to apply for all indicators.
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Methods of variance estimation for complex surveys include Taylor series linearization as well as resam-
pling techniques such as the jackknife, the bootstrap, and balanced repeated replication [15-17]. In this
analysis, we applied both linearization (svyl and svy3) and a resampling technique (bootstrap) to generate
evidence on which method performs the best. Although we determined that the bootstrap method was the
best performer (most indicators with coverage probability between 0.93 and 0.97), we did not find large
differences in performance between the different methods of variance estimation. As such, it may not be
necessary to invest time in determining the best method for variance estimation in every circumstance. For
the NEP evaluation in Tanzania, several factors in addition to the performance of the different variance es-
timation methods helped to determine which method of variance estimation to implement. Another study
in Tanzania found that policy-makers have a limited understanding of confidence intervals and the con-
cept of variance, making this information of limited use for decision-making [18]. The target audience for
the NEP evaluation was government officials who are generally more interested in point estimates than the
uncertainty around those estimates. Therefore, the small differences in variance obtained from the three
variance estimation methods explored in this analysis were not particularly relevant. In addition, the NEP
evaluation assessed changes over time in the quality of care at health facilities utilizing the SPA surveys
from 2006 and 2015. However, the 2006 TSPA data set did not include the information required to gener-
ate the fpc at all levels, which is required for the design-based svy3 method. As a result, the bootstrap and
design-based svyl methods were the only feasible options with these data sets. Finally, the NEP Tanzania
team had limited statistical capacity. The team felt more comfortable with the design-based svy methods
that could be easily implemented in statistical software they were familiar with. Based on all these consid-
erations, the NEP evaluation chose to use the svyl method for generating standard errors.

This study has some limitations. Our analysis focused on a set of indicators from two surveys in Tanzania
which may not be more broadly applicable to all indicators nor across countries. However, these findings
are useful for anyone using TDHS and TSPA data and can serve as a useful example for groups seeking
to analyze complex survey data in other settings. In addition, we were not able to investigate the meth-
ods for standard error estimation using TDHS data due to computational limitations. Finally, our analysis
also did not include all possible variance estimation methods. Several replication methods were excluded
such as jackknife and balanced repeated replication. However, the most common methods used at coun-
try level were included in the analysis. To assist others who would like to implement the methods and/
or replicate this study with a different data set, the statistical code written for these analyses is publicly
available: http://doi.org/10.5281/zenodo.1311839.

CONCLUSION

As complex survey data become more widely used in LMICs, there is a need for guidance on the meth-
ods for analysis of these data. Although the standard practice has been to conduct a design-based analy-
sis using survey weights and the single-level svy method for calculating standard errors, this study puts
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forth an alternative approach for assessing whether analyses should be weighted as well as for selecting a
variance estimation method. As these analyses were specific to only two surveys from Tanzania, there is
a need to replicate them in other settings, as well as with other complex survey data sets to obtain more
generalizable guidance on analytical methods for complex survey data in LMICs.
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