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A B S T R A C T

Background and Purpose: Treatment planning is a time-intensive task that could be automated. We aimed to 
develop a “single-click” workflow, fully deployed within a commercial treatment planning system (TPS), for 
autoplanning prostate radiotherapy treatment plans using predictions from a deep learning model (DLM).
Materials and Methods: Automatically generated treatment plans were created with a single script, executed from 
within a commercial TPS scripting environment, that performed two stages sequentially. Initially, a 3D dose 
distribution was predicted with a ResUNet DLM. The DLM was trained and validated using previously treated 
datasets (n = 120) which used 3D contours as inputs. Following this, dose predictions were converted into 
treatment plans by extracting dose-volume metrics from the predictions to use as objectives for the inverse 
optimizer within the TPS. An independent test dataset (n = 20) was used to evaluate the similarity between 
automated and clinical plans.
Results: For planning target volumes, the median percentage difference and interquartile range between the 
automatically generated plans and clinical plans were 0.4% [0.2-1.1%] for the V100%, − 0.5% [(− 1.0)-(− 0.2)%] 
for D99% and − 0.5% [(− 1.0)-(− 0.2)%] for D95%. Bladder and rectum volume-at-dose objectives agreed within 
− 6.1% [(− 12.5)-0.9%]. The conversion of the DLM prediction into a treatment plan took 15 min [13-16 min].
Conclusions: An automatic plan generation workflow that uses a DL model with scripted optimization was fully 
deployed in a commercial TPS. Autoplans were compared to previously treated clinical plans and were found to 
be non-inferior.

1. Introduction

Modern treatment planning in radiotherapy is commonly achieved 
with an inverse optimization process. Quality of treatment plans and the 
time taken to generate them can be affected by the skills and experience 
of the treatment planner [1]. As such, automating the inverse optimi
zation process has the potential to improve efficiency and reduce vari
ability [2,3].

Recent studies in automated treatment planning typically employ a 
knowledge-based planning (KBP) approach. As summarized in Babier et 
al., KBP workflows involve a two-step process [4]. In the first step, the 
dose distribution for a new patient treatment is predicted using knowl
edge of previous, similar patient treatments. In the second step, a 
deliverable treatment plan (hereinafter shortened to treatment plan) is 
automatically generated to deliver a dose distribution that closely 
matches the prediction. We define a deliverable plan in the context of 

volumetric modulated arc therapy (VMAT) as a plan that respects the 
physical limitations of the linac (e.g. dose rates, multileaf collimator 
(MLC) motions, jaw motions, gantry angles, collimator angles, couch 
angles, etc.).

The first step (i.e. dose prediction) is often accomplished using ma
chine learning [5,6] or deep learning (DL). DL approaches may be 
preferable as they eliminate the need for feature engineering and can 
retain full three-dimensional (3D) dose information. Excellent perfor
mance of DL models for modulated dose distribution predictions has 
been demonstrated for a variety of treatment sites [7–14]. Notably, all 
entries in the 2020 AAPM OpenKBP Grand Challenge used DL for dose 
prediction [15].

The second step of the KBP process (i.e. generation of a treatment 
plan that closely matches the prediction) is often achieved using dose 
mimicking algorithms [15]. Dose mimicking algorithms are not com
mon in commercial treatment planning systems (TPSs), although one is 
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available for fallback planning [16]. A limitation of this approach is that 
the predicted dose distribution may not be optimal, although this can 
potentially be addressed using objective functions that attempt to 
improve upon the predicted dose distribution, rather than simply 
matching it [17].

An alternative to dose mimicking is to use predicted dose distribu
tions to generate objectives and weights that can be used in standard 
inverse optimization algorithms. Although less common in recent KBP 
studies, this approach has advantages. Inverse optimization tools are 
readily available in commercial TPSs and are widely used in radio
therapy workflows. Additionally, prominent commercial TPSs contain 
scripting tools that can be used to automate the process. This method 
may offer a more human-centered approach to automation as it allows 
planners to evaluate plans in familiar software and continue optimiza
tion in an intuitive manner, if desired.

A recent investigation examined the direct prediction of VMAT MLC 
patterns using DL, foregoing the optimization step [18]. This approach, 
though novel and promising, has thus far resulted in plans of insufficient 
quality, and requires “in-house” software to generate plans, which 
makes clinical deployment challenging.

Although the use of DL dose predictions in KBP pipelines has been 
well-demonstrated [4,15], there are few studies that have used optimi
zation algorithms within commercial TPSs to generate treatment plans. 
Using a commercial TPS for this step reduces barriers to clinical 
deployment as they are typically well-validated and approved by regu
latory bodies. Xia et al. developed an automated method to generate 
rectum intensity-modulated radiation therapy (IMRT) plans that 

required exports from the TPS to an external DL server [19]. Lempart 
et al. derived optimization objectives using a nearest-neighbor search to 
identify the most similar dose distributions in an atlas of historical 
treatments [9]. This approach relied on availability of a robust atlas and 
included some manual steps. van de Sande et al. used a commercial dose 
mimicking algorithm designed for fallback planning to create breast 
IMRT plans based on two-dimensional (2D) DL dose predictions [20]. To 
our knowledge, this algorithm cannot be automated and requires 
manual intervention.

In this work, we developed a fully-automated workflow for gener
ating VMAT treatment plans for prostate radiotherapy within a com
mercial TPS. To our knowledge, this is the first study demonstrating a 
fully-automated workflow that uses a custom DL dose prediction 
model and scripted optimization to automatically generate VMAT plans 
within a commercial TPS. Potential benefits of this approach include the 
use of common optimization objectives (which planners can intuitively 
interact with to tweak the plan), the elimination of data transfers, full 
deployment within a commercial TPS scripting environment, and im
provements to dose distributions beyond mimicking predictions.

2. Materials and methods

2.1. Data description

Data from 140 previously treated prostate radiotherapy patients 
were used in this study. All patients were treated with dual-arc VMAT 
plans that delivered 60 Gy to the prostate and 54 Gy to the proximal 

Fig. 1. A schematic representation of the residual U-Net architecture used in this work. The numbers above each block represent the spatial dimensions and number 
of feature channels along each convolutional layer. Dashed lines with green squares represent dense connections (concatenation) between the encoder and decoder 
regions. Skip connections (addition) are represented by red circles. The output of the network is a 3D dose distribution with the same spatial resolution as the input 
structures. The customized loss function is visualized in the bottom left which features a summation of the voxel-weighted mean absolute error (with the relative 
weightings shown) with a summation of all the difference between dose-volume metrics.
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seminal vesicles in 20 fractions. Each dataset included the 3D dose 
distribution and contours of the planning target volume (PTV) PTV60 
(prostate + margins), PTV54 (proximal 1 cm of seminal vesicles +
margins), bladder, rectum, left/right femurs (contoured inferiorly to the 
extent of the ischial tuberosities) and the external body contour. Patients 
with hip prostheses were not included. Treatment plans in this dataset 
were created in the Monaco TPS (Elekta AB, Stockholm) and dose was 
calculated using Monaco’s Monte Carlo (MC) dose engine. This study 
was approved by the Ottawa Health Science Network Research Ethics 
Board (ID#: 20200300 01H).

2.2. Deep learning dose prediction model

A subset of the dataset described in section 2.1 was used to train 
(n=100) and validate (n=20) a 3D residual U-Net to predict 3D dose 
distributions [21,22]. Structure contours and dose data were extracted 
from digital imaging and communications in medicine (DICOM) files 
exported from Monaco and used to train the DL model. Structures were 
converted to binary masks and dose distributions were normalized such 
that D95% of the PTV60 was equal to 60 Gy, which is a common 
normalization method used in our clinic. Structure and dose arrays were 
resized and cropped to extend 72 mm inferiorly and 120 mm superiorly 
about the isocentre resulting in 64×256×256 arrays with 1.2×1.2×3 
mm voxel size to match the computed tomography (CT) images. This 
cropping was chosen to balance the intent to minimize the dataset size 
(reducing computational memory burden) while maintaining the full 
extent of the key organs at risk (OARs) (e.g. rectum and bladder).

The first layer of the DL model used 8 filters and each subsequent 
layer used fi = 2i*f0, where f0 = 8. The model was trained with 1000 
epochs (batch size = 1) and a learning rate of 0.0001 with the Adam 
optimizer. The model architecture is shown in Fig. 1. TensorFlow [23]
and an NVIDIA RTX 8000 GPU were used for model training. The model 
was trained using a custom, domain-specific loss function inspired by 
Soomro et al. and Sun et al. [24,25]. This loss function summed a voxel- 
wise weighted mean absolute error (MAE) function with absolute dose- 
volume histogram (DVH) metric differences between predicted and 
delivered dose distributions. Weights in the MAE calculation varied by 
structure and dose level. Voxels within targets (i.e. PTV60 and PTV54) 
and key OARs (i.e. bladder and rectum) were assigned higher weights, 
while voxels in low-dose areas and less important structures were 
assigned lower weights. The weight parameters were tuned based upon 
the expertise of two independent observers to preserve the dose distri
butions expected with local plans using the validation dataset. A visual 
depiction of the loss function is included in Fig. 1. DVH metrics used in 
the loss calculation were derived from internal institutional protocols 
based on the CHHiP trial [26,27] and represent important metrics in 
local plan-quality evaluation. These are summarized in Table 1.

2.3. Scripted optimization

The RayStation (RaySearch Laboratories, Stockholm) Python 
scripting application programming interface (API) was used to auto
matically optimize treatment plans (autoplans) using DVH metrics 
extracted from the predicted dose distributions. This scripted routine 

was developed by using simple DVH-based optimization objectives in 
RayStation to mimic (and, if possible, improve upon) DVH curves from 
clinical plans (created in Monaco) in the validation dataset (n=20). 
Once the routine was able to reproduce the clinical plans adequately, it 
was then used to produce plans that match predicted dose distributions 
in the autoplanning pipeline.

The DVH-based optimization objectives and weights used in this 
routine were chosen for their simplicity and were adjusted through a 
trial-and-error approach. Because there is not a simple, consensus metric 
to determine similarity or superiority of dose distributions, we relied on 
the expertise of two independent observers to inform adjustments to the 
objectives to improve the routine. This process was analogous to com
mon treatment planning workflows, in which planners first start with 
ideal optimization objectives and adjust until they receive an adequate 
result based on their clinical expertise.

The DVH-based objectives used in this routine are summarized in 
Table 2. Because predicted dose distributions are not necessarily 
optimal, we attempted to improve upon them by setting DVH objectives 
that were slightly better than those predicted. For all OARs, the pre
dicted D1.0% and Dmax values were reduced by 1.0% to create ‘MaxDVH’ 
and ‘MaxDose’ objectives. Similarly, the volumes predicted to receive a 
given dose had the doses reduced by 1.0 Gy to create ‘MaxDVH’ ob
jectives (e.g. the predicted V60Gy was used to create a V59Gy ‘MaxDVH’ 
objective). For target volumes (i.e. PTV54 and PTV60), the predicted DVH 
metrics that quantify coverage (i.e. V54gy, V59Gy, V60Gy) were increased 
by 1.0% to a maximum of 100% of the volume to create ‘MinDVH’ ob
jectives. The predicted DVH metrics that quantify hot spots (i.e. V55.5Gy, 
V57Gy, D1.0%, and Dmax) were reduced by 1.0% to create ‘MaxDVH’ and 
‘MaxDose’ objectives. In addition to the DVH objectives, a single ‘Dos
eFallOff’ objective was used to control conformality.

For the initial optimization, all objectives were given a weight of 1. 
After each iteration, objectives that were not met had their weight 
increased by 50. This process was repeated for 10 iterations. The choice 
of 10 iterations was found to balance improvements in the plan with 
total optimization time.

2.4. Fully automated planning deployment

The autoplanning process described in sections 2.2 and 2.3 was fully 
deployed within the RayStation Python scripting API. A Python virtual 
environment was created in RayStation, and the packages necessary for 
executing the DL dose prediction model were installed (e.g. TensorFlow 
and its dependencies). Execution of a single script within RayStation 
resulted in an autoplan being generated according to the following 
automated steps (also shown in Fig. 2). Initially, the patient’s 3D con
tours were converted into binary arrays for input into the DL model 
described in section 2.2 to generate a predicted 3D dose distribution. 
DVH metrics were then extracted from the predicted dose distribution 
and used to create a patient-specific optimization template. Following 
this, the VMAT treatment plan characteristics were initialized (e.g. en
ergy, arc geometry, couch, and collimator positions) and the iterative 
optimization process described in section 2.3 was executed to create a 
treatment plan.

Table 1 
Dose volume metrics that were included in the custom loss function. In this 
table, DX refers to the dose received by X% structure volume and VY refers the 
volume receiving Y Gy.

Structure Dose Volume Metrics

PTV60 D99%, D95%, D10%

PTV54 D99%, D95%, D10%

Bladder V60Gy, V48.6Gy, V40.8Gy, Dmax

Rectum V60Gy, V57Gy, V52.8Gy, V48.6Gy, V40.8Gy, V32.4Gy, V24.6Gy, Dmax

FemurRight V36Gy

FemurLeft V36Gy

Table 2 
Dose volume metrics that were calculated from the dose predicted by the deep 
learning model. These metrics were used as dose-volume objectives in the 
automated TPS optimization process. Organs at risk include the rectum, bladder, 
and individual femurs.

Structure Dose Volume Metrics

PTV60 V60Gy, V59Gy, D1.0%, Dmax

PTV54 V54Gy, V55.5Gy, V57Gy, D1.0%, Dmax

Organs At Risk V60Gy, V50Gy, V40Gy, V30Gy, V20Gy, V10Gy, D1.0%, Dmax
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2.5. Statistical evaluation and analysis

An independent test dataset (n=20) was used to evaluate the full 
autoplanning process. A two-sided Wilcoxon signed-rank test with a 
significance level of 0.05 was performed to compare DVH metrics used 
to assess plan quality in our institution (outlined in Fig. 3) between the 
autoplan and the clinical plan. To adjust for multiple comparisons, a 

Bonferroni correction was used with n=18 comparisons to adjust the 
significance level to 0.0028. This correction is for the comparisons be
tween the metrics shown in Fig. 3 (metrics not shown for femurs as they 
were equal to zero) and the conformity index [28] for the PTV60 and 
PTV54. All metrics are reported as the median and interquartile range.

Fig. 2. The workflow for automatic treatment plan generation using the RayStation scripting API. The native Python language and built-in functions within this 
environment allow for dose prediction with a DL model. Dose-volume metrics from the predicted dose were used to create and execute a patient-specific optimization 
and generate a plan with the built-in TPS optimizer.

Fig. 3. Comparison of various dose-volume metrics between the deep learning dose prediction (Prediction), the deliverable plan generated with the automated 
workflow (Autoplan), and the previously delivered clinical plan (Clinical). The centre tick of the bars represents the median value across all patients (n = 20) and the 
box represents the upper and lower quartile range. The left-axis references all dosimetric metrics and the right axis references all volumetric metrics.
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3. Results

The conversion of the prediction into the autoplan took 15 min [13- 
16 min] across the test set. A comparison of the DVH-based plan-quality 
metrics used in our local institutional protocols is shown for the DL dose 
prediction, autoplan, and clinical plan in Fig. 3. With respect to these 
metrics, n=15 patients passed all PTV metrics in the clinical plans with 
n=5 cases exceeding the primary threshold for maximum dose (63 Gy). 
For the autoplans, all patients passed all metrics for the PTVs. There was 
no significant difference between the conformity index found for the 
PTV60 (clinical: 0.92 [0.91-0.94], autoplan: 0.93 [0.91-0.93]) or the 
PTV54 (clinical: 0.20 [0.17-0.26], autoplan: 0.22 [0.18-0.27]). With 
respect to metrics for OARs, 91.5% were met across all clinical plans and 
91.9% were met across all autoplans. The plan-quality metrics that most 
frequently failed were V60 for the bladder and rectum. Failure rates for 
the bladder V60 were 55% in both the clinical and autoplans. Failure 
rates for the rectum V60 were 45% for the clinical plans and 40% for the 
autoplans. Between the autoplan and the clinical plan, statistically sig
nificant differences were seen for V60 and D1.0% in PTV60. Significant 
differences were seen for V54 in PTV54. For OARs, significant differences 
were only seen in the bladder V48.6 (p=4.8e-04) and V40.8 (p=7.1e-04). 
The most notable differences between the clinical and autoplans were 
hotter doses received by PTV54 (increase of 6% [3-13%] in volume 
receiving 57 Gy) and smaller volumes receiving doses in the ~12–20 Gy 
range.

4. Discussion

In this work, a fully automated, “single-click” planning process 
deployed within a commercial TPS was presented. This process pro
duced prostate VMAT plans that were non-inferior to previous clinically 
approved plans. There are several benefits to this automated process: A 
treatment plan is generated with a “single-click.” The model used for 
predicting dose is potentially sharable and does not contain any personal 
health information. Specialized hardware/software is not needed 
(beyond the TPS). The scripting solution is designed with freely avail
able software (Python). The treatment plans are created within the 
confines of a validated commercial TPS. The final plan and optimization 
template is in a familiar format that planners can further improve and/or 
tweak. No data transfers are required.

In the first stage of autoplan generation, a 3D dose distribution was 
predicted with a residual U-Net trained with 3D contours and previous 
clinical dose distributions. A potential limitation of this work is the 
combination of model architecture and loss function selected. Rigorous 

testing of multiple architecture and loss function pairings was not 
explored and is beyond the scope of this work. Our goal was to generate 
a model with sufficient performance for our purposes, rather than 
rigorously comparing multiple modelling methods. There is no clear 
consensus on the “best” choice of architecture and loss function for dose 
prediction models, though many combinations have been studied 
[4,7,8,10,11,15,20,29–31]. While the speed of model training could be 
impacted by the model parameters and data configuration, this step is 
likely inconsequential from a clinical-utility perspective; once a model is 
trained, calling it to predict a 3D dose, even on a CPU, should only take 
seconds to a few minutes with modern hardware.

Strategies to automatically generate treatment plans from DL dose 
predictions within clinical TPSs have varied in the literature. Lempart 
et al. [9] derived optimization objectives using a nearest neighbor 
search that compared predictions to an atlas of previously treated cases. 
This work required the availability of a sizeable and robust atlas and 
relied on manual intervention for DICOM transfers and setting of some 
optimization objectives. In the RayStation TPS, van de Sande et al. [20]
created deliverable doses for left-sided breast cancer patients using a 
commercial dose-mimicking algorithm on doses predicted by a 2D U-Net 
model. They found statistically significant differences in the mean dose 
received by the PTV – although the magnitude of the difference may not 
be clinically significant. Xia et al. [19] performed autoplanning using a 
similar strategy to this work, in that DL dose predictions were used to 
generate optimization objectives in a clinical TPS in a fully-automated 
manner. It differed, however, in that autoplans had a single target 
(rectum), less complex treatment modality (IMRT), used a different TPS 
(Pinnacle, Philips Radiation Oncology Systems), and required DICOM 
data transfers to a dedicated DL server.

One limitation of this study is the unavailability of clinical plans 
developed in RayStation to compare to the autoplans. RayStation was 
used to generate autoplans due to its mature Python scripting API, but 
available clinical plans were generated using Monaco. Dose distribu
tions in Monaco were calculated using MC, while RayStation used 
collapsed cone superposition-convolution. Because of the statistical 
uncertainty in MC calculations, there are larger maximum doses [32,33]
and less-steep DVHs. The magnitude of the impact is larger in smaller 
volumes [34]. A characteristic example comparing an autoplan and 
clinical plan is shown in Fig. 4. As seen in this example, the DVHs for 
PTV60 and PTV54 exhibit a more homogenous dose in the autoplan. This 
observation is generally consistent across all patients in the independent 
test set and is at least partially attributable to differences in dose engines 
and beam models, rather than genuine differences in plan quality. 
Similarly, we could not compare manually generated RayStation plans 

Fig. 4. A characteristic example comparing a clinical plan (previously treated) to automatically generated plan derived from a dose predicted by the deep learning 
model. (A) Shows the dose volume histograms for all relevant structures where the solid lines are from the clinical plan and the dashed lines are from the autoplan. 
Subfigures (B), (D) and (F) shown an axial, coronal and sagittal slice from the clinical dose distribution overlayed on the CT. Subfigures (C), (E) and (G) shown an 
axial, coronal and sagittal slice from the autoplan dose distribution overlayed on the CT.
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to autoplans. However, we have no reason to expect manually generated 
RayStation plans to substantially differ from the Monaco plans, outside 
of the differing dose engines. Favourable comparisons with the clinically 
approved Monaco plans suggest that the autoplans are of sufficient 
quality to be deemed clinically acceptable.

In conclusion, a single-click automated plan generation routine 
fully deployed within the scripting environment of a commercial TPS 
was presented. Automated plans were non-inferior to manually gener
ated plans when evaluated using common DVH-based metrics.
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