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ABSTRACT: The determination of the redox properties of
nucleobases is of paramount importance to get insight into the
charge-transfer processes in which they are involved, such as those
occurring in DNA-inspired biosensors. Although many theoretical
and experimental studies have been conducted, the value of the
one-electron oxidation potentials of nucleobases is not well-
defined. Moreover, the most appropriate theoretical protocol to
model the redox properties has not been established yet. In this
work, we have implemented and evaluated different static and
dynamic approaches to compute the one-electron oxidation
potentials of solvated nucleobases. In the static framework, two
thermodynamic cycles have been tested to assess their accuracy
against the direct determination of oxidation potentials from the adiabatic ionization energies. Then, the introduction of vibrational
sampling, the effect of implicit and explicit solvation models, and the application of the Marcus theory have been analyzed through
dynamic methods. The results revealed that the static direct determination provides more accurate results than thermodynamic
cycles. Moreover, the effect of sampling has not shown to be relevant, and the results are improved within the dynamic framework
when the Marcus theory is applied, especially in explicit solvent, with respect to the direct approach. Finally, the presence of different
tautomers in water does not affect significantly the one-electron oxidation potentials.

1. INTRODUCTION
The determination of the one-electron redox potentials of the
nucleobases by experimental measurements is a very difficult
task due to the irreversibility of the process and the low
solubility of some nucleobases in water.1−6 In the same way,
the computation of the potentials is also challenging due to the
several factors that can be considered in the theoretical model
by means of different approaches, such as vibrational sampling,
solvent effects, and the level of theory at which the electronic
structure of the nucleobases (see Figure 1) are described.
However, an accurate characterization of the redox properties
of nucleobases is crucial to understand the molecular
mechanism of different charge-transfer processes in which
the DNA constituents are involved, such as those occurring in
biosensor devices.7,8 DNA-based biosensors have been proven
to be a convenient choice when trying to detect specific
sequences of nucleic acids due to the DNA capability of
hybridization.9−13 Recently, these devices have also been
employed as nanowires or for the detection of organic analytes
and heavy metals.9,14−16 In order to carry out the detection
task, charge-transfer processes often play an important role,
and the nucleobase moiety has been shown to be the main
constituent of the nucleotides that is involved in these

phenomena.1 Thus, the attainment of the redox properties of
nucleobases is fundamental to get insight into the functioning
mechanism of DNA-based biosensors.
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Figure 1. Schematic representation of the five nucleobases.
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This work is aimed to establish the most appropriate
computational strategy to evaluate the one-electron oxidation
potential of the five nucleobases present in DNA and RNA, by
combining different theoretical models, and to compare the
results with the data available in the literature. We will use the
term “one-electron oxidation potential” as the potential of the
oxidation process but considered in the direction of a
reduction reaction. Thus, the “one-electron oxidation
potential” is a reduction potential as it is usually considered
in the literature by convention. Many different experiments
have been performed during the last decades, leading to a large
variety of results. For example, Faraggi and co-workers
employed cyclic voltammetry, differential pulse polarography,
and pulse radiolysis to determine the oxidation potentials at
different pH values.3 Jovanovic and Simic employed pulse
radiolysis to obtain the oxidation potentials at pH = 13.0.4

Jovanovic also conducted further experiments with Steenken
and determined the oxidation potential for guanine using
kinetic rate measurements at physiological pH.17,18 Analo-
gously, Steenken also obtained these values for the rest of
nucleobases, which were supported by Burrows and co-
workers.19,20 Seidel and co-workers performed fluorescence
quenching experiments to determine the potentials in
acetonitrile5 and compared them with those reported in
aqueous solution by Kittler and co-workers at pH = 6.5.21 As
can be seen in Table 1, all these experimental studies have
provided a large range of one-electron oxidation potentials for
the five nucleobases.

From the computational perspective, many studies based on
static and dynamic approaches have also been developed with
the aim of computing the redox properties of nucleobases. For
example, within a static picture, Baik et al. determined the one-
electron oxidation potentials for the nucleobases from the
adiabatic ionization energies (AIEs, see Figure 2a) computed
by density functional theory (DFT) combined with a
continuum-solvent approach.25 Thapa and Schlegel27 simu-
lated the methyl-substituted nucleobases and some of their
tautomers using also a DFT/continuum-solvent approach and
taking into account the contribution of the formation of the
solvated electron. Crespo-Hernańdez and co-workers32 eval-
uated if there was a correlation between the calculated vertical
ionization energy (VIE) or the vertical electron affinity (VEA)
using DFT/continuum models and the redox potentials of 20
organic molecules, for which the experimental redox potentials
were well-known in acetonitrile. After obtaining a linear
correlation, they used such a relation to obtain the redox
properties of nucleobases in acetonitrile through the calculated
VIEs and VEAs. On the other hand, Li et al. designed a
protocol to investigate aromatic compounds, including the
nucleobases,24 which consists of a thermodynamic cycle and

computations based on DFT and continuum solvent models.
In such a protocol, solvation and structural relaxation effects
were determined separately. Paukku and Hill28 and Lewis et
al.29 determined the redox potentials of nucleobases based on
the same thermodynamic cycle but using a different level of
theory and continuum solvation models. They also compared
the VIEs with the AIEs, and the VEAs with the adiabatic
electron affinities (AEAs), properties intimately related to the
oxidation and reduction potentials (see Figure 2a). Psciuk and
co-workers2 computed the redox potentials of methyl-
substituted nucleobases using the same strategy, but they
took into account the different tautomers of the nucleobases
that can be present in a protic solvent such as water.
The one-electron oxidation potentials of nucleobases have

also been computed based on dynamic approaches, specifically,
using classical molecular dynamics (MD)33,34 or quantum
mechanics/molecular mechanics MD35 (QM/MM MD)
simulations. In this context, Wang and co-workers30 evolved
classical MD trajectories for all the nucleobases in order to
obtain an appropriate ensemble of conformational config-
urations of the molecules in aqueous phase using the TIP3P36

force field for the description of water. Then, from different
snapshots, QM/MM MD simulations were performed in order
to relax the nucleobase geometries, and finally the VIEs, VEAs,
and vertical detachment energies (VDEs) were obtained by
DFT/MM calculations, from which the redox potentials were
determined. Zhang et al.26 followed a similar methodology, but
they used QM/MM MD simulations to relax the neutral,

Table 1. Experimental3−5,17−23 and Theoretical1,2,24−31

Ranges Provided by the Literature for One-Electron
Oxidation Potentials of the Nucleobases in Aqueous
Solution

nucleobase experiment (V) theory (V)

adenine 1.20−1.63 1.38−2.22
cytosine 1.44−1.86 1.76−2.50
guanine 0.80−1.53 1.10−1.88
thymine 1.29−1.73 1.42−2.46
uracil 1.34−1.75 1.62−2.57

Figure 2. (a) Schematic representation of the different energy terms
related to reduction and oxidation processes: (i) vertical ionization
energy (VIE), (ii) vertical electron affinity (VEA), (iii) vertical
attachment energy (VAE), (iv) vertical detachment energy (VDE),
(v) adiabatic ionization energy (AIE), and (vi) adiabatic electron
affinity (AEA). (b) Thermodynamic cycle to compute reduction free
energy in solvent, ΔGred, from the solvation free energies of the
oxidized species, ΔGs(N+), reduced species, ΔGs(N), and electron,
ΔGs(e−), and the reduction free energy in the gas phase ΔGred,gas.
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cationic, and anionic species starting from snapshots taken
from a classical MD simulation of the neutral species. Then,
VIEs, VEAs, AIEs, AEAs, and VDEs were computed by means
of a DFT/MM approach. All these energetic terms are
schematically represented in Figure 2a. Mukherjee and co-
workers reported the electron affinity of uracil applying a QM/
MM approach, where the QM region was described at the
EOM-CCSD level of theory.31 Recently, D’Annibale et al.1

reported the redox properties of nucleobases and nucleosides
using an innovative methodology. In a first step, they
conducted classical MD simulations to obtain a full ensemble
of geometries of the neutral and cationic forms of the
nucleobases in aqueous solvation. Then, in a second step, they
performed DFT/MM calculations using the perturbed matrix
method.37,38 Finally, they applied Marcus theory to estimate
the one-electron oxidation potentials using the VIEs and the
vertical attachment energies (VAEs). As in the case of the
experimental measurements, the computed oxidation poten-
tials listed in Table 1 lie in a large range of values. Moreover,
they are considerably larger than the experimental potentials.
Thus, a clear value for the one-electron oxidation potentials of
the nucleobases cannot be extracted from the literature.
In spite of all the previously mentioned efforts, it is still not

clear which methodology is more appropriate to compute the
redox potentials for the nucleobases and, in general, for organic
molecules. In fact, the use of thermodynamic cycles has been
recently compared with the direct determination of the
reduction potentials from the AIEs for different molecules,
and a general conclusion could not be drawn.39 In addition, the
calculation of redox properties in solvent or in biological media
also requires an accurate description of the environment in
terms of both interactions and sampling. In this work, we have
computed the one-electron oxidation potentials of the five
nucleobases in water using different protocols and theoretical
models within static and dynamic frameworks aimed to
different goals: (i) to compare the use of two different
thermodynamic cycles with the direct determination of the
oxidation potentials from the AIEs within a static framework;
(ii) to evaluate the introduction of sampling effects and
compare two different dynamic protocols where the potentials
are computed from the AIEs and by the Marcus theory; (iii) to
investigate the effect of solvent models using implicit
(COSMO) and explicit (TIP3P) solvation; (iv) to assess the
accuracy of different DFT functionals for each of the static and
dynamic protocols; (v) to evaluate the importance of
considering different tautomeric species.

2. METHODS
2.1. Static Approaches. The reduction free energy of the

process shown in Figure 2b can be written as the free energy
difference between the solvated reduced and oxidized species
as

G G G G(N ) (N ) (e )red (aq) (aq) (gas)= +
(1)

where the free energy of each individual species can be written
as the summation of the electronic energy, Ee, and the thermal
correction to the Gibbs free energy, GT, which includes
electronic, translational, rotational, and vibrational contribu-
tions. Both energy terms are usually computed by using a
continuum solvent approach, such as the polarizable
continuum model (PCM)40−45 or the conductor-like screening
model (COSMO).46,47 Thus, eq 1 can be written as

G E G E G

G

(N ) (N ) (N ) (N )

(e )

red e (aq) T (aq) e (aq) T (aq)

(gas)

= + + +

(2)

The term Gc(e−) is the free energy of the electron in the gas
phase. The fact that the electron is considered in the gas phase
in the half reaction is just a formalism. The electron
contribution cancels out when the second half reaction is
considered.48 Therefore, it is irrelevant which formalism is
employed while it is the same for both half reactions. The
reduction potential, Ered, is related to the free energy as follows:

G nFEred red= (3)

where F is the Faraday constant and n is the number of
exchanged electrons. Typically, reduction potentials are given
with respect to a reference potential. A common choice as
reference is the standard hydrogen electrode (SHE), whose
reduction potential is Ered,SHE

0 = 4.281 V, used in previous
works.48−52 Although this value is a common choice when
COSMO is employed to describe solvent effects, it is not clear
which value is consistent with this solvent model.53 It is
important to highlight here that the value of 4.281 V of the
SHE was obtained using the Fermi−Dirac statistics to account
for the free energy of the electron, whose value is −0.867 kcal/
mol.54−56 Therefore, it is necessary to cancel this electron
contribution by explicitly including the free energy of the
electron in the computation of the reaction free energy for the
half reaction under investigation, for example, through eq 1.
Thus, the reduction potential relative to the SHE value reads as

E
G
nF

Ered
0 red

red,SHE
0=

(4)

The use of eqs 1−4 to obtain the reduction potentials is
termed here as static direct calculation. In this methodology,
the terms Ee and GT for the reduced and oxidized species in eq
2 are computed at their corresponding optimized geometries in
a continuum solvent model. In other words, the free energy of
the reduction process is obtained from the AIE (see Figure 2a).
It has been recently stated that the use of the static direct

recipe can lead to errors in the determination of the free
energy.39 Specifically, the calculation of the thermal correction
GT in a continuum solvent is not completely correct. First,
continuum models have been parametrized so that the
electronic energy Ee of the solute including the interaction
with the solvent reproduces the experimental solvation energy.
Therefore, thermal effects are already included implicitly in Ee
and the computation of GT in the continuum solvent model
double counts these effects. Second, the ideal-gas partition
functions employed when computing the thermal corrections
for the solvated species are not correct in solvent.
Consequently, it has been suggested that the use of a
thermodynamic cycle, where the thermal corrections are
computed in the gas phase, is more accurate.
The free energy of the reduction reaction can also be

expressed by using the thermodynamic cycle shown in Figure
2b as

G G G G G(N ) (e ) (N)red red,gas s (gas) s= ++

(5)

where ΔGs(I) is the solvation free energy of the species I and
ΔGred,gas is the free energy of the reduction process in the gas
phase. The last one can be written as the summation of
electronic Ee and thermal correction GT contributions:
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G E G E

G

(N ) (N ) (N )

(N )

red,gas e (gas) T (gas) e (gas)

T (gas)

= + +

+
(6)

In addition, the solvation free energy, ΔGs(I), is calculated as
the difference between the electronic energy of the solute in
solvent and in the gas phase:

G E E(N ) (N ) (N )s e (aq) e (gas)=+ + +
(7)

G E E(N) (N ) (N )s e (aq) e (gas)= (8)

By using the above-described thermodynamic cycle, the
thermal corrections are computed in the gas phase though
the terms GT(N(gas)) and GT(N(gas)

+ ) in eq 6. Since the partition
functions are derived from the ideal gas, rigid rotor, and
harmonic oscillator approaches, their application should be
more appropriate in the gas phase than in aqueous phase,
although they could also introduce important errors when, for
example, anharmonic motions are present in the system. In
addition, corrections to the thermal energy due to the
discrepancies between the solvent phase and the gas phase
are considered in the computation of the electronic energies
through eqs 7 and 8.
In this work, two different versions of the same

thermodynamic cycle have been tested. Their main difference
lies in the way in which the solvation free energies are
calculated. In the first one (static cycle 1), the solvation free
energies ΔGs(N) and ΔGs(N+) are evaluated with the
geometries of the reduced and oxidized species optimized in
solvent and in the gas phase, that is, the geometry relaxation of
the solute upon solvation is considered. In the second version
(static cycle 2), the solvation free energies of eqs 7 and 8 are
computed by employing the relaxed geometry in the gas phase.
This second approximation does not take into account the
relaxation of the solute in solvent, but it is still often found in
the literature because it avoids the geometry optimization in
continuum solvation models, where convergence is sometimes
difficult to achieve.29,32

2.2. Dynamic Approaches. The reduction potentials can
also be determined by using dynamic methodologies where
conformational motion (sampling) is introduced in the
theoretical model. As a first approach, eq 2 can be applied to
obtain the free energy of the oxidation process. If the thermal
correction is not explicitly computed, contrary to the static
protocols, but it is accounted in an indirect and approximate
way by considering an ensemble of geometries over which the
potential energy is averaged, eq 2 can be rewritten as

G E E Gr r( ) ( ) (e )red N N N N (gas)= + + (9)

where the subscripts of the angle brackets indicate the phase
space where the potential energy average is computed. Thus,
the ensemble average of the potential energy of the reduced
species N in the first term of eq 9 is computed in the phase
space of N, while the ensemble average of the potential energy
of the oxidized species N+ in the second term of eq 9 is
computed in the phase space of N+. The ensemble averages for
each of the species can be easily determined by running
classical MD simulations for each phase space, selecting several
snapshots, and computing the potential energy for the selected
snapshots by QM/MM or QM/continuum approaches, where
the solute is included in the QM region and the solvent is
described by a MM force field or by a continuum model.
Finally, the average of the potential energies for each ensemble

is introduced in eq 9 and the free energy is obtained. We will
refer to this methodology as dynamic direct explicit or dynamic
direct implicit approach, depending on the solvent model
employed in the potential-energy calculations.
Reduction potentials can also be computed by using the

Marcus theory, where sampling and environmental effects are
included. It can be shown that the free energy (or the
Helmholtz energy at constant volume) can be expressed as
follows:57,58

G k T e G

k T e G

ln (e )

ln (e )

E k T

E k T

r

r

red B
/

N (gas)

B
/

N (gas)

N N B

N N B

=

=

{ }

{ }

+

+ + (10)

where ΔEN→N+{r} and ΔEN+→N{r} are the VIE and the VAE,
respectively, computed on the appropriate ensemble of N or
N+. Assuming that the solvent response is linear with respect to
a change in the solute, Marcus theory can be applied.59−65

Hence, both the distributions of VIEs and VAEs will be
Gaussian functions and their standard deviations will be the
same. Under these circumstances eq 10 can be simplified to

G E E G

G

r r1
2

( ) (e )

1
2

( VIE VAE ) (e )

red N N N N N N (gas)

N N (gas)

= { } { }

=

+ + +

+
(11)

In order to compute ⟨VIE⟩N (⟨VAE⟩N+), classical MD
simulations are run for the reduced species N (oxidized
species N+) in its own phase space. Then, several snapshots are
chosen along the dynamics, and for those selected snapshots
the VIEs (VAEs) are calculated by QM/MM or QM/
continuum approaches, where only the solute is included in
the QM region (see Figure 3). Finally, the VIE (VAE) values
are averaged. Depending on the solvent model employed in the
VIE (VAE) computations, this methodology will be named
dynamic Marcus explicit or dynamic Marcus implicit approach.
In order to assess the viability of the Marcus theory within

these systems, three conditions must be fulfilled: (i) the
distributions of the VIE and VAE must show a Gaussian shape,
(ii) the standard deviations (σVIE, σVAE) must be the same, and
(iii) the reorganization energy λ, defined in eq 12, must be
equal to the reorganization energies of both the neutral species
and the cation, defined in eqs 13 and 14.66

VIE VAE
2

= +
(12)

k T2red
VIE

2

B
=

(13)

k T2ox
VAE

2

B
=

(14)

Under these circumstances the Marcus theory can be
successfully used, while in any other case the Marcus theory
suffers deviations. To overcome these problems, the quadratic
model developed by Matyushov and Voth67,68 can be
employed. Thus, eq 15 is based on a correction that solves
the problems associated with nonlinear solvation response
using a three-parameter model in contrast with the two-
parameter model typically used in Marcus theory.66

G
( )(2 )

2(2 )corr
red red ox ox

red
2=
+

+ (15)

Journal of Chemical Information and Modeling pubs.acs.org/jcim Article

https://doi.org/10.1021/acs.jcim.2c00234
J. Chem. Inf. Model. 2022, 62, 3365−3380

3368

pubs.acs.org/jcim?ref=pdf
https://doi.org/10.1021/acs.jcim.2c00234?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


3. COMPUTATIONAL DETAILS
3.1. Static Calculations. All the QM, QM/continuum,

and QM/MM calculations were performed using the
NWChem package.69 Three different functionals were tested
within the static and dynamic methodologies: PBEOP,70−72

which provided previously accurate results for nucleobases,73

and the B3LYP74−77 and M06-2X78 functionals, widely
employed in the computation of ground-state properties. The
selected basis set was 6-311G(d).79,80

All the nucleobases were optimized in their neutral and
cationic forms in both gas phase and aqueous phase using the
three functionals and the basis set mentioned above. The
optimization of the cationic form of cytosine did not converge
for B3LYP and M06-2X. In these cases, the optimized
geometries of the neutral and cationic cytosine using PBEOP
were used in order to compute the energy of the system with
B3LYP and M06-2X. The aqueous solvent in the QM/
continuum calculations was described by COSMO.46,47 A
frequency calculation was performed for each geometry to
ensure that an energy minimum was reached and to compute
the zero-point energy, which is part of the thermal correction.
By calculating the energy of the cationic and neutral species
both in the gas phase and in solvent, the oxidation potentials
for the three different models described above are obtained:
static direct, static cycle 1, and static cycle 2 approaches.
3.2. Dynamic Calculations. Classical MD simulations

were run with the AMBER20 package,81 and the systems were
built up with AmberTools 2081 and different homemade
scripts. For both the cation and the neutral forms of each
nucleobase, three different sets of force field parameters were
developed, based on quantum mechanics calculations
performed with the PBEOP, B3LYP, and M06-2X functionals
by the following procedure. First of all, the Hessian matrix for
the optimized geometries obtained in the static calculations in
aqueous phase was computed. Bond and bond angle
parameters for the nucleobases were obtained from the
Hessian matrix by the Seminario method using each of the
considered functionals.82 Parameters for dihedral angles,
improper torsions, and Lennard−Jones nonbonded terms
were taken from the generalized Amber force field
(GAFF).83 Electrostatic potential (ESP) charges were obtained
from a DFT calculation in aqueous phase. Each nucleobase was
solvated in a tetragonal simulation box of around (60 × 57 ×
61) Å3 with approximately 17000 water molecules, which were
described with the TIP3P solvation model.36 For the cationic
form, a chloride anion was also added to neutralize the system,
described by the Joung and Cheatham parameters.84

After the setup of the different systems, the same dynamic
protocol was followed for all of them. First, the system was
minimized for 10000 steps in which the steepest descent
algorithm85 was used for the first 5000 steps and the Newton−
Raphson algorithm86 was used for the last 5000 steps. After
that, a constant volume (NVT) progressive heating to 300 K
was performed for 500 ps. The Langevin thermostat was
applied to control the temperature with a collision frequency of
2 ps−1. Then, an additional 500 ps simulation was run at 300 K
in the NVT ensemble. Afterward, a 1 ns simulation was run in
the NPT ensemble to equilibrate the volume of the system and
reach the correct density. Finally, a 500 ns production
simulation was run in the NPT ensemble. The Berendsen
barostat with isotropic position scaling and a pressure
relaxation time of 2 ps was employed to maintain the pressure
constant at 1 bar. During the full protocol, the particle-mesh
Ewald method87 with a grid spacing of 1.0 Å was used to
compute the electrostatic interactions, and a 10 Å cutoff for the
nonbonded interactions was chosen. The SHAKE algo-
rithm88−90 restrained the bonds involving hydrogen atoms,
and a time step of 2 fs was used during the heating,
equilibration, and production stages.
For each cationic and neutral trajectory of the five

nucleobases, 200 snapshots were fetched randomly from the
last 450 ns of the production trajectories. In the case of the

Figure 3. Representation of the different types of calculations
performed. (a) Static calculations in which the solvent is described by
the continuum COSMO solvation model. (b) Dynamic calculations
in which the sampling of the solute is taking into account and the
solvent is described by COSMO as in panel a. (c) Dynamic
calculations in which the sampling of the solute and solvent is taking
into account since the solvent is described explicitly with TIP3P.
Several frames have been aligned to represent the vibrational motion
of the solute in panels b and c. Color code: N in blue, C in gray, O in
red, H in white, and solvent (water) in light blue.
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snapshots of the neutral species, the VIEs were computed by
running electrostatic embedding QM/MM calculations, where
the solvent was described by TIP3P, and polarizable-
embedding QM/COSMO calculations. For the QM/
COSMO calculations, the explicit solvent molecules were
removed from the different snapshots and replaced by
COSMO. Regarding the cationic trajectories, the VAEs were
computed also by QM/MM and QM/COSMO calculations in
the same way. These calculations were run for the three
functionals and basis set described above for the static
approaches using NWChem.69 Since the optimization of the
cationic cytosine molecule did not converge for B3LYP and
M06-2X and, therefore, the Hessian matrix could not be
obtained, the MD simulations of neutral and cationic cytosine
with the force field parameters obtained from PBEOP were
used in order to compute the energy of the system with B3LYP
and M06-2X. All these calculations were combined as
explained in the previous section to obtain the one-electron
oxidation potentials for the dynamic direct implicit, dynamic
direct explicit, dynamic Marcus implicit, and dynamic Marcus
explicit approaches.

4. RESULTS
4.1. Static Protocols. We start the discussion by

comparing the results from the three different stationary
approaches described above: static direct, static cycle 1, and
static cycle 2. The error of these three protocols for each of the
five nucleobases employing the PBEOP, M06-2X, and B3LYP
functionals with respect to experimental measurements is
shown in Figure 4. Specifically, due to the broad range of
experimental values found in the literature, the unsigned error
for each nucleobase is estimated as the absolute value of the
difference between the computed oxidation potential and the
average value of the experimental range listed in the second
column of Table 1. It should be noted that the comparison
with the experimental data must be done with caution due to
the broad variety of experimental results found in the literature.
At first glance, comparison with higher-level electronic-
structure calculations could seem a better choice. However,
our goal is to assess not only the accuracy of different DFT
functionals but also the accuracy of different solvent models
and static and dynamic protocols. Therefore, to choose a gold
standard theoretical model is a very challenging task, and this is
the reason why the quality of the different protocols will be
discussed in terms of the errors computed with respect to the
experimental values. In general, when comparing the results
given by the different DFT functionals for all the nucleobases,
PBEOP provides the most consistent potentials with respect to
the literature with mean unsigned errors (MUEs) of 0.22, 0.51,
and 0.51 V for the static direct, static cycle 1, and static cycle 2
approaches, respectively. Moreover, the B3LYP and M06-2X
functionals overestimate the potentials for all nucleobases
except guanine, with MUEs lying within 0.34−0.62 V and
0.54−0.81 V for B3LYP and M06-2X, respectively. If Figure 4
is examined in more detail, one finds that the accuracy of the
functionals is system dependent: the potential for adenine
computed with B3LYP presents the lowest error for the three
static protocols, the potential for guanine is more accurate
when calculated with M06-2X, and for the pyrimidine
nucleobases, cytosine, thymine, and uracil, PBEOP is the
most appropriate functional.
When we compare the three protocols, the static direct

scheme is the one that provides the closest values with respect

to the experiments for the three functionals (see Figure 4).
This means that either the inaccuracies introduced in the
thermal correction to the free energy when a continuum
solvation model is used in the static direct protocol, as
previously discussed,39 are not important for the nucleobases
or there exists error cancellation with other approximations
inherent to the theoretical model employed. A more careful

Figure 4. Errors of the calculated one-electron oxidation potentials for
the five nucleobases obtained with the PBEOP, M06-2X, and B3LYP
functionals with respect to the reference experimental oxidation
potentials using the three static protocols described in the text: (a)
static direct (SD), (b) static cycle 1 (SC1), and (c) static cycle 2
(SC2). The values next to the bars are the MUEs for each functional.
Color code: adenine (A) in red, cytosine (C) in blue, guanine (G) in
green, thymine (T) in orange and uracil (U) in purple.
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inspection of Figure 4 reveals that the determination of the
one-electron oxidation potential for adenine seems to be
invariant with respect to the theoretical protocol. In the case of
cytosine, the static cycle 1 performs the best, although the
static direct calculation with PBEOP provides a reasonable
result with an error of ∼0.3 V. The thermodynamic cycles
completely fail when describing the oxidation potentials of
thymine and uracil, presenting errors of ∼0.9 V for thymine
and ∼1.3 V for uracil. The static cycle 2 scheme provides
slightly higher MUE values than the static cycle 1, especially
for cytosine. This shows that geometry relaxation when going
from vacuum to solvent is relevant for cytosine, while the use
of the vacuum geometries in COSMO calculations does not
introduce significant errors for the other nucleobases. Overall,
the best static strategy to compute the one-electron oxidation
potential for the nucleobases has been proven to be the static
direct method with the PBEOP functional.
4.2. Dynamic Protocols. The one-electron oxidation

potentials have also been computed within a dynamic
approach, where an ensemble of 200 geometries for each
nucleobase, selected from classical MD simulations, were
considered. Different factors that may influence the accuracy of
the computations within this dynamic framework will be
discussed in the following sections. First, it is important to
achieve convergence with respect to the number of selected
snapshots. Second, although the classical trajectories for
sampling have been evolved in explicit solvation, the
calculation of the oxidation potentials has been carried out
in explicit and implicit models by using electrostatic
embedding QM/MM and polarizable embedding QM/
continuum schemes, providing potentials with different
accuracy and convergence behavior. Third, the free energy of
the oxidation process for the different nucleobases has been

obtained by applying the direct approximation, as in the static
scenario, and the more sophisticated Marcus theory. Finally,
the role of tautomers, which can be relevant in protic solvents
such as water, have also been analyzed.
4.2.1. Convergence of the Calculations. Figure 5 shows the

evolution of the one-electron oxidation potentials with the
number of snapshots considered for the five nucleobases
computed by applying the direct and Marcus protocols with
implicit COSMO and explicit TIP3P solvents. As can be seen,
convergence is successfully reached for all the dynamic
approaches when using 200 snapshots randomly fetched
from the classical MD trajectories. However, the calculations
performed with COSMO converge faster than those performed
with TIP3P. Specifically, convergence is achieved for the
continuum solvent after considering 40−60 snapshots, while it
is necessary to average over 100 snapshots to converge the
oxidation potentials for explicit solvation. In addition, the
oscillations of the average potentials are smaller for COSMO
than for TIP3P. This is consistent with the fact that in the
implicit solvation model the different configurations of the
solvent are averaged in every calculation, while the solvent
configuration around the solute is different in each calculation
with explicit solvent. Therefore, the variation of the oxidation
potential along the different snapshots is larger in TIP3P
because both the solute and solvent undergo important
changes within the ensemble. In contrast, in the implicit
calculations, only the solute geometry suffers important
modifications, and the cavity that represents the solvent adapts
to these modifications with small deformations of its shape and
tesserae charges.
When comparing the dynamic direct with the dynamic

Marcus approaches some differences can be observed (see
Figure 5). First, convergence is reached with a smaller number

Figure 5. Evolution of the average one-electron oxidation potentials computed with PBEOP with respect to the number of frames for the five
nucleobases using different dynamic protocols: (a) dynamic direct implicit (DDI), (b) dynamic direct explicit (DDE), (c) dynamic Marcus implicit
(DMI), (d) dynamic Marcus explicit (DME). Color code: adenine (A) in red, cytosine (C) in blue, guanine (G) in green, thymine (T) in orange
and uracil (U) in purple.
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of snapshots when applying Marcus theory, especially when
using the explicit TIP3P model as solvent. In addition, the
oscillations observed for the Marcus theory are smaller than
those for the direct approach. This can be understood by
realizing that the free energy of the oxidation process is
computed as the average value of the VIE and VEA in the
Marcus theory (see eq 11) and, thus, the number of single-
point calculations employed in the dynamic Marcus protocols
is double that in the dynamic direct approaches (800 vs 400
single-point calculations for each nucleobase). The difference
in the convergence behavior between both dynamic protocols
is almost negligible when using COSMO due to the averaging
nature of the implicit model, as was explained above. In
summary, the one-electron oxidation potential values converge
for all the dynamic protocols when ∼100 snapshots are used.
However, convergence is achieved faster by applying Marcus
theory and using the continuum solvent.
4.2.2. Effect of Sampling. The introduction of conforma-

tional sampling in the theoretical model may modify the
properties of a system when compared with the static
scenario.91−94 This arises from the fact that large sized systems
do not present a single clear global minimum in their potential-
energy surface but many local minima that are thermally
accessible. As a result, static calculations only describe the
properties of the system associated with one of these minima,
whose selection is arbitrary. In these situations, there is a need
to explore different conformations along the relevant regions of
the potential-energy surface. This is achieved in the present
work by running classical MD simulations.
In order to discuss the effect of sampling, the errors in the

one-electron oxidation potentials obtained by the static direct
protocol with COSMO, displayed in Figure 4a, will be
compared with those obtained by the dynamic direct implicit

approach, shown in Figure 6a. The MUEs for the static direct
approach are 0.22, 0.54, and 0.34 V for PBEOP, M06-2X, and
B3LYP, respectively, while they are 0.24, 0.51, and 0.32 V for
the dynamic direct implicit approach. Therefore, static and
dynamic oxidation potentials are very similar, and thus,
sampling effects are not relevant in this situation. The
nucleobase that presents the most important variation in its
potential when going from the static to the dynamic approach
is cytosine, whose oxidation potential difference between both
approaches is ∼0.2 V. If the nucleobases are analyzed
individually, the introduction of sampling decreases (increases)
the error of pyrimidines (purines), although these variations, as
already said, are not important.
4.2.3. Effect of the Solvation Model. The presence of an

environment, for example, solvent, can also induce modifica-
tions in the molecular properties.92,95,96 Moreover, the
magnitude of these modifications may be different depending
on the solvent model employed. In the present work, two
different solvent models have been investigated (see Figure 3),
namely, the implicit COSMO and explicit TIP3P models. The
effect of the solvent description on the oxidation potentials can
be seen by doing the following comparisons: dynamic direct
implicit (Figure 6a) vs dynamic direct explicit (Figure 6b)
protocols and dynamic Marcus implicit (Figure 6c) vs dynamic
Marcus explicit (Figure 6d) protocols. For both comparisons,
it can be seen that the MUEs of the calculations performed
with the explicit solvent are clearly larger than those of the
calculations performed with COSMO. The only exception is
found for the dynamic direct protocols employing the M06-2X
functional, for which the MUE is 0.51 V for COSMO and 0.39
V for TIP3P. Therefore, in general, the one-electron oxidation
potentials obtained with the implicit solvent model are more
accurate than those obtained with the explicit one. At first

Figure 6. Errors of the calculated one-electron oxidation potentials for the five nucleobases obtained with the PBEOP, M06-2X, and B3LYP
functionals with respect to the reference experimental oxidation potentials using the four dynamic protocols described in the text: (a) dynamic
direct implicit (DDI), (b) dynamic direct explicit (DDE), (c) dynamic Marcus implicit (DMI), and (d) dynamic Marcus explicit (DME). Error
bars represent the standard deviation of the calculated potentials, and the values next to the bars are the MUEs with their standard deviation for
each functional. Color code: adenine (A) in red, cytosine (C) in blue, guanine (G) in green, thymine (T) in orange, and uracil (U) in purple.
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glance, this could seem surprising since it is usually stated that
explicit models are more accurate than implicit ones because
specific interactions, such as hydrogen bonding, are taken into
account. However, the effect of explicit solvent molecules is
often introduced by an electrostatic-embedding QM/MM
scheme, as was performed here, where the solvent molecules
(MM region) polarize the solute (QM region) but the solvent
is not polarized by the solute. In the case of implicit models,
solvent effects are introduced by polarizable-embedding QM/
continuum schemes, where there exists a mutual polarization
between solute and solvent, which, in principle, is more
accurate than an electrostatic embedding. The fact that the
COSMO calculations present a smaller error than the TIP3P
ones indicates that, in the particular case of computing
oxidation potentials for the nucleobases, polarization effects are
more relevant than specific interactions, for example, hydrogen
bonding. In addition, other factors could also be behind the
better performance of COSMO, such as solvent reorganization,
which is not considered in the TIP3P explicit model.
Therefore, the use of the COSMO model to represent the
water molecules is more appropriate than the use of TIP3P
regarding the computation of oxidation potentials of
nucleobases.
Another important difference found between the two solvent

models is the variation of the oxidation potential along the
snapshots of the ensemble. This is reflected in the standard
deviations, which are represented in Figure 6 by the error bars.
The standard deviations found in the explicit solvent
calculations (0.42−1.58 V) are significantly larger than those
for the implicit solvent calculations (0.08−0.27 V). As
discussed above, this is explained by the nature of the implicit
model, whose cavity represents an average situation of all
possible solvent configurations. It is important to mention that,
in principle, the larger standard deviation does not make
TIP3P a worse model than COSMO. However, the large MUE
values obtained with TIP3P demonstrate the worse perform-
ance of the explicit model.
4.2.4. Viability of the Application of Marcus Theory. The

implementation of Marcus theory is a well-known alternative
for the computation of the one-electron oxidation potentials.
However, the application of this formulation needs to be
assessed since some features must be fulfilled. First of all, the
distributions of both the VIE and the VEA must be Gaussian
distribution functions. As shown in Figure 7 for guanine, the
distributions of both dynamic Marcus implicit and explicit
methodologies are close to be Gaussian shaped, but they are
not perfect Gaussian functions; this indicates that it would be
necessary to consider a much large number of geometries in
the computation of the VIE and VAE, especially in the case of
explicit solvation. The plots for the other nucleobases are not
shown for simplicity because they are similar to the ones for
guanine. Moreover, the consequence of having Gaussian
functions is that the corresponding free energy curves should
be intersecting parabolas, as it should be expected from Marcus
theory. However, as seen in the lower panels of Figure 7a,b,
this is again only partially fulfilled by the implicit solvation
case. Second, the standard deviations of both VIE and VAE
must be equal for a specific system, and as a consequence, the
reorganization energies defined in eqs 12, 13 and 14 must also
be the same. This requirement is accomplished in the dynamic
Marcus implicit scheme but not in the explicit case, as can be
observed in Table 2, where the values for the five nucleobases
and the three functionals are listed.

All these results provide evidence that the implicit solvent
calculations follow a Marcus regime, while important
deviations from the Marcus theory, which should be corrected,
are found for the explicit solvent model. This can be explained
once more in terms of the averaging character of the COSMO
solvation model, which requires the use of a smaller number of
geometries. Therefore, the Marcus explicit scheme will be
corrected by eq 15, while this is not necessary in the dynamic
Marcus implicit situation.
4.2.5. Direct vs Marcus Theory Protocols. The application

of the Marcus theory to compute the one-electron oxidation
potentials could be thought to provide more accurate results
than the direct protocol due to the greater complexity of the
Marcus formulation. However, this is the case only when using
explicit solvation but not implicit. As can be seen in Figure
6a,c, the MUEs of the dynamic direct implicit approach are
0.24, 0.51, and 0.32 V for PBEOP, M06-2X, and B3LYP,
respectively, while similar MUE values are obtained for the
dynamic Marcus implicit protocol (0.22, 0.52, and 0.30 V).
Therefore, the accuracy of both dynamic procedures is very

Figure 7. Distribution of VIE (red) and VAE (blue) for guanine when
using (a) implicit or (b) explicit solvation models. ΔEμ represents the
VIE and VAE centered at the average value of ⟨VIE⟩ and ⟨VAE⟩.
p(ΔEμ) is the relative population of each ΔEμ, while A(ΔEμ) is −kBT
ln(p(ΔEμ)). Points are the values obtained from calculations, while
the extrapolated crosses are determined using ΔAred(Eμ) = ΔAox(Eμ)
+ ΔEμ.
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similar when using COSMO to reproduce solvent effects. In
addition, these MUEs are also similar to the ones displayed in
Figure 6a for the static direct (implicit) approach (0.22, 0.54,
and 0.34 V). As was discussed in a previous section, sampling
effects are not relevant in this particular situation. These three
protocols (static direct implicit, dynamic direct implicit, and
dynamic Marcus implicit) present the best agreement with the
experimental measurements, especially when the PBEOP
functional is used to describe the electronic structure of the
nucleobases.
The situation is different for the explicit solvation

calculations. The dynamic Marcus approach (Figure 6d)
agrees better with the experiment than the dynamic direct
approach (Figure 6b) for the PBEOP and B3LYP functionals,
and the opposite is true for the M06-2X functional. It is
interesting to mention that the M06-2X functional also
presents a smaller MUE in TIP3P (Figure 6b) than in
COSMO (Figure 6a) for the dynamic direct protocol.
Therefore, it seems that the results computed by M06-2X
profit from error cancellation when this functional is combined
with TIP3P in the dynamic direct approach. Nevertheless,
despite the improvement of the results when applying Marcus
theory with respect to the dynamic direct protocol in TIP3P
for PBEOP and B3LYP, the most accurate results are still
obtained for implicit solvation.
It is worth discussing some differences between the implicit

and explicit solvent calculations within the dynamic frame-
work. Figure 8 shows the different calculations that are
involved in the dynamic direct and Marcus protocols. In these
calculations, first, two different classical MD simulations are
run for the neutral and the cationic nucleobases (represented
by the black labels G and G+). In the case of the direct
approach, the free energy of the oxidation process is obtained
directly from the energy difference between the cationic and
neutral trajectories. When the Marcus theory is instead applied,
the VIE is computed from the neutral trajectory by removing
an electron without relaxing the geometry, and the VAE is
computed from the cationic trajectory by adding an electron
without relaxing the geometry. These unrelaxed situations are
represented in Figure 8 by the red labels G and G+. Finally, the
oxidation free energy is computed as the average of the VIE
and VAE. In the case of the explicit solvent calculations, the
same water molecules present in the dynamics are employed in
the QM/MM energy calculations, while in the case of the
implicit solvent calculations the explicit solvent molecules from
the dynamics are replaced by the COSMO model in the QM/
continuum energy calculations.
As can be seen in Figure 8, the unrelaxed geometries are

higher in energy than the relaxed ones, as expected. As a

consequence, the VIE is always higher than the VAE (5.30 vs
4.90 eV in COSMO and 8.09 vs 4.08 eV in TIP3P). However,
the energy difference between the VIE and VAE is significantly
larger in TIP3P than in COSMO because the energy difference
between the relaxed and unrelaxed trajectories is also larger in
the explicit solvent. This can be rationalized as follows. When
the VIE is computed by removing an electron from the
snapshots of the neutral trajectory, in the COSMO solvent
model the tesserae charges of the cavity change to adapt to the
positive charge of the solute because of the existing mutual
polarization between solute and solvent. Therefore, the
reorganization of the solvent charges is stabilizing the
unrelaxed geometry of the cationic nucleobase. As a result,
the energy difference between the unrelaxed and the relaxed
cationic solute is not too large. However, in the electrostatic-
embedding QM/MM calculations with TIP3P, the charges of
the solvent do not relax upon ionization of the neutral
trajectory because TIP3P is a fixed-charge force field.
Therefore, the energy of the unrelaxed cationic trajectory is
much higher than the energy of the relaxed cationic trajectory.
The same explanation holds for the VAE computation. When
the cationic trajectory is neutralized, the unrelaxed neutral
geometry is much more stabilized in COSMO than in TIP3P.

Table 2. Calculated Standard Deviations of the VIEs, σVIE, and the VAEs, σVAE, for Each of the Functionals Employed in the
Dynamic Marcus Implicit and Explicit Approachesa

PBEOP M06-2X B3LYP

implicit explicit implicit explicit implicit explicit

σVIE σVAE σVIE σVAE σVIE σVAE σVIE σVAE σVIE σVAE σVIE σVAE

A 0.09 0.10 0.81 1.01 0.12 0.12 0.80 1.13 0.10 0.10 0.76 1.02
C 0.41 0.42 1.16 1.30 0.09 0.11 0.86 1.18 0.07 0.8 0.85 1.18
G 0.10 0.11 0.81 1.20 0.11 0.13 0.84 1.12 0.12 0.13 0.75 1.05
T 0.10 0.11 0.77 1.08 0.11 0.13 0.91 1.16 0.11 0.12 0.84 1.01
U 0.07 0.10 0.80 1.10 0.11 0.14 0.87 1.21 0.09 0.09 0.81 1.06

aAll of the standard deviations are given in V.

Figure 8. Schematic representation of the energy gaps employed in
the dynamic direct and Marcus approaches using implicit and explicit
solvation. The results shown were obtained for guanine with the
PBEOP functional. Black labels (G and G+) represent geometrically
relaxed species, while red labels (G and G+) account for species whose
energy was computed without geometry relaxation. Arrows pointing
up and down represent the VIE and VAE, respectively. Blue boxes and
black numbers account for the standard deviation of the energy of the
correspondent state. All values are in eV.
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Interestingly, despite this dissimilar behavior between the
unrelaxed trajectories for COSMO and TIP3P, the results
obtained by the dynamic Marcus protocol in both solvent
models are not too different because TIP3P overestimates the
VIEs but underestimates the VAEs, making the average of the
two magnitudes similar to the one computed with COSMO.
However, the slightly better performance of the COSMO
calculations is likely explained by the polarizable nature of the
solvent model.
Finally, Figure 8 also displays the standard deviations of the

QM/TIP3P and QM/COSMO energy calculations for the
relaxed and unrelaxed trajectories. As can be seen, the standard
deviations for COSMO are much smaller (0.03−0.04 eV) than
those for TIP3P (0.16−0.32 eV). These larger energy
oscillations observed for the explicit solvent cause the large
standard deviations in the oxidation potentials shown in Figure
6 for both the dynamic direct and dynamic Marcus protocols.
4.3. DFT Functionals. The electronic-structure calcula-

tions for the static and dynamic approaches described in this
work were carried out using the PBEOP, M06-2X, and B3LYP
functionals. A general feature observed in Figures 4 and 6 is the
wide range of errors found for a given DFT functional. The use
of a higher level of theory might provide more homogeneous
results among the five nucleobases, but its application would
be very computationally demanding for the dynamic protocols
and the different solvent models and when dealing with larger
systems. In general terms, PBEOP is the functional that
presents the best agreement with the experimental oxidation
potentials, as can be seen in Figures 4 and 6. In addition,
PBEOP provides the lowest one-electron oxidation potentials
for the five nucleobases, followed by B3LYP and then by M06-
2X, as illustrated in Table 3. It is interesting to highlight that
despite the M06-2X and B3LYP functionals have a hybrid
nature, which implies a higher computational cost than GGA
functionals (e.g., PBEOP), the results are more accurate when
PBEOP is employed, supporting the choice of this functional
for the computation of the redox properties of these systems.
For the schemes that describe the solvent with a continuum

solvation model, B3LYP and M06-2X give oxidation potentials
∼0.3 V and ∼0.5 V, respectively, greater than PBEOP for all
nucleobases in both the static and dynamic protocols. These
differences between PBEOP and B3LYP become a bit larger
when the solvent is explicitly described by TIP3P in the
dynamic Marcus protocol, whereas the errors with respect to
PBEOP barely change for M06-2X. Specifically, the oxidation
potentials computed with M06-2X and B3LYP are ∼0.5−0.7 V
and ∼0.1−0.3 V larger, respectively, than those computed
using PBEOP. The only situation where PBEOP does not
perform the best is for the dynamic direct explicit protocol, for
which M06-2X presents the lowest MUE value (0.39 V),
followed by PBEOP (0.86 V) and B3LYP (1.18 V).
If the oxidation potentials of the nucleobases are analyzed

individually, PBEOP provides better results for purines
(adenine and guanine) than for pyrimidines (cytosine, thymine
and uracil). Actually, PBEOP slightly underestimates the
potentials of adenine and guanine in all static and dynamic
approaches using implicit solvation (see Table 3 and Figures 4
and 6). In the case of the dynamic direct explicit protocol, this
underestimation is more important, and the potentials of
purines are slightly overestimated in the dynamic Marcus
explicit procedure. On the other hand, potentials for cytosine,
thymine, and uracil are always overestimated by PBEOP,
showing larger errors than for purines but still in good
agreement with the experimental data. The only exception is
found in the dynamic direct explicit approach, where the
computed oxidation potentials are much lower than the
experimental ones. M06-2X is the functional that presents the
largest deviation from the experimental results in both static
and dynamic methodologies, with the already mentioned
exception of the dynamic direct explicit approach. As in the
case of PBEOP, the M06-2X errors found for the purine
nucleobases are lower than the errors found for the pyrimidine
ones. The accuracy of the B3LYP functional is halfway
between the one given by PBEOP and M06-2X. Moreover, the
error of B3LYP is smaller for purines than for pyrimidines,
resembling the behavior of the other two functionals.

Table 3. Calculated One-Electron Oxidation Potentials Using the PBEOP, M06-2X, and B3LYP Functionals with the 6-
311G(d) Basis Set for Each of the Static and Dynamic Approachesa

N Ered,SD Ered,SC1 Ered,SC2 Ered,DDI Ered,DDE Ered,DMI Ered,DME

PBEOP
A 1.12 1.10 1.11 1.14 ± 0.22 0.17 ± 1.26 1.13 ± 0.07 1.54 ± 0.66
C 1.53 1.69 1.72 1.74 ± 0.50 1.35 ± 1.74 1.74 ± 0.28 2.27 ± 0.83
G 0.85 0.58 0.58 0.86 ± 0.24 0.29 ± 1.78 0.78 ± 0.07 1.34 ± 0.75
T 1.54 2.07 2.04 1.59 ± 0.18 0.40 ± 1.38 1.55 ± 0.07 2.08 ± 0.63
U 1.90 2.62 2.62 1.98 ± 0.22 0.76 ± 1.36 1.88 ± 0.06 2.39 ± 0.70

M06-2X
A 1.72 1.72 1.73 1.80 ± 0.24 1.02 ± 1.41 1.72 ± 0.09 2.21 ± 0.66
C 2.41 2.15 2.50 2.20 ± 0.32 1.69 ± 1.74 2.33 ± 0.07 2.96 ± 0.73
G 1.41 1.12 1.13 1.41 ± 0.27 0.46 ± 1.75 1.37 ± 0.08 1.82 ± 0.67
T 2.05 2.64 2.64 2.08 ± 0.18 1.11 ± 1.55 2.08 ± 0.09 2.69 ± 0.69
U 2.39 3.28 3.28 2.35 ± 0.19 1.14 ± 1.45 2.41 ± 0.09 2.91 ± 0.73

B3LYP
A 1.47 1.47 1.48 1.52 ± 0.25 0.45 ± 1.24 1.46 ± 0.07 1.85 ± 0.61
C 2.28 1.64 2.05 2.05 ± 0.28 1.36 ± 1.73 2.02 ± 0.06 2.64 ± 0.73
G 1.17 0.90 0.91 1.19 ± 0.26 2.31 ± 1.78 1.11 ± 0.09 1.28 ± 0.65
T 1.87 2.40 2.40 1.93 ± 0.16 3.50 ± 1.30 1.89 ± 0.09 2.22 ± 0.67
U 2.22 3.05 3.05 2.21 ± 0.20 3.06 ± 1.30 2.21 ± 0.07 2.54 ± 0.71

aApproaches are designated as static direct (SD), static cycle 1 (SC1), static cycle 2 (SC2), dynamic direct implicit (DDI), dynamic direct explicit
(DDE), dynamic Marcus implicit (DMI), and dynamic Marcus explicit (DME). All the potentials are given in V.
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4.4. Tautomerism Effects. The relative order of the one-
electron oxidation potentials previously determined by experi-
ments and theory1,2,4,5,17,18,26,28,30,32 is successfully reproduced
by our calculations using both static and dynamic approaches:
G < A < T < C < U. Thus, guanine is the most oxidizable
nucleobase followed by adenine, that is, purine molecules are
more prone than pyrimidines to transfer an electron to a
sacrificial agent present in the environment. This can be
explained in terms of the degree of electronic delocalization.
Since the π system of purine derivatives is larger than the π
system of pyrimidine derivatives, the energy needed to detach
an electron from the molecule is smaller in purines than in
pyrimidines. From a different but equivalent point of view, the
positive charge generated when the cation is formed after
oxidation can be more easily delocalized over the π system of
purines, making the system more stable than a positive charge
in pyrimidines.
Although our calculations properly reproduce the relative

oxidation potentials of nucleobases, the agreement with the
experimental values is not perfect. One possible source of
deviation could be related to the fact that only the most stable
tautomer has been considered in the different theoretical
models. However, several tautomeric species can exist in protic
solvents such as water, and they should be taken into account.
Hobza and co-workers carried out a systematic theoretical
study on the stability of the main tautomers of the
nucleobases.98−101 Here, the relative energies of the different
tautomers with respect to the canonical forms have been taken
from the works by Hobza et al., and the relative population of
each tautomer was calculated assuming a Boltzmann
distribution. The one-electron oxidation potentials of the
tautomers with a significant population (over 1%) at 298.15 K
were calculated using the static direct approach. The free
energy of the neutral and the cationic species of each tautomer
was computed at the PBEOP/6-311G(d) level. Then, the
relative populations obtained from the PBEOP/6-311G(d)
energies were compared with the ones reported by Hobza and
co-workers,98−101 which were computed at a higher lever of
theory (MP2/TZVPP/PCM). The comparison shows a
significant disagreement between our calculations and the
ones reported in the literature, which is not surprising
considering that very highly accurate energies are needed to
obtain reliable populations. For instance, the relative
population of the canonical adenine with respect to the
second most abundant tautomer was predicted to be 57% by
using the PBEOP energies, while a value of 98% was obtained
with the MP2 energies. Since PBEOP was not able to correctly
describe the relative populations, the relative energies between
tautomers were rescaled to match the MP2 relative
populations. Then, the one-electron oxidation potential was
calculated as a weighted average of the reduction equilibrium
constants by following the methodology suggested by Psciuk
and co-workers:2

E E
RT
F

RT
F

ln lnij i jred
0

red,
0= +

(16)

where χi is the relative population of the ith tautomer in its
oxidized form and χ′j is the relative population of the jth
tautomer in its reduced form.
The relative abundance of all the tautomers of the

pyrimidine nucleobases were found to be insignificant.
Therefore, it can be stated that the average one-electron
oxidation potentials of these molecules are completely

dominated by the potential of the canonical form. In the
case of adenine, the abundances of the canonical neutral and
cationic species are 98.5% and 98.7%, respectively (Ered = 1.12
V), while the noncanonical forms, with a hydrogen bonded to
N3 instead of N9 (see Figure 9), present an abundance of 1.5%

and 1.3% for the neutral and cationic species, respectively (Ered
= 1.13 V). The weighted average one-electron oxidation
potential was 1.12 V. This provides evidence that the presence
of a tautomer in the case of adenine can be ignored. Finally,
guanine shows two important tautomers: the canonical
structure with a Boltzmann population of 68.0% and 84.2%
for the neutral and cationic species (Ered = 0.85 V) and a
tautomer where a hydrogen migrated from N9 to N7 with a
population of 31.8% and 15.8% for the neutral and cationic
species (Ered = 0.86 V). The weighted average one-electron
oxidation potential was 0.85 V. This means that tautomerism
has no significant effect on guanine. Consequently, the study of
one-electron oxidation potentials of the nucleobases can be
carried out without taking into account the effect of
tautomerism.
An interesting point to take into account is that the values of

the one-electron oxidation potential for the two tautomers of
guanine and adenine are very similar. This means that the
equilibrium constants of the oxidation processes in both
tautomers would be also similar. Thus, the relative population
(related to the equilibrium constant of the tautomerism
reaction) is going to determine the value of the average
potential. Otherwise, the equilibrium constants of the
oxidation processes for each tautomer should have been
considered.

5. CONCLUSIONS
The establishment of accurate theoretical protocols to
compute the redox properties of the nucleobases is of
fundamental importance when modeling charge-transfer

Figure 9. Schematic representation of the relevant tautomers that
affect the value of the one-electron oxidation potentials of (a) adenine
and (b) guanine. The first and second percentages below each species
correspond to the relative population of the neutral and cationic
forms, respectively. The one-electron oxidation potential shown for
each of these molecules is associated with a situation in which there is
no other tautomer in the aqueous phase. Computation of the
potentials was performed by means of the static direct scheme using
PBEOP/6-311G(d)/COSMO.
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processes, such as those involved in the functioning of DNA-
based biosensors. In the present work, different static and
dynamic computational models using implicit and explicit
solvation have been proposed and evaluated in order to
compute the one-electron oxidation potentials of the five
nucleobases.
Three static protocols have been employed, including the

direct calculation of the oxidation potentials from the AIE
(static direct) and two different thermodynamic cycles, where
relaxation upon solvation is considered (static cycle 1) or
ignored (static cycle 2). The static direct approach provided
the most accurate results with respect to the experimental
values found in the literature. Both thermodynamic cycles gave
similar results for all nucleobases but cytosine, for which the
static cycle 1 performed better, indicating that geometry
relaxation upon solvation is relatively relevant only for this
particular nucleobase.
Configurational sampling was introduced in the model by

running classical MD simulations for the neutral and cationic
solvated species. Then, the oxidation potential was computed
directly from the energy difference between the two
trajectories (dynamic direct protocol) or from the average of
the VIE and VAE (dynamic Marcus protocol). The energy
calculations were performed for 200 snapshots, selected from
each of the trajectories, in the implicit COSMO and explicit
TIP3P solvent models by polarizable-embedding QM/
continuum and electrostatic-embedding QM/MM schemes.
All the dynamic protocols have shown to be converged after
using 100 snapshots. The application of the Marcus theory
provided faster convergence than the use of the direct
approach. In addition, the use of COSMO also showed better
convergence behavior than the calculations carried out with
TIP3P. The assessment of the Marcus regime within these
systems revealed that the averaging character of the implicit
solvation requires a smaller number of geometries than the
explicit solvation to satisfies the Marcus theory.
The comparison of the oxidation potentials obtained by the

static protocols and by the dynamic ones in implicit solvation
revealed that sampling effects are not important since static
and dynamic implicit calculations gave very similar results.
This is particularly relevant considering that the calculation of
the oxidation potential for a nucleobase by the static direct
approach requires running only two geometry optimizations
and two frequency calculations, while the application of a
dynamic protocol requires running two classical MD
simulations followed by 400 (800) single-point calculations
for the direct (Marcus) approach. Therefore, the static
approximations are computationally much cheaper and simpler
than the dynamic ones.
The effect of using different solvation models was

investigated in the dynamic framework. In general, the errors
obtained in explicit solvent were larger than those obtained in
implicit solvent. This demonstrated that the introduction of
mutual polarization between the solute and solvent is
important to obtain more accurate results. In addition, due
to the nature of the COSMO model, where all possible solvent
configurations are represented by the cavity in an average way
in each single-point calculation, the standard deviations of the
oxidation potentials along the geometries of the ensembles are
much smaller in COSMO than in TIP3P. Moreover, the use of
the Marcus theory improved the results obtained by the
dynamic direct approach when using explicit solvent but not

implicit, for which the accuracy of both dynamic protocols are
very similar.
Three different functionals, namely, PBEOP, M06-2X, and

B3LYP, have been employed for all static and dynamic
protocols. In general, PBEOP is the functional that provided
the lowest oxidation potentials and the best agreement with
the experimental values for all the protocols except the
dynamic direct explicit approach. In this particular case,
fortuitous error cancellation makes M06-2X the best choice to
describe the electronic structure of the nucleobases. Finally,
the presence of different tautomers in water is only relatively
relevant for adenine and guanine, but their inclusion in the
theoretical model did not significantly influence the values of
the one-electron oxidation potentials.
In summary, the most accurate computational protocols to

compute the one-electron oxidation potentials of nucleobases
in water are the static direct, dynamic direct implicit, and
dynamic Marcus implicit calculations. Although the static
approach seems, thus, the obvious choice due to its
computational efficiency and simplicity, it is important to
keep in mind that the use of dynamic approaches will likely be
necessary when modeling more complex systems, such a
biosensor formed by several DNA strands linked to a metal
surface. In addition, the inclusion of explicit solvent molecules
in the model could also be necessary if specific interactions, for
example, hydrogen bonding, play an important role in such
devices.
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NWChem package (https://www.nwchem-sw.org/).69 Finally,
the simulations were visualized with Visual Molecular
Dynamics (https://www.ks.uiuc.edu/Research/vmd/).103
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Luque, F. J.; Šponer, J.; Slavícěk, P.; Hobza, P. Correlated ab initio
study of nucleic acid bases and their tautomers in the gas phase, in a
microhydrated environment and in aqueous solution Part 1. Cytosine.
Phys. Chem. Chem. Phys. 2002, 4, 4192−4203.
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