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Purpose To develop and validate a deep learning-based screening tool for the early diagnosis of sco-
liosis using chest radiographs with a semi-supervised generative adversarial network (GAN).
Materials and Methods Using a semi-supervised learning framework with a GAN, a screening tool 
for diagnosing scoliosis was developed and validated through the chest PA radiographs of patients at 
two different tertiary hospitals. Our proposed method used training GAN with mild to severe scoliosis 
only in a semi-supervised manner, as an upstream task to learn scoliosis representations and a down-
stream task to perform simple classification for differentiating between normal and scoliosis states 
sensitively.
Results The area under the receiver operating characteristic curve, negative predictive value (NPV), 
positive predictive value, sensitivity, and specificity were 0.856, 0.950, 0.579, 0.985, and 0.285, respec-
tively.
Conclusion Our deep learning-based artificial intelligence software in a semi-supervised manner 
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achieved excellent performance in diagnosing scoliosis using the chest PA radiographs of young indi-
viduals; thus, it could be used as a screening tool with high NPV and sensitivity and reduce the bur-
den on radiologists for diagnosing scoliosis through health screening chest radiographs.

Index terms ‌�Scoliosis; Mass Screening; Thoracic Radiography; Deep Learning; 
Artificial Intelligence

INTRODUCTION

Scoliosis is defined as a lateral spinal curvature with a Cobb angle ≥ 10° (1). Although this 
abnormal curvature may be because of an underlying congenital or developmental osseous 
or neurologic abnormality, approximately 80% of all scolioses are idiopathic with unknown 
etiology (1). The prevalence of adolescent idiopathic scoliosis is reportedly 2%–4% (2), but we 
assume that the prevalence rate is increasing as adolescents sit for longer periods.

In adolescence, the progression of idiopathic scoliosis is associated with the rate of spinal 
growth and the initial scoliosis curvature (3). The interval between follow-up observations 
can be shortened by up to 4 months in adolescence, that is the period of the rapid skeletal 
growth (3, 4). Adults whose skeletal growth has been completed should only be monitored 
for scoliosis if they have a Cobb angle ≥ 30° (3, 4). Scoliosis with Cobb angle > 50° is known to 
increase the rate of back pain and the mortality associated with cardiopulmonary complica-
tions (5). Therefore, the most important factor for the timely treatment of idiopathic scoliosis 
is diagnosing the condition early and setting the treatment policy before bone growth com-
pletion.

The Cobb angle of a scoliotic curve is the angle formed by the intersection of two lines, one 
parallel to the endplate of the superior end vertebra and the other parallel to the endplate of 
the inferior end vertebra (1). The total error of the Cobb angle measurement is known to be 
approximately 2°–7° (6), and the intra-observer variation is somewhat significant (approxi-
mately 5°–10°) (7, 8). However, the Cobb angle remains the most widely used tool to diagnose 
scoliosis to date.

Scoliosis can be diagnosed with coronal plain radiographs, including chest posteroanterior 
(PA) radiographs; therefore, additional imaging is not required. Measuring the Cobb angle to 
determine whether scoliosis is present is an effortless but time-consuming procedure for ra-
diologists. Moreover, it is crucial to observe the changes of the Cobb angle in the follow-up 
observations, but the inter-observer and intra-observer variations are relatively substantial 
(6-8). Additionally, radiologists focus on the lung, not the spine, when reading chest radio-
graphs.

Several studies have assessed the use of deep learning-based artificial intelligence (AI) soft-
ware (9-11) in scoliosis detection. Tan et al. (11) showed good consistency between the auto-
matic and reference measurements of the Cobb angle on spine radiograph images. No sta-
tistically significant difference was found between the Cobb angle measurements obtained 
by the doctor and the system. The mean deviation between the doctor and the system was 
1.7° ± 1.2°, which was extremely minor in significance.
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Diagnosing scoliosis on chest radiographs taken for health examination purposes using a 
deep learning-based AI software may help in the early diagnosis of scoliosis. It may increase 
the diagnostic efficiency and the consistency of examination and automatic reading immedi-
ately after the examination.

To our knowledge, there have been no studies of deep learning networks developed for 
scoliosis screening. This study aimed to develop an artificial intelligence network that can 
detect scoliosis sensitively on screening chest radiographs, effectively diagnoses it in ad-
vance, and reduces the screening overload by adequately filtering true negatives (TNs).

MATERIALS AND METHODS

This retrospective study was approved by the appropriate Institutional Review Board of 
two hospitals and the requirement for patient consent was waived (Asan Medical Center 
[AMC], IRB No. 2019-0115; Hanyang University Seoul Hospital [HUSH], IRB No. 2020-04-061).

DATASET 
Chest PA radiographs of patients with and without scoliosis were used to train the deep-

learning-based AI software. To build the center-agnostic model, we collected chest PA radio-
graphs taken from a separate center. We used Picture Archiving and Communication System 
to search for the chest radiographs. Chest PA radiographs of patients (356 normal and 1209 
scoliosis radiographs; age range, 15–35 years), taken for health examinations between Janu-
ary 2004 and December 2019, were randomly collected from HUSH. Additionally, chest PA 
radiographs of the patients (356 normal and 1666 scoliosis radiographs; age range, 10–18 
years), taken for health examinations between January 1997 and November 2018, were ran-
domly collected from AMC. Radiographs with scoliosis were diagnosed based on medical 
readouts. Initially, cases with poor image quality, artifacts, or surgery were excluded. Then 
one radiologist (L.W., experience: 3 years) manually drew the Cobb angle on the chest PA ra-
diographs to determine whether the patient had scoliosis.

Table 1. Description of the Dataset

Hanyang University Seoul Hospital Asan Medical Center 
1) Upstream Task 

Training Set
2) Downstream 

Task Training Set
3) Downstream 

Task Test Set
1) Upstream  

Task Training Set
2) Downstream 

Task Training Set
3) Downstream 

Task Test Set
Number of radiographs 853 512 200 1310 512 200

Positive 853 256 100 1310 256 100
Negative       0 256 100         0 256 100

Age, years
Positive 27.78 ± 5.97 27.11 ± 4.34 21.92 ± 3.59 14.58 ± 2.08 14.87 ± 2.09 16.42 ± 1.17
Negative - 32.33 ± 1.73 15.35 ± 0.59 - 14.62 ± 2.76 16.50 ± 1.12

Sex
Positive F/330 M/268 O/255 F/114 M/30 O/112 F/82 M/18 F/691 M/198 O/421 F/199 M/57 F/74 M/26
Negative - F/180 M/76 F/49 M/51 - F/113 M/143 F/46 M/54

Age = years old ± standard deviation, F = female, M = male, Negative = normal, O = unknown, positive = scoliosis, Sex = gender/number
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DATASET TYPE
After merging all cross-hospital data, the dataset was split into three: 1) upstream task 

training set: learns the representation of a dataset, 2) downstream task training and valida-
tion set: trains a vector classifier using GAN, and 3) downstream task test set: evaluation of 
the downstream task classifier. These datasets were separated independently without over-
lapping, as the duplicated data from the upstream task and downstream task operations can 
interfere with model validation. Table 1 shows the demographic description of the dataset by 
the center and training type. 

As shown in the class ratio statistics of both centers, only radiographs with scoliosis were 
included in the upstream task training to achieve salient feature extraction. A downstream 
work designed a model for diagnosing the presence or absence of scoliosis. Therefore, both 
training and test datasets were required to be binary classified as normal and abnormal based 
on the Cobb angle.

PREPROCESSING OF IMAGES
Histogram matching was performed for image standardization, and the top and bottom 2% 

values were excluded. Contrast limited adaptive histogram equalization (12) was taken to in-
crease the bone contrast compared to the soft tissue. Then, padding was added to the image 
to preserve the aspect ratio during image resizing. After the images were resized to a 512 × 
512 resolution, the chest PA images were finally converted to 8-bit, 3-channel images. Since 
the data set was acquired over a long period, it was necessary to verify the chest PA image qual-
ity according to the acquisition period. When visual inspection and image histogram analysis 
were compared by acquisition period, there was no significant difference between our pre-
processed chest PA images.

DEVELOPMENT OF A DEEP LEARNING ALGORITHM
Since only 16% of the dataset contained exact Cobb angle (572/3587), it was challenging to 

derive regression-based prediction using supervised learning models. To overcome this, we 
proposed a semi-supervised classifier using StyleGAN2-ADA (13). StyleGAN2-ADA is a genera-
tive model that can create high-quality images with only about thousands of images by add-
ing augmentation to the discriminator. This generative model forms a multivariate distribu-
tion by learning the distribution of images, which is a latent space. Fig. 1 shows a diagram of 
our proposed method. Our algorithm performs the Scoliosis classification task in the third 
step through two preceding steps, upstream task and projection: 1) upstream task training (a 
preceding training step for the downstream task): training StyleGAN2-ADA to extract rich se-
mantics from data distributions, 2) projection: project downstream task training and valida-
tion images onto latent space to extract vectors where semantic representations were embed-
ded, and 3) downstream task training and testing (a final step for scoliosis classification of 
our proposed model): train and evaluate a simple classifier comprising a multi-layer percep-
tron (MLP) (14) using projected vectors. Pytorch 1.8 was used for the deep learning frame-
work, and single NVIDIA Titan RTX 24G was used for GPU computing.
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REPRESENTATION LEARNING OF SCOLIOSIS
To understand the maximum diversity of the distribution of the targeting abnormality, 

only abnormal samples with various severities of diseases were used for training the Style-
GAN2-ADA (13) model as a feature extractor. In the case of scoliosis, 2163 chest PA radio-
graphs with various scoliosis severities from two centers were used to train the generator of 
the StyleGAN2-ADA. We trained a model that well represented scoliosis using only positive 
scoliosis samples. The learning rate of GAN was set to 1e-4 while training. The training was 
performed without using any pre-trained weights, as popularly used pre-trained weights are 
trained on human face datasets such as CelebA (15) or FFHQ (16), which has quite distant fea-
tures from chest PA radiographs. Training quality assessment was conducted both in a quali-
tative and quantitative manner, with regards to Fréchet inception distance (FID) scores (17) 
and an expert’s visual inspection. The assessment was performed after every 10000 iterations, 
i.e. when 10000 images were shown to the discriminator of our architecture. As the FID score 
was a metric devised to calculate the distribution of 3-channel images, we concatenated gray-

Step 1. Upstream task training

Step 2. Projection (query images to W space)

Step 3. Downstream task training and evaluation

Real-world 
abnormal data

Downstream 
training images

Downstream 
training vectors

Downstream 
training vectors

Downstream 
validation images

Downstream 
validation vectors

Downstream 
validation vectors

Downstream 
test images

Downstream 
test vectors

Downstream 
test vectors

StyleGAN2 
mapping 

layer

StyleGAN2 
generator

Latent space W 
(512-dimension)

Optimization-based 
encoding (projection) After projection dataset (vectors)

After projection dataset (vectors)

Before projection dataset (images)

Training classifier

Threshold 
value

Scoliosis ScoliosisNormal Normal

Threshold 
value

Testing classifier Evaluation

Normal

Scoliosis

Synthetic images

Fig. 1. Schematics of our proposed method for classifying scoliosis using GAN.
The proposed algorithm consists of three parts, including the 1) upstream task training: representation learning of scoliosis, 2) project 
query image onto the latent space W, and 3) downstream task training and testing: a final classifier using projected vector.

GAN = generative adversarial network
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scale image channel-wise to calculate relevant metrics. While training GAN, the FID score 
was converged at an average of 15.0 after 6 million images were shown. The training lasted 
approximately 4 days with single NVIDIA Titan RTX 24GB GPUs.

PROJECTION (QUERY IMAGE ONTO LATENT SPACE W)
Query images were projected onto intermediate latent space W in an optimization-based 

method using the trained weights. The mapping layer of StyleGAN2-ADA was used to map 
gaussian noise Z to relevant latent W. Through the iterative optimization process, input W vec-
tor could generate synthetic images that were most similar to the given query image. After 200 
iterations of the projection were completed, 512 × 512 size images were reduced into 512-di-
mension vectors in which semantics visible in the images were embedded. Fig. 2 shows the 
optimization-based projection process. This process was a prerequisite for training and eval-
uating the following downstream tasks. Thus, all data for downstream task training, valida-
tion, and test images were projected onto an intermediate latent space W with an optimiza-
tion-based method using trained weights. 

CLASSIFIER USING PROJECTED VECTOR
We constructed another downstream task with MLP trained with latent vectors from weakly 

Query 
image

Projection 
image

Update

Generator

0 iteration 50 iteration 100 iteration 200 iteration 
(converged)

Generator Generator Generator

W W W W

Update Update Update

Fig. 2. The optimization-based projection process.
At iteration 0, the projection image is different from the query image because the projection image was initially generated from random W. 
With increasing iterations, the W values converge, producing a similar projection image as the query image. After 200 iterations, the query 
image and the projected image presents similar scoliosis characteristics. 
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labeled chest PA radiographs to validate its distinguishing ability. The MLP model used for the 
downstream task was a simple two-block architecture consisting of Linear Group Normaliza-
tion and Gaussian Error Linear Unit, with a sigmoid attached to the end.

Then, we studied how many chest PA radiographs used in training were needed to achieve 
95% sensitivity and 95% negative predictive value (NPV) classification capabilities. The abla-
tion studies were compared on a fixed evaluation set comprising latent vectors projected 
from 100 abnormal and 100 normal chest PA radiographs. Validation data were randomly se-
lected from the training data set at 20%. Binary cross-entropy loss was adapted for training 
the MLP model. Kingma and Ba (18) was used as an optimization function, and the learning 
rate was 1e-4. For an ablation study to evaluate classification performance according to the 
number of datasets, we conducted the test while increasing the number of downstream train-
ing data. We evaluated the model with indicators such as area under the receiver operating 
characteristic (ROC) curve (AUROC), accuracy (ACC), sensitivity, specificity, NPV, and positive 
predictive value (PPV).

As a control group, we also trained another convolutional neural network (CNN) using the 
exact data for training and validation. We did not utilize widely used pre-trained weights, as 
those were trained on data with notable differences from chest PA radiographs. We used 
ResNet34 (19) as backbone architecture, binary cross-entropy as the loss function, Adam opti-
mizer, and learning rate of 1e-4. The training took only a few minutes with a single NVIDIA Ti-
tan RTX 24GB GPU.

INTERNAL VALIDATION OF THE SOFTWARE
We constructed a dataset of 100 normal and 100 scoliosis samples to validate the model 

performance. Since the data was collected from both HUSH and AMC, two test sets were es-
tablished for each center. For each center, data were first purified by age group of 15–25 
years, and 100 normal and 100 scoliosis samples were randomly selected. The selected imag-
es were used for the internal validation of the developed diagnosing software. The images 
used for the internal validation were not included in both the upstream and downstream 
training datasets.

We analyzed each performance according to the threshold of the likelihood value, distrib-
uted between 0 and 1, extracted by the AI model.

The AUROC and NPV of the classifier were mainly evaluated to determine whether the 
model performances were significantly better. We used the AUROC, ACC, sensitivity, specifici-
ty, NPV, and PPV values for quantitative evaluation of the classification into true positive (TP), 
false positive (FP), TN, and false-negative (FN).

STATISTICAL ANALYSIS
We used ROC comparison to check for statistical significance to compare our method with 

conventional image classification methods. The significant alpha was considered as 0.05 (p < 
0.05). Python 3.7, Sklearn 0.23.2, and Numpy 1.16.4. were used for the evaluation of AUROC, 
ACC, NPV, sensitivity, specificity, and PPV. All statistical evaluations were performed by MED-
CALC (MedCalc software, Ostend, Belgium) version 19.1.3.



https://doi.org/10.3348/jksr.2021.0146 1305

J Korean Soc Radiol 2022;83(6):1298-1311

RESULTS

To evaluate the scoliosis classification performance of our proposed model, we calculated 
with ACC, sensitivity, specificity, PPV, and NPV. We compared the performance by adjusting 
the threshold of the AI model according to the screening purpose. Threshold was analyzed in 
the range from 0.01 to 0.5 to set sensitively, and the results are shown in Table 2. Fig. 3 shows 
the ROC curves with 95% confidence interval (CI), and we selected the threshold as 0.05 with 
reference to this result. As the threshold increased, ACC, specificity, and PPV tended to in-
crease, while sensitivity and NPV decreased. Our final model screened the suspected scoliosis 
group with a performance of 0.985 for sensitivity and 0.950 for NPV. We have achieved our tar-
get performance through fine-tuning, and this shows that it is possible to classify the use of the 
GAN generator as a feature encoder. In our test results, 57 TNs total of 200 (28.5% of negative 

Table 2. Performance ​​of the Internal Validation Set Based on the Threshold of the Model Output

AUROC (95% CI) ACC SEN SPE PPV NPV
Threshold of model output 0.856 (0.818–0.889)

0.01 0.527 1.000 0.055 0.514 1.000
0.05 0.635 0.985 0.285 0.579 0.950
0.1 0.663 0.965 0.365 0.601 0.911
0.2 0.705 0.875 0.535 0.653 0.811
0.3 0.748 0.810 0.685 0.720 0.783
0.4 0.768 0.745 0.790 0.780 0.756
0.5 0.783 0.695 0.870 0.842 0.740

ACC = accuracy, AUROC = area under the receiver operating characteristic curve, CI = confidence interval, 
NPV = negative predictive value, PPV = positive predictive value, SEN = sensitivity, SPE = specificity    
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samples) were filtered out as true normal, and 3 FNs (1.5% of positive samples) co-occurred. 
Although the natural occurrence is not reflected in the test set, we filtered out a relatively 
large number of true normals. Figs. 4, 5 show these three FN cases and examples of two TP 
cases.

Lastly, for control group, classification models using traditional CNNs with the same down-
stream data set failed to train. 512 labeled image samples are considered insufficient for classi-
fication training. However, it was possible to learn using pretrained weights from IMAGENET.

Fig. 4. Three false-negative cases, including (A) dextroscoliosis with relatively short segmental involvement at the upper thoracic level, (B) dex-
troscoliosis with upper lumbar level involvement, and (C) thoracic levoscoliosis, the commonly encountered type of idiopathic scoliosis. The 
measured Cobb angles in the three cases are approximately 35° (somewhat significant), 15°, and 15°, respectively.

Fig. 5. Two representative true-positive cases of (A) levoscoliosis with relatively short segmental involve-
ment at the upper thoracic level and (B) relatively mild dextroscoliosis with lower thoracic and upper lum-
bar level involvement. The measured Cobb angles are approximately 20° and 13°, respectively. Both cases 
present mild but relatively long segmental involvement of scoliosis.   

A B C

A B
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DISCUSSION

We developed a scoliosis diagnosing algorithm with high classification performance. At 
downstream test, the AUROC, NPV, PPV, sensitivity, and specificity were 0.856, 0.950, 0.579, 
0.985, and 0.285, respectively, when the downstream task training sample was 512 patients 
with an even number of normal and scoliosis patients, and 0.05 thresholds of the sigmoid 
function. And there were three FNs (1.5% of positive samples) at this test. Figs. 4, 5 show 
these three FN cases and examples of two TP cases. It was challenging to analyze the exact 
cause of FN sortation with only three cases. Nevertheless, there might be detection errors in 
short segmental upper thoracic scoliosis cases and mild upper lumbar scoliosis cases. One 
case of scoliosis with relatively short segmental involvement at the upper thoracic level and 
one case of scoliosis with upper lumbar level involvement were sorted as FN cases (Fig. 4A, 
B). However, other similar cases (Fig. 5) were sorted correctly as TP cases. Another FN case 
was a commonly encountered type of idiopathic scoliosis (Fig. 4C). Further analysis is need-
ed to determine the exact reason for this FN sortation.

Studies have assessed the use of deep learning algorithms (DLAs) in the detection of scolio-
sis. Tan et al. (11) and Tu et al. (20) applied a deep learning-based system to diagnose scoliosis 
on spine X-ray images. They found that DLAs can achieve segmentation of lumbar spine ra-
diographs and automatic measurement of the Cobb angle. Liu et al. (21) proposed a keypoint 
estimation approach to assess the spine curve for idiopathic scoliosis-diagnosis from the 
small dataset. It can alleviate the overfitting problem of the training network with limited 
data. Their approach has achieved better performance compared with mainstream pose esti-
mation methods. However, these methods require additional spine X-ray images and cannot 
be used as a screening tool. Kokabu et al. (22) found that the 3-dimensional depth sensor im-
aging system with its newly innovated CNNs for regression is objective and has a significant 
ability to predict the Cobb angle in children and adolescents. This can be used without addi-
tional radiation exposure, but requires special equipment, and cannot be used for scoliosis 
screening. Moreover, Yang et al. (23) showed that DLAs can be trained to detect scoliosis, iden-
tify cases with a curve ≥ 20°, and perform severity grading using unclothed back images with 
an ACC, sensitivity, specificity, and PPV higher or comparable to those of human experts. 
However, it requires additional photography and can only detect scoliosis with a curve ≥ 20°. 
In contrast, our method used GAN to construct a network for classifying Cobb angles in two 
steps: the upstream and downstream tasks. Compared to supervised learning, our classifier 
showed sufficiently sensitive classification performance for the few weak labeled dataset. Of 
course, there was a limit to training GAN in the upstream task that only scoliosis images were 
used to increase sensitivity. Unlike the ANOGAN (24, 25) algorithm, which detects abnormali-
ties corresponding to outliers by learning only the normal distribution, our algorithm studied 
the techniques for better learning disease characteristics by training spectra corresponding to 
various abnormalities. We planned to conduct research to improve downstream performance 
based on the training results without selecting upstream tasks in future research.

Our study showed that the diagnostic software could be applied to scoliosis screening and 
only requires chest PA radiographs that were already taken. Oh et al. (26) reported that chest 
radiographs for scoliosis screening were observed with 93.94% of sensitivity and 61.67% of 
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specificity in thoracic curves; however, less than 40% of sensitivity (38.27%, 20.00%, and 
25.80%) and more than 95% of specificity (97.34%, 99.69%, and 98.45%) were observed in 
thoraco-lumbar, lumbar, and double major curves, respectively. The incidence of thoracic 
curve scoliosis was overestimated and lumbar curve scoliosis was easily missed by chest ra-
diography. Scoliosis screening using chest radiography has limited values, nevertheless, it is 
useful method for detecting thoracic curve scoliosis. Therefore, it reduces unnecessary radia-
tion exposure and increases the diagnostic efficiency and consistency of examination and au-
tomatic reading immediately after the examination. Using our diagnostic software as a scolio-
sis screening tool for young individuals’ chest radiographs, diagnosing scoliosis is possible 
without placing a burden on radiologists. We expect that the introduction of scoliosis screen-
ing on chest radiographs using an AI software will significantly help with the early diagnosis 
and treatment of scoliosis.

Our study has several limitations. First, the training datasets included only scoliosis cases 
and normal cases of young individuals without underlying diseases. Therefore, it may be 
challenging to apply the automatic detection to children or the middle-aged population and 
in cases with underlying diseases, including lung lesions. However, since this study aimed to 
screen scoliosis in the young population, we believe that there will be no problem with its 
practical application. Second, chest radiograph cases with underlying diseases other than sco-
liosis were excluded from the training and validation datasets. Nevertheless, the cases 
screened out by the DLAs may have mixed etiologies, such as congenital scoliosis, Marfan 
syndrome, or neuromuscular scoliosis. Third, there were three FN cases in the downstream 
task test. We presume that there might be detection errors with relatively less encountered 
cases. Furthermore, in general, the upper lumbar level is not often fully visualized on chest 
radiographs. Therefore, further analysis with a larger number of test sets is needed to identify 
the reason for the errors and improve the performance of the diagnostic software. Fourth, the 
algorithm has relatively low specificity (0.285). Since this algorithm was developed to perform 
scoliosis screening, we adjusted the detection threshold as 0.05 rather than 0.5 which has bal-
anced classification performance (Table 2, Fig. 3). Further study is needed to improve the 
specificity of this algorithm. Fifth, the ACC of the algorithm needs improvement with more 
training data or external validation, and the application of the DLA platform requires further 
validation in multicenter and multiethnic trials. Sixth, since our upstream task was trained 
on anomalous data, we need to validate this method. Schlegl et al. (25) studied anomaly de-
tection using only normal data. On the other hand, our approach was a method to detect 
normality by learning a normal image distribution. Seventh, the upstream and the down-
stream data sets were collected randomly in the pool of search result of Picture Archiving 
and Communication System. But relatively small datasets (1565 training and test sets of HUSH 
and 2022 of AMC) may reduce the reliability of the algorithm. Further study with a larger da-
taset is needed to improve the reliability of the algorithm. Lastly, the algorithm diagnosed 
scoliosis without distinction between right and left thoracic curve pattern. There are report-
ed studies about left thoracic curve patterns and their association with disease. According to 
Goldberg et al. (27) although an association exists between left thoracic curves and disease, it 
is not strong enough to determine who should be intensively investigated, to the exclusion of 
other clinical findings, and it seems inappropriate for a different approach to be adopted on 
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the basis of scoliosis pattern alone. And according to Wu et al. (28) when a left thoracic curve 
pattern is present in patients with “idiopathic” scoliosis, especially in male patients or pa-
tients with severe curve, strong consideration should be given to the possibility of the pres-
ence of neural axis abnormalities. But we assume that the prevalence rate is increasing as 
adolescents sit for longer periods, and the clinical meanings about gender and curvature side 
of scoliosis are changing. We planned further study about changes of prevalence and clinical 
meaning of idiopathic scoliosis.

In conclusion, we proposed GAN as a feature extractor to develop a classifier in chest PA 
radiographs. This screening tool has high NPV and sensitivity, which will reduce the burden 
on radiologists diagnosing scoliosis in the health screening chest radiographs.
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준지도학습 방법을 이용한 흉부 X선 사진에서 
척추측만증의 진단

이우진1 · 신기원2 · 이준수3,4 · 유승진1 · 윤민아5 · 최요원1 · 홍길선5 · 김남국2,4 · 백상현1*

목적 흉부 X선 사진에서 척추측만증을 조기진단 할 수 있는 딥러닝 기반의 스크리닝 소프트

웨어를 준지도학습(semi-supervised generative adversarial network; 이하 GAN) 방법을 

이용하여 개발하고자 하였다.

대상과 방법 두 곳의 상급종합병원에서 촬영된 흉부 X선 사진에서 척추측만증을 조기진단할 

수 있는 스크리닝 소프트웨어를 개발하기 위하여 GAN 방법이 이용되었다. GAN의 훈련과

정에서 경증에서 중증의 척추측만증을 보이는 흉부 X선 사진들을 사용하였으며 upstream 

task에서 척추측만증의 특징을 학습하고, downstream task에서 정상과 척추측만증을 분류

하도록 훈련하였다.

결과 수신자 조작 특성 곡선의 곡선하면적(area under the receiver operating characteris-

tic curve), 음성예측도, 양성예측도, 민감도 및 특이도는 각각 0.856, 0.950, 0.579, 0.985, 

0.285이었다.

결론 우리가 GAN 방법을 이용하여 개발한 딥러닝 기반의 스크리닝 소프트웨어는 청소년의 

흉부 X선에서 척추측만증을 진단하는데 있어서 높은 음성예측도와 민감도를 보였다. 이 소

프트웨어가 건강검진을 목적으로 촬영한 청소년의 흉부 X선 사진에 진단 스크리닝 도구로써 

이용된다면 영상의학과 의사의 부담을 덜어주며, 척추측만증의 조기진단에 기여할 것으로 

생각된다.
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