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We build too many walls and not enough 
bridges. 

Isaac Newton (1642– 1727).

INTRODUCTION

Modern drug development is a long, complex, and expen-
sive enterprise.1 In clinical drug development, randomized 
controlled trials (RCTs) have been the established as the 
“gold standard” of experiments to obtain cause– effect evi-
dence that an investigational treatment is better than a 

standard of care. Statistical methodologies have been the 
primary engine to design and analyze data for clinical 
trials. As such, statisticians have traditionally taken the 
leadership position in providing scientific and technical ex-
pertise in data analytic tasks within clinical development 
programs. There is even an explicit regulatory requirement 
that “…the actual responsibility for all statistical work as-
sociated with clinical trials will lie with an appropriately 
qualified and experienced statistician…,” who “…should 
have a combination of education/training and experience 
sufficient to implement the principles articulated in this 
(ICH E9) guidance.”2
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Abstract
Modern drug development problems are very complex and require integration 
of various scientific fields. Traditionally, statistical methods have been the pri-
mary tool for design and analysis of clinical trials. Increasingly, pharmacometric 
approaches using physiology- based drug and disease models are applied in this 
context. In this paper, we show that statistics and pharmacometrics have more 
in common than what keeps them apart, and collectively, the synergy from these 
two quantitative disciplines can provide greater advances in clinical research and 
development, resulting in novel and more effective medicines to patients with 
medical need.
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However, many problems in drug development can-
not be adequately solved using traditional statistical 
methods, and they require more elaborate approaches 
using physiology- based drug and disease models. 
Pharmacometrics (PMx) is a relatively new quantitative 
discipline that integrates drug, disease, and trial informa-
tion to facilitate efficient implementation of drug devel-
opment and/or regulatory decisions.3 PMx provide tools 
for modeling and simulation of clinical trials and, because 
PMx incorporates biologically based mathematical mod-
eling within a statistical framework, the synergy between 
statisticians and pharmacometricians can help solving 
complex problems in drug development.

Lewis Sheiner championed the “learn and confirm” 
paradigm for drug development.4 He argued that the 
research questions should determine the appropriate 
analytic methods. In the “learn” phase, the goal is explo-
ration and the focus should primarily be on estimation of 
dose-  and exposure- response relationships, whereas the 
“confirm” phase should focus on testing relevant clini-
cal research hypotheses. Within the clinical research and 
development (R&D) workflow, Sheiner distinguished 
two “learn– confirm” cycles: phase I to phase IIa (proof- 
of- concept), and phase IIb (dose ranging) to phase III 
(confirmatory studies). Furthermore, Sheiner advocated 
a continuous, model- based approach that integrates rele-
vant accumulated knowledge to optimize decision making 
within clinical development programs. This is now known 
as model- informed drug development (MIDD).5– 7 Other 
terms, such as model- aided drug development (MADD) or 
model- based drug development (MBDD), have also been 
used in the literature.

It seems natural that PMx scientists and statistical scien-
tists should strive to provide collaborative support to drug 
development teams. However, this is often not the case.8,9 
One delicate issue is which of the two functions— statistics 
or PMx— should take the leading role and coordinate the 
activities, and how the actual data analytic tasks should be 
handled. A tension between statisticians and pharmacome-
tricians is documented in the following vivid passage that re-
flected on Stephen Senn’s conversation with Lewis Sheiner 
during the European Cooperation in the Field of Scientific 
and Technical Research (COST) meeting in Geneva in 19978:

…Lewis had criticized a particular dogma in 
drug development as being excessively nega-
tive, conservative, and, in consequence, inimi-
cal to the conduct of proper science. The battle 
lines were clear. On the one side were the forces 
of light: those who liked models that used bi-
ological insights, generally welcomed data 
from disparate sources (even those that had 
not arisen from tightly controlled randomized 

experiments), and were not afraid to try various 
bold and ingenious strategies for putting mod-
els and data together. On the other side were 
the forces of darkness: a bunch of dice throw-
ers and hypothesis testers with an inane obses-
sion with intention to treat…

More recently, there has been substantial progress in 
promoting the broad use of MIDD. PMx is an integral part 
of quantitative science groups in many biopharmaceutical 
companies. PMx scientists and statistical scientists are in-
creasingly working together. The integration of fields in this 
context is viewed as an important and necessary attribute of 
modern drug development.10

In the current paper, we provide an overview and com-
pare statistical and pharmacometric approaches to solv-
ing important problems in clinical drug development. 
Through examples, we show that each approach has its 
own strengths and limitations, and these differences pro-
vide unique opportunities for collaboration and synergy: 
for statisticians to learn more about assumption- rich 
models, and for PMx scientists to see application of these 
models over the broader spectrum of clinical trial meth-
odologies. Our purpose is to highlight the interdisciplin-
ary nature of modern drug development, the necessity 
for integration of different fields, and the importance of 
cross- functional collaboration. The target audience for 
this paper includes statisticians, pharmacometricians, 
and other quantitative scientists working in the biophar-
maceutical industry, academia, and health authorities.

STATISTICS AND 
PHARMACOMETRICS:  TWO 
WORLDS APART?

In what follows, we briefly discuss some major sources of 
difference between statistics and PMx — namely, the ap-
proaches to modeling and the types of problems in drug 
development each discipline is best suited to solve. We 
also highlight some areas where there is a good common 
ground between the disciplines. For a more in- depth dis-
cussion of the philosophical gaps and historical sources 
of tension between statisticians and pharmacometricians, 
see Senn8 and Kowalski9.

Statistical approach

The model building process is a fundamental step in sta-
tistical problem solving.11 The choice of a model depends 
on the nature of the problem and the research question; 
for example, if we are interested in examining whether 
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the treated group responds better than the untreated 
group, controlling for other factors in a trial, the logistic 
or the probit model comes to mind. However, one should 
always seek the right balance between model complex-
ity and goodness- of- fit to data. Albert Einstein’s famous 
phrase “As simple as possible, but not simpler” is a good 
epitome of the principle of parsimony. As an illustration, 
the logistic model is typically the preferred choice be-
cause it is easier to both compute and interpret than the 
probit model.

The RCT is the backbone of evidence- based clinical drug 
development. Traditionally, RCTs are designed and ana-
lyzed using frequentist methods; however, a Bayesian para-
digm is becoming increasingly more common,12 especially 
in precision medicine development.13 For an RCT designed 
using a frequentist paradigm, the following empirical 
model is widely known and commonly used. Suppose we 
want to compare the effects of two treatments, experimen-
tal (E) and control (C), with respect to some quantitative 
clinical outcome (Y). Eligible subjects are enrolled into the 
study sequentially and each subject is randomized into one 
of the groups, receiving either E or C. For the ith subject, let 
�i = 1 (or �i = 0), if the treatment assignment is E (or C), 
with i = 1,⋯,n. Assuming outcomes are normally distrib-
uted with group means �E and �C and common variance 
�2, a statistical model for the outcomes Yi (conditional on 
�i’s) is:

assuming the random errors �i’s are independent and iden-
tically distributed (i.i.d.) N(0, �2). To compare the two 
groups E and C, one tests the hypothesis H0:�E = �C (i.e., 
treatment effects are the same) versus H1:𝜇E > 𝜇C (E is bet-
ter than C). A two- sample t- test statistic is:

where YE and YC are the group sample means, S2p is the 
pooled sample variance, and nE =

∑ n
i=1

�i and nC = n − nE 
are the group sizes. The null hypothesis H0 is rejected at 
significance level � if T > t1−𝛼,n−2, where t1−�,n−2 is the 
100 (1 − �)th percentile of the t- distribution with n − 2 de-
grees of freedom. Equivalently, H0 is rejected if the one- 
sided p value of the test is less than �.

At the study planning stage, the sample size n is cho-
sen to ensure sufficiently high statistical power (typically 
≥80%) to reject H0 when the true mean difference �E − �C 
is equal to some prespecified clinically meaningful value 
Δ > 0. Equal (1:1) allocation is usually implemented, that 
is, n∕2 patients are allocated to each treatment group.

The described working model is very simple, but it 
is still widely considered by clinical trial statisticians. 
It may be very appropriate for a phase III confirmatory 
clinical trial, where the goal is to obtain a definitive as-
sessment of the treatment effect via the predefined hy-
pothesis test.2

Two important remarks should be made here for RCTs. 
First, in practice, many analyses for RCTs may utilize 
a model for the primary outcome that is more elaborate 
than Equation (1) and use a technique other than a two- 
sample t- test. For example, Equation (1) can be extended 
to include clinically important baseline covariates and 
evaluated through an analysis of covariance (ANCOVA). 
In trials with longitudinal continuous outcomes, a linear 
mixed model with repeated measurements (MMRMs) and 
proper covariate adjustments is frequently used.14 Trials 
with binary outcomes may utilize a generalized linear 
model (such as a logistic regression model), and trials with 
time- to- event outcomes could use a semiparametric model 
(such as Cox’s proportional hazards model) for a prespeci-
fied primary analysis. Most of these approaches are based 
on the (generalized) linear model theory, and the data are 
analyzed using standard statistical inference techniques 
in which statisticians are well trained. In many circum-
stances, this should be sufficient to answer a primary re-
search question.

Second, a major strength of the RCT is the use of ran-
domization as a mechanism to allocate trial participants 
to treatment groups. Randomization mitigates various ex-
perimental biases, promotes comparability of treatment 
groups, and validates the use of statistical methods for in-
ferential analysis of trial results.15 In most cases, statistical 
inference following the RCT is carried out conditionally on 
the design (i.e., randomization is not accounted for in the 
analysis). In this case, one makes a major assumption of the 
invoked population model, namely, that within each treat-
ment group the observed responses are independent and 
identically distributed.16 An alternative analytical approach 
uses the randomization model, in which the experimental 
randomization itself forms the basis for statistical infer-
ence. This idea can be traced back to R. A. Fisher’s work 
on the design of experiments.17 Randomization- based tests 
yield results similar to likelihood- based analysis methods 
when the population model assumptions are satisfied, but 
the former tests may be more robust when the model as-
sumptions are violated.18

Each of the described statistical approaches has merits 
and limitations. Some may be appropriate for testing a care-
fully defined clinical research hypothesis using the above 
framework for a phase III pivotal trial, but may be unsuit-
able for a variety of other studies throughout the drug devel-
opment lifecycle that are driven by different experimental 
goals.

(1)Yi = �i�E +
(
1 − �i

)
�C + �i, i = 1,…,n

T =
YE − YC√
S2p

(
1

nE
+

1

nC

) ,
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Pharmacometric approach

With a PMx approach, one starts a model building pro-
cess with an understanding of the pharmacological and 
biological mechanisms underlying the phenomena of in-
terest. Often times, the mechanisms are nonlinear. To fix 
ideas, let us consider a basic problem of modeling the drug 
pharmacokinetic- pharmacodynamic (PK/PD) relation-
ship. For the PK part, we consider a one- compartment 
model with first order absorption and elimination de-
scribed by the following differential equations19:

In Equation (2), Xc (t) is the amount of drug in the 
central compartment (e.g., blood) at time t  after adminis-
tration, Xa (t) is the amount of drug at the absorption site 
at time t, d is the administered dose, and Ka and Ke are, 
respectively, the absorption and the elimination rate con-
stants. PMx scientists frequently consider the relationship 
Ke = CL∕V , where V  stands for the volume of distribution 
and CL (clearance) measures the volume of blood which 
is cleared for drug per time.

Let C (t) = Xc(t)∕V  denote the drug concentration in 
the central compartment. A direct calculation shows the 
solution to Equation (2):

In Equation (3), the unit for C (t) is mass/volume, and 
the relationship has a meaningful biological interpreta-
tion. The parameters � =

(
CL,V ,Ka

) � determine the drug 
PK theoretical process over time.

For the PD part, we consider the frequently used sig-
moidal maximum effect (Emax) model20 for a continuous 
response, which can be some relevant biomarker related 
to the drug target engagement or mechanism of action:

Here, E0 is the effect when the drug concentration is 
zero, Emax is the maximum change in effect attributable to 
the drug, EC50 is the level of exposure to produce 50% of 
Emax, and h is the slope coefficient (Hill factor) that deter-
mines the steepness of the sigmoidal curve.

Equations (3) and (4) together define a PK/PD re-
lationship that links the effect of dose (d) on drug 

concentration C (t) and on drug response R (t) over time. 
In practice, an investigator may wish to study the pro-
cess in a population of subjects, accounting for biolog-
ical and other clinically important sources of variation 
among individuals. In a clinical research setting, this 
leads to the introduction of a nonlinear mixed effects 
model (NLMEM).

Suppose there are n subjects in the study. For the ith 
subject, the dose di is administered at time zero and, sub-
sequently, the drug concentrations are measured repeat-
edly at times ti1,⋯, ti,mi

, i = 1,⋯,n. Let Cij denote the drug 
concentration of the ith subject at time tij. Then one can 
postulate the following model:

where � i = (CLi,Vi,Kai)
� are the parameters of the PK pro-

cess C
(
tij,� i

)
 specific to the ith individual and �ij are inde-

pendent measurement errors with mean zero and variances 
that may vary across i and j. Note that � i’s are assumed to vary 
across individuals in the population, and this variation can 
be decomposed into a systematic part or fixed effects deter-
mined by typical (population mean) values � =

(
CL,V ,Ka

)� 
and a random effect part bi = (bi1, bi2, bi3)�, associated with 
the individual variability. One can model the components of 
� i =

(
CLi,Vi,Kai

)� as CLi = ebi1CL, Vi = ebi2V , Kai = ebi3Ka, 
where bi =

(
bi1, bi2, bi3

)
∼ N(0,�) and � is a 3 × 3 unstruc-

tured covariance matrix. With these assumptions, CLi, Vi, 
and Kai are lognormal random variables. There may also be 
effects associated with some important covariates, but we do 
not consider them in the model for the sake of simplicity.

To model individual PD responses, C(t) in Equation (4) 
is replaced by Cij from Equation (5) with additional subject 
random effects �i = (E0i,Emax,i, EC50,i, hi)� and measure-
ment errors. The resulting NLMEM is then fitted using a 
software such as NONMEM21,22 to produce estimates of 
the parameters with the corresponding uncertainties.

The described PK/PD modeling approach has several 
advantages. It incorporates scientific knowledge through 
a mathematical model, and it explicitly captures indi-
vidual PK/PD behavior via parameters � i and �i, thereby 
allowing modeling of individual subject profiles with an 
assessment of the corresponding uncertainty. Obviously, 
the assumed model should be plausible.

Unlike the statistical approach ("Statistical Approach" 
section), which was described in the context of a phase III 
RCT comparing the treatment effects via hypothesis test-
ing, the PMx approach described here (Pharmacometric 
Approach section) addresses a different research ques-
tion, namely estimation of a PK/PD profile of the drug 
and potentially prediction of the drug effect over time 
for study participants. Importantly, the PD response vari-
able must be chosen judiciously; often it would be some 

(2)
⎧⎪⎨⎪⎩

dXc (t)

dt
=KaXa (t) −KeXc (t) , Xc (0) =0;

dXa (t)

dt
= −KaXa (t) , Xa (0) =d.

(3)C(t) =
Kad

KaV − CL

(
e−

CL
V
t
− e−Kat

)
, Ka >

CL

V
, t > 0

(4)R (t) = E0 +
EmaxC (t)h

ECh
50

+ C (t)h
.

(5)Cij = C(tij,� i) + �ij,
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short- term marker predictive of long- term clinical out-
comes. It stands to reason that the PK/PD approach adds 
great value during the exploratory (phases I and II) parts 
of drug development; however, it can be also useful in the 
analysis of data from confirmatory phase III trials (e.g., by 
directly correlating drug exposure and long- term clinical 
outcomes of interest).

Convergence of pharmacometric and 
statistical approaches

There are good examples in drug development where sta-
tistical and PMx approaches are in concordance. Two such 
examples are dose– response (DR) and exposure– response 
(ER) modeling.

DR studies are typically conducted during phase II of 
clinical development, where the goals are to character-
ize DR relationships over a given range of doses and to 
identify dose(s) suitable for subsequent testing in phase 
III confirmatory trials. A conventional phase II DR study 
is a randomized, placebo- controlled, parallel group design 
evaluating the effects of prespecified dose levels of a drug 
d1 < d2 <⋯ < dK and the placebo (d0 = 0) on a response 
(clinical outcome or biomarker). With a standard statis-
tical approach, one would consider a single continuous 
response per patient, often selected at some predefined 
time point after a dose of the drug. An analysis of vari-
ance (ANOVA) model is then postulated as Yik = �k + �ik,  
where �k is the mean response in group k = 0, 1,⋯,K 
and �ik are i.i.d. N(0, �2) measurement errors, i = 1,⋯,nk.  
For comparison of treatment effects, a hypothesis of ho-
mogeneity H0:�0 = �1 =⋯ = �K versus H1: at least two 
�k’s are not the same, can be tested using an ANOVA F- 
test.23 More specific tests using linear contrasts can also 
be considered.24 Note that with the ANOVA approach no 
assumption is made on the shape of the DR.

A more elegant approach is to consider a regression 
model for Yik’s, with dose level as a continuous predictor:

where � is a vector of model parameters, �
(
dk ,�

)
 is the 

mean response at dose level dk, and �ik are i.i.d. N(0, �2) 
measurement errors. There are many commonly used func-
tional forms for � (d,�) and one popular choice is a four- 
parameter sigmoid Emax model.20 A nonlinear least squares 
estimate of � can be obtained by minimizing the deviance ∑ K

k=0

∑ nk
i=1

�
Yik − �

�
dk ,�

��2. A significance test of the 
DR relationship can be carried out by testing the signifi-
cance of a certain coefficient in the model.25 An advantage 
of DR model in Equation (6) over the ANOVA model is that 
by estimating the parameters �, one can obtain estimates of 

response mean and variance at doses that were not evalu-
ated in the experiment. A potential disadvantage is the diffi-
culty of modeling bias due to model misspecification.

One way of handling model uncertainty is a combination 
of multiple comparisons with modeling techniques (MCP- 
Mod).26 With MCP- Mod, a set of plausible DR models is 
prespecified at the trial design stage. When experimental 
data become available, the significance of the DR is tested 
for each individual model with proper adjustment for mul-
tiplicity. If the overall null hypothesis of a “flat” DR cannot 
be rejected, the procedure stops; otherwise, statistically sig-
nificant models are considered to estimate the parameters of 
interest. MCP- Mod received a positive qualification opinion 
from the Committee for Medicinal Products for Human Use 
in 201427 and a fit for purpose determination from the US 
Food and Drug Administration (FDA) in 2016.28 It provides 
a very good success story of collaboration among statisti-
cians, PMx scientists, and other researchers across industry, 
academia, and regulatory bodies.29

The DR model in Equation (6) assumes the same aver-
age response for each individual treated at a given dose. 
In reality, DR can vary across individuals due to intrinsic 
variability in their drug exposure. The ER model may be a 
more informative approach to the problem. For illustration 
supposes, the exposure is represented by the steady- state 
area under the concentration curve (AUCss), and the re-
sponse is a single measurement at some prespecified time 
point at steady- state. Let CLik denote the apparent clear-
ance of the ith subject in the kth dose group, in which case 
AUCssik = dk∕CLik. Acknowledging variability of clear-
ance in the patient population, the individual clearance 
can be modeled as logCLik ∼ N(log TVCL,�2

CL
), where 

TVCL denotes the typical value of clearance (e.g., popula-
tion median value of clearance), and �CL is the between- 
subject SD of clearance. Suppose a four- parameter Emax 
model is a plausible description of the ER relationship. 
Then, conditional on AUCssik (derived via CLik esti-
mates coming from the PK model), an ER model can be  
written as:

where (E0, Emax, EC50, h) are model parameters and �ik 
are i.i.d. N(0, �2) measurement errors. The ER model (in 
Equation (7)) takes into account inter- individual variability 
in drug exposure, thereby providing a more thorough de-
scription of the drug effect relationship than the DR model 
(in Equation (6)). A limitation of the ER model is that if only 
sparse PK sampling is done on all participants, then there 
could be issues of model misspecification. However, this 
problem can be mitigated by taking intensive PK samples 

(6)Yik = �(dk , �) + �ik(i = 1, . . . ,nk ;k = 0, 1, . . . ,K),

(7)Yik = E0 +
EmaxAUCss

h
ik

ECh
50

+AUCssh
ik

+ �ik,
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from a subset of participants for model identification or 
model confirmation, and then taking sparse PK samples on 
the rest.

More examples of ER models, as well as different mod-
eling and simulation strategies can be found in recent 
books.30– 32

INTEGRATION OF FIELDS

Although statistics has traditionally been regarded as a 
core discipline in drug development and regulatory deci-
sion making, the value of PMx has been increasingly rec-
ognized, especially over the past 2  decades.6,7,9 In 2016, 
the European Federation of Pharmaceutical Industries 
and Associations (EFPIA) introduced the term “Model 
Informed Drug Discovery and Development” (MID3) sig-
nifying that R&D decisions are “informed” rather than 
“based” on model- derived outputs.33,34 MIDD can be 
viewed as a subset of MID3 that deals with the clinical de-
velopment stage. Recently, the FDA launched the MIDD 
pilot program to engage biopharmaceutical developers 
in early interaction with the FDA on clever use and ap-
plication of MIDD to optimize their clinical development 
programs.35

The key ingredients of MIDD are described else-
where.5,7,9 In what follows, we discuss some important 
applications of MIDD that create special opportunities 
for collaboration and synergy of statisticians, pharmaco-
metricians, and other quantitative scientists in drug de-
velopment. Fundamentally, the MIDD strategy should 
start with an understanding and formulation of the key 
research questions and the quantification of the target val-
ues and decision making criteria.9 Subsequent choice of 
analytic tools in the pursuit of the optimal solution is the 
joint task of a statistician and a pharmacometrician.

PK/PD modeling and simulation

The PK/PD modeling process was briefly described in the 
"Pharmacometric Approach" section. The PD component 
may represent a measure of safety and/or efficacy, and it 
can be a continuous, categorical or binary outcome, de-
pending on the research context. PK/PD modeling and 
simulation (M&S) provide a powerful toolkit that is ap-
plied continuously throughout the R&D process. For 
instance, based on preclinical (animal) studies, PK/PD 
models are built to calibrate the dose range for phase I 
first- in- human studies. Thereafter, phase I safety, PK, and 
PD data are utilized to develop PK/PD models to project 
the doses and regimen to achieve the desired effect on rel-
evant biomarkers and early clinical efficacy in phase IIa 

proof- of- concept studies. Furthermore, PK/PD models 
are updated to optimize dosing and sampling schemes in 
phase IIb dose- ranging studies in target patient popula-
tions and, later, assess the probability of success of phase 
III pivotal studies and assess the need for dose adjust-
ments in special populations. A paper by Kowalski 7 pro-
vides some excellent real- life examples of using PK/PD 
M&S to develop quantitative go/no- go decision criteria 
and the pivotal role of statisticians and PMx scientists in 
this process.

Disease progression models

Disease progression models use mathematical relations to 
quantify the time course of the disease with respect to some 
relevant biomarkers or clinical end points.36 Integration 
of disease models with PK/PD models can further help 
evaluate the impact of drug on the disease trajectory; for 
instance, to assess how a particular drug intervention can 
slow down the disease progression. One can distinguish 
three types of disease progression models: empirical; sem-
imechanistic; and systems biology.36 Empirical models are 
frequently applied in diseases where underlying mecha-
nisms are elusive (e.g., neuropsychiatry) and the clinical 
outcomes are subjective scores (e.g., patient- reported out-
comes or clinician’s assessments). By contrast, systems bi-
ology models provide comprehensive descriptions of the 
biological and/or molecular pathways (e.g., bone remode-
ling in osteoporosis). Semimechanistic models may utilize 
knowledge of both the biology and pathophysiology of the 
disease, but in a less comprehensive way than systems bi-
ology models. It stands to reason that both statistical and 
PMx expertise is essential for implementing such models.

There are several merits of disease progression models 
in drug development. First, they can allow prediction of 
individual disease trajectories, taking into account rele-
vant covariates and uncertainties, thereby helping inves-
tigators to identify eligible subjects for clinical trials. In 
addition, these models can be used to optimize clinical 
trial designs through M&S, and they can frequently yield 
more powerful statistical analyses than standard statistical 
approaches, such as linear MMRMs.37 Disease models are 
now widely adopted in drug development. One recent ex-
ample is the regulatory endorsement of the clinical trials 
simulation tool for Alzheimer’s disease progression, both 
by the FDA and the European Medicines Agency (EMA).38

Model- based meta- analysis

Model- based meta- analysis (MBMA) provides a multidi-
mensional framework to integrate available knowledge 
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to quantitatively address important research questions, 
facilitate drug development decisions, and promote life-
cycle management activities.39 With MBMA, we build 
some longitudinal or multivariate meta- regression mod-
els to characterize drug effects (on a class or individual 
agent level), dose and regimen effects, patient population 
effects, etc. Both individual patient- level data and trial 
summary- level data can be aggregated, thereby embrac-
ing the “totality of evidence” paradigm to address the 
questions of interest. Unlike traditional meta- analyses 
that either combine simple summary results or individual 
participant data from several RCTs, MBMA applies more 
advanced scientific modeling, based on drug characteris-
tics and the biology of the disease, while accounting for 
heterogeneity of RCTs.

MBMA can be utilized across the entire R&D contin-
uum.39 In particular, MBMA can help to rigorously es-
tablish safety and efficacy targets needed for compound 
differentiation; to design cost- effective clinical trials; to 
iteratively quantify probability of success of a clinical 
development program; to leverage information for drugs 
with shared mechanisms of action, etc. Examples of suc-
cessful applications of MBMA are numerous across dif-
ferent indications, such as rheumatoid arthritis,40,41 atrial 
fibrillation,42 multiple myeloma,43 and idiopathic pulmo-
nary fibrosis,44 just to name a few. MBMA requires synthe-
sis of knowledge from various data sources and calls for 
close collaboration of cross- functional drug development 
teams.

Bayesian and PK/PD- driven trial designs

Phase I first- in- human studies are conducted to explore 
safety, tolerability, and PKs of the compound, and to iden-
tify the maximum tolerated dose (MTD). Most such studies 
are cast as adaptive dose- escalation designs where subjects 
are assigned sequentially or in cohorts to increasing dose 
levels, provided that previous doses are deemed as suffi-
ciently safe.45 Statisticians have played the central role for 
calibrating phase I designs. Incorporating PMx (PK/PD 
models) in dose- escalation decisions is not very common; 
yet, some authors demonstrated that this approach may im-
prove design efficiency.46– 48 One recent paper49 described a 
systematic comparison of several phase I Bayesian adaptive 
designs utilizing PK data in dose escalation. It was found 
that, for the studied scenarios, trial efficiency (as meas-
ured by the number of observed dose- limiting toxicities or 
the probability of correct MTD selection) is not improved, 
but the estimation of the dose– toxicity curve may be bet-
ter compared to the designs that do not utilize PK data. 
Another recent paper50 proposed a Bayesian dose finding 
design using dose- exposure data in the escalation rule and 

found that it may improve the probability of correct dose 
selection. An important and potentially useful considera-
tion is the assessment of distributed designs (evaluating a 
range of doses) versus concentrated design (testing only 
placebo and the maximum dose). Comparing these strate-
gies via simulation may help investigators select the “best” 
design option for the chosen objectives and decision mak-
ing criteria, as was demonstrated in the context of a first- in- 
patient study in psoriasis.51

Another great opportunity for fusion of statistical and 
PMx ideas is in the design of phase II dose- ranging stud-
ies.25,52 For instance, MCP- Mod26 is very useful and widely 
applied in drug development. More recently, PMx exten-
sions of MCP- Mod have been proposed.53,54

Optimal designs

Optimal designs (ODs) present an example of a meth-
odology where statistical and PMx approaches can pro-
vide further interdisciplinary advances.55 For a PK/PD 
experiment with a given NLMEM, one can construct a 
likelihood function and obtain the Fisher Information 
Matrix (FIM), which depends on the model parameters 
and the design points. ODs are obtained by maximizing 
some optimality criteria of the FIM (e.g., the D- optimal 
design maximizes the determinant of the FIM). ODs for 
exposure- response models can potentially result in signif-
icant improvement in the accuracy of estimates compared 
to more standard designs.56 In most practical applica-
tions, ODs are so- called locally optimal (i.e., they depend 
on model parameters that are unknown upfront). To im-
plement them in practice, one can perform pilot studies 
or elicit from experts’ preliminary estimates or nominal 
values for the unknown parameters. Bayesian ODs and 
minimax (maximin) ODs are important generalizations 
of locally optimal designs.

Bayesian ODs are useful when experts or pilot studies 
provide different nominal values of the parameters, and 
the experimenter has varying level of confidence in these 
values. Minimax or maximin ODs focus on optimization 
of the chosen criterion under the most misspecified nom-
inal values of the parameters.57,58 In sequential experi-
ments where responses are available at a short time, one 
can consider implementing model- based adaptive optimal 
designs (MBAODs).59,60 Although MBAODs can be highly 
efficient, they are very challenging computationally. Due 
to the complex structure of the design space, common 
gradient- based methods are generally not helpful, and 
more advanced optimization techniques, such as global 
search algorithms, are required. Nature- inspired meta- 
heuristic algorithms are general purpose optimization 
tools that do not require assumptions for them to work 
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well, and they may provide high- speed efficient computa-
tional methodologies.61– 63

PK bridging approaches

Use of PK/PD modeling is of paramount importance for 
therapeutic development in special populations, such as 
pediatric, geriatric, patients with rare diseases, etc. For 
instance, in pediatric studies, one typically has prior in-
formation on PK and PD of the drug in adults. However, 
exposing children to the same dosing regimen as adults 
may lead to severe overexposure and serious adverse ef-
fects. Therefore, having a well- defined dose— exposure— 
response relationship in the pediatric target population is 
essential to allow for a treatment which is both safe and 
efficacious. Extrapolating relevant information from adult 
studies through PK/PD modeling and through Bayesian 
approaches in this context provide a great opportunity for 
collaboration between statisticians and pharmacometri-
cians.64,65 Health authorities are fully supportive of such 
innovative approaches.66,67 Some good examples of appli-
cations of PMx and statistical methodologies in pediatric 
clinical development have been documented.68– 70 Many 
other challenging problems, such as bridging develop-
ment from preclinical (animal) experiments to studies in 
humans, bridging different drug formulations or routes of 
administration, estimation of equipotent doses of drugs 
with similar mechanisms of action71 can be tackled using 
similar approaches.

Biomarker- based development and 
precision medicine

The precision medicine paradigm is focused on tailor-
ing treatment decisions to an individual (i.e., finding the 
right treatment for the right patient at the right time).13 
The Precision Medicine Initiative announced by President 
Barak Obama in 2015 has received full recognition and 
endorsement over the past few years. In 2019, the FDA is-
sued guidance on enrichment strategies for clinical trials 
of drugs and biologics,72 affirming the importance of new 
precision medicine product development. New statisti-
cal methodologies, such as dynamic treatment regimes,73 
adaptive enrichment designs,74 and master protocols75 
have been emerging and receiving fast uptake in prac-
tice. PMx methods also hold great promise in precision 
medicine, as the goal of personalizing treatment is in good 
alignment with the idea of population PK/PD modeling. 
One recent paper76 describes emerging roles of clinical 
PMx in cancer precision medicine and provides a road-
map for future precision oncology with challenges and 

opportunities for interdisciplinary collaboration. Another 
useful idea for precision medicine is a dashboard system 
that integrates real- time patient monitoring and calcu-
lation of optimal dose and timing of dose delivery.77 An 
example of a dashboard system is a fully automated arti-
ficial pancreas system for patients with type 1 diabetes.78 
Development and validation of dashboards for precision 
dosing requires interdisciplinary efforts combining PMx, 
optimization, machine learning, and big data analytics.

A perspective for the future

A recent paper 10 provides a strategic perspective on the 
evolution of PMx and quantitative systems pharmacology 
for the next decade. The authors anticipate these fields to 
continue profoundly impact drug development and use. 
We concur with this vision and additionally assert that 
statistics, data science, and machine learning will also be 
essential ingredients to help increase the efficiency of the 
R&D enterprise.

A SYNERGY BETWEEN 
PHARMACOMETRICS AND 
STATISTICS

In this section, we provide three examples to illustrate 
the value of incorporating ideas from statistical and PMx 
approaches to tackle complex problems in clinical drug 
development. The importance of collaboration between 
statistical and PMx scientists to expedite drug discovery 
and development cannot be overemphasized.

Exposure- response modeling and 
randomization- based inference

It is increasingly recognized that DR and ER analyses 
can increase power and improve cost- efficiency of clini-
cal trials.79,80 However, these analyses invoke population 
model assumptions (such as normal random sampling), 
and if these assumptions are violated, statistical esti-
mators and tests may be biased. On the other hand, 
randomization- based tests ensure valid inference (i.e., a 
prespecified probability of a false positive finding can be 
achieved but not exceeded).18 However, randomization- 
based tests are typically very simplistic in that they ig-
nore important information on drug exposure. At a 
glance, ER modeling and randomization- based infer-
ence are disjoint concepts. Here, we illustrate how their 
combination can improve study power while maintain-
ing validity of the test.
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For illustration purposes, we consider a hypothetical 
phase II proof- of- concept clinical trial, designed as a ran-
domized, parallel group 3- arm study to evaluate the effects 
of a low dose (50 mg), high dose (100 mg), and placebo 
(0 mg) with respect to a continuous outcome. The study 
objective is to obtain evidence of the drug effect compared 
to placebo.

We apply a recently published roadmap to randomiza-
tion in clinical trials81 to evaluate different combinations 
of design and analysis strategies via simulation. We inves-
tigate three important aspects in this setting: (1) choice of 
a randomization procedure; (2) choice of a data analytic 
approach (ANOVA model vs. ER model); and (3) deci-
sion on whether to ignore or include randomization in 
the analysis (conventional likelihood- based approach vs. 
randomization- based inference). The criteria for assessing 
the merits of a particular strategy are validity (type I error 
rate) and efficiency (power).

The full simulation details on the data generating 
mechanism and the data analysis strategies are presented 
in the Supplementary Appendix. In essence, we consider 
two different randomization procedures— random alloca-
tion rule (Rand) and truncated multinomial design (TMD) 
— to randomize a total of n = 24 subjects equally among 
three treatment groups (8 per arm).

We assume that the drug exposure at the site of ac-
tion is causal in driving the drug response, and the true 
ER relationship is linear that is, the mean response con-
ditional on the ith subject’s exposure at steady state is 
given by:

With these assumptions, the response of the ith pa-
tient, Yi, is generated as follows:

In Equation (9), there are three components that ac-
count for the response of the ith patient: 

• Mean response at the steady- state exposure level; 
see Equation (8). We investigate two scenarios: (A) 
Flat ER: 

(
�0, �1

)
= (5, 0), and (B) Non- flat linear ER: (

�0, �1
)
= (5, 0.7).

• ui is an unknown term associated with the patient (e.g., 
this can be an important unknown prognostic covari-
ate affected by a time trend). We investigate two cases: 
(I) No time trend: ui ≡ 0 for i = 1,⋯, 24, and (II) Linear 
trend: ui = i∕5 for i = 1,⋯, 24, which indicates that pa-
tients enrolled later in the trial tend to have higher val-
ues of the response.

• �i are measurement error terms, assumed to be i.i.d. 

random variables. We explore two choices for the dis-
tribution of �i: (i) Standard normal: N(0, 1), and (ii) 
Cauchy: C(0, 1).

In all, we have four dimensions to the data generating 
mechanism: (1) randomization procedure (Rand or TMD); 
(2) ER relationship (flat or non- flat); (3) linear trend (yes 
or no); and (4) measurement error distribution (standard 
normal or Cauchy).

For the data analysis, we consider four methods that 
are determined by the modeling strategy (ANOVA or ER 
model), and whether or not randomization design is ac-
counted for in the analysis (No ⇒ likelihood- based in-
ference, or Yes ⇒ randomization- based inference). More 
specifically:

1. ANOVA model, likelihood- based inference. The re-
sponses Yik (i = 1,⋯, 8 and k = 1, 2, 3) are assumed 
to be independent normal variables with E

(
Yik

)
= �k 

and var
(
Yik

)
= �2. A null hypothesis H0:�1 = �2 = �3 

is tested against the alternative H1: at least two treat-
ment means are not the same using ANOVA F- test.23

2. ER model, likelihood- based inference. Given observed 
exposure and response data, we fit a linear model 
E
(
Yi
)
= �0 + �1AUCssi (i = 1,⋯, 24), obtain the least 

squares estimates 
(
�̂0, �̂1

)
, and test significance of the 

ER relationship by testing the null hypothesis of a zero 
slope (H0: �1 = 0).

3. Nonparametric ANOVA, randomization- based in-
ference. Under the null hypothesis of equality of 
treatment effects, the outcome of each subject is not 
affected by assigned treatment. To quantify evidence 
against the null, treatment assignments are permuted 
in all possible ways consistent with the randomization 
design, and the randomization p value is the sum of 
null probabilities of the treatment assignment permu-
tations in the reference set that yield the test statistic 
values greater than or equal to the experimental value. 
We apply a nonparametric rank- based Kruskal- Wallis 
test82 as a measure of between- group difference and es-
timate a randomization- based p value via Monte- Carlo 
simulation.83

4. ER model, randomization- based inference. If ER is 
flat, individual outcomes are not affected by drug ex-
posures. We permute treatment assignments (and cor-
responding values of exposures; i.e., the AUCssi values) 
in all possible ways consistent with the randomization 
design. For each permutation, we fit a linear model 
E
(
Yi
)
= �0 + �1AUCssi, i = 1,⋯, 24 and perform the 

test of significance of the slope (H0: �1 = 0) by calculat-
ing the t- statistic t = �̂1∕SE(�̂1). A randomization- based 
p value is the sum of null probabilities of the treatment 
assignment permutations in the reference set that yield 

(8)f
(
AUCssi, �0, �1

)
= �0 + �1AUCssi.

(9)Yi = f
(
AUCssi, �0, �1

)
+ ui + �i, i = 1,…, 24.
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randomization sequences with a t- statistic at least as 
extreme as the experimental value. The Monte- Carlo 
simulation is used to estimate the randomization- based 
p value.

To our knowledge, the latter approach (ER modeling 
followed by a randomization- based analysis) has not been 
explored previously. Permutation tests and resampling 
procedures have been considered in the PMx modeling 
context84– 86; however, they were not reflective of a spe-
cific randomization procedure. By contrast, our described 
approach directly uses the reference set of a chosen ran-
domization procedure as a basis for statistical test of sig-
nificance using an ER model.

The simulations were performed using R (https://
www.r- proje ct.org/) and Julia (https://julia lang.org) pro-
gramming languages. For each combination of experimen-
tal scenario and data analysis strategy, a clinical trial with 

n = 24 patients was simulated 10,000 times. All statistical 
tests were two- sided, using significance level of � = 0.05. 
The type I error rate (when ER was flat) and power (when 
ER was non- flat) were calculated as the proportion of sim-
ulation runs for which the chosen test exhibited a statisti-
cally significant result (p < 0.05).

Figure 1 summarizes the key findings from our simu-
lations. There are two columns (flat ER and non- flat ER), 
which show type I error rate and power, respectively. In 
addition, there are two rows corresponding to different 
randomization designs (Rand and TMD). Within each of 
the four plots, there are three scenarios: “normal” (i.e., 
when the normal random sampling assumption is met); 
“time trend” (i.e., when there is a time drift in the study 
population); and “Cauchy” (i.e., when the measurement 
error distribution is misspecified and heavy- tailed). For 
each scenario, we have four data analytic strategies, as de-
scribed above.

F I G U R E  1  Simulated type I error rate (flat ER) and power (non- flat ER) for two randomization designs (Rand and TMD), under three 
experimental scenarios (time trend, normal, and Cauchy), and four data analytic strategies. ANOVA, analysis of variance; ER, exposure– 
response; Rand, random allocation rule; TMD, truncated multinomial design.
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Under the “normal” scenario, the type I error rate is 
maintained at the 5% nominal level for either Rand or 
TMD, for all four data analytic approaches. In regard to 
power, the two ER approaches have substantially higher 
power (~95%) than the likelihood- based ANOVA (~62%) 
and the randomization- based NP ANOVA (~59%).

Under the “time trend” scenario, the designs exhibit 
more differential performance. First, consider the “flat 
ER” case. For the Rand design, all four analytic methods 
maintain the type I error rate at 5%. By contrast, for the 
TMD design, the randomization- based methods do main-
tain the type I error rate at 5%, but the likelihood- based 
methods have inflated type I error: ~ 22% for the ANOVA 
model, and ~  11% for the ER model. Inflation of type I 
errors of some conventional tests following TMD under 
linear time trends has been noted previously.87,88 Next, let 
us consider the “non- flat ER” case. For the Rand design, 
the power of the two ER approaches are ~  66% for the 
likelihood- based ER, and ~  53% for the randomization- 
based ER, whereas the power of the two ANOVA ap-
proaches is only 26– 29%. For the TMD design, the most 
powerful approach is likelihood- based ER model (~ 65% 
power) and the randomization- based NP ANOVA model 
has the lowest power (~ 18%). Overall, under time trend, 
statistical power is reduced compared to the normal ran-
dom sampling scenario, and Rand is more powerful than 
TMD.

For the “Cauchy errors” scenario, the results are con-
sistent for both the Rand and TMD designs. Under the 
“flat ER,” the type I error rate is maintained at 5% for the 
two randomization- based approaches, and it is ~  2% for 
the likelihood- based ANOVA and ~ 6% for the likelihood- 
based ER model. Under the “non- flat ER,” the most pow-
erful approach is randomization- based NP ANOVA (~ 22% 
power) and the least powerful one is likelihood- based 
ANOVA (~  7% power). This speaks to the importance 
of having a robust analytic procedure in the presence of 
model misspecification and outliers.53

Secukinumab clinical development 
success story

In the literature, there are many examples of successful 
applications of MIDD, showing added value from various 
stakeholders’ perspectives, such as cost savings, improved 
quality of decision making, reduced trial burden for vul-
nerable populations, accelerated access for patients to in-
novative therapies, simplified treatment posology, etc.89,90 
Here, we briefly describe one clinical development suc-
cess story.

Secukinumab (COSENTYX) was developed as a first- 
in- class fully human monoclonal antibody against the 

proinflammatory cytokine interleukin- 17A (IL- 17A) 
that plays a key role in the pathogenesis of plaque pso-
riasis. The secukinumab clinical program for moderate 
to severe psoriasis (that formed the basis for registra-
tion in 2014) included 10 phase II and phase III studies. 
The phase II program consisted of a proof- of- concept 
study with a single i.v. dose of 3  mg/kg, followed by 
three dose- ranging and regimen- finding studies whose 
designs were informed by modeling and combinatorial 
optimization of route of administration, dose, and regi-
men. Importantly, in both phase II and phase III studies, 
standard efficacy end points, such as Psoriasis Area and 
Severity Index 75 response (PASI 75) and Investigator’s 
Global Assessment (IGA) for clear to almost clear skin, 
were used. A hallmark of the program was comprehen-
sive M&S using data from phase II studies to calibrate 
two dose regimens (150 mg or 300 mg administered sub-
cutaneously at weeks 0, 1, 2, and 3 followed by monthly 
maintenance dosing) as most promising from the risk- 
benefit perspective for testing in pivotal phase III stud-
ies. Four double- blind, randomized, placebo- controlled 
phase III studies confirmed clinical efficacy and accept-
able safety profiles of both regimens, which had not 
been tested in phase II. The 300 mg regimen was recom-
mended as the optimal clinical dose.

This success story highlights several important take-
away messages. First, it shows the value of the MIDD 
approach, which includes iterative model building and re-
viewing theory and assumptions in light of accumulating 
clinical trial evidence. Second, it taps on the power of con-
tinuous collaborative efforts of statistical and PMx scien-
tists. From the second author’s personal communication 
with both statistical and PMx leads of the secukinumab 
program, some key ingredients of collaboration included: 
working with your counterpart in mind, working together 
(and not in parallel), understanding, discussing, and con-
structively challenging self and others. Third, there is a 
sense of responsibility and joint ownership of the deliv-
erables, irrespective of the line functions within the com-
pany. Quoting Harry S. Truman (the 33rd president of the 
United States), “it is amazing what you can accomplish if 
you do not care who gets the credit.”

Model- based adaptive optimal design for 
pediatric PK bridging studies

As mentioned in “PK Bridging Approaches” section, in 
pediatric studies, one typically has prior information 
about the PK/PD of the drug in adults. Even if it is ex-
pected that, given the same exposure in children com-
pared with adults, the effect of the drug will be the same, 
studies to demonstrate that similar exposures can be 
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reached are typically required (so- called PK matching 
studies). However, achieving these similar PK exposures 
can be challenging given that the PK may differ greatly 
between children and adults due to physiological differ-
ences, such as body size and renal maturation. Further, 
determining the number and ages of the children to in-
clude in the study may be challenging.

Wang et al.91 proposed a precision criterion for use in 
sample size determination when designing pediatric PK 
studies. This precision criterion requires 95% confidence 
intervals around CL and V  to be within 60% to 140% of 
the geometric mean value of the parameters in all in-
cluded age groups of children with at least 80% power. 
To meet this criterion, CL and V  can be computed using 
nonparametric analyses that are reliant on rich data in 
a relatively high number of patients or model- based ap-
proaches, where sparser data and smaller studies may be 
possible, with the potential risk of model misspecification. 
For planning purposes, one can take estimates of the SE of 
CL and V  from a variety of different sources.92 However, 
a misspecified guess of initial parameters and variability 
may lead to an inaccurate sample size and suboptimal de-
sign. Statistically grounded MBAODs are expected to be 
less sensitive than nonadaptive methods to misspecifica-
tion in the design stage.59,93,94

A standard pediatric scaling model, as suggested by 
Germovsek et al.,95 to describe differences in PKs between 
adults and children may assume that CL and V  are scaled 
according to size (allometric scaling, based on weight [WT]) 
and that CLs are also scaled according to maturation (based 
on post menstrual age [PMA]). For example, the PK model 
for CLi and Vi might have the following form:

Typically, the maturation function of the CLi function 
will be at a maximum (full maturation) sometime in in-
fancy. If this model describes the reality, one can clearly 
see that variability will be larger for infants than for adults, 
indicating that more subjects at lower age ranges will be re-
quired to meet the criterion proposed by Wang et al.91 This 
also indicates that the standard statistical method of design-
ing pediatric PK studies will be underpowered in infant age 
groups, where the variability seen in adult data is typically 
assumed to be the same in children/infant PK data.

In a simulation study,59 concentrations of two differ-
ent theoretical drugs for an adult study population were 
simulated using the above model. Once the values of 

variability of CLi and Vi were estimated, they were used in 
different ways to determine sample sizes of pediatric tri-
als using both standard statistical methods and PMx ap-
proaches. For the latter, the maturation function was not 
identifiable via adult data, so parameter values had to be 
assumed for a priori design planning and those guesses 
were made to be either close to the simulated truth or 
misspecified. Simulations of these planned pediatric tri-
als were then performed and the percent of those trials 
that, in the end, achieved the precision criteria,91 were 
computed. Included in the comparison was a number of 
MBAOD approaches, that allowed for updates to the dis-
tribution of sample sizes within different age groups of 
children after interim analyses, an early stopping crite-
rion if the precision criteria were achieved at an interim 
analysis, and adjustments to the process to account for 
multiple comparisons. Results showed that MBAODs 
(combining both statistical and PMx ideas) required 
fewer children, on average, to fulfill a precision criterion 
than the sample size obtained from the more traditional 
estimation methodologies.59

DISCUSSION

Drug development has been undergoing a major paradigm 
shift— from a sequence of distinct phases toward a more 
continuous, MIDD paradigm that integrates relevant 
knowledge to optimize clinical development decisions. In 
this paper, we provided examples of applications of statis-
tical and PMx approaches, as well as their combinations, 
which can yield synergy for solving complex problems in 
clinical drug development. Table 1 summarizes the three 
examples presented in the section “A Synergy Between 
Pharmacometrics and Statistics”.

With evidence generation now increasingly being 
based on data accrued both within and outside of a clini-
cal development program, integrative approaches in trans-
lational medicine that are iterative in nature and demand 
commitment to a “totality of evidence” mindset will be 
crucial for success.96– 98 To realize the promise of MIDD 
fully, statistics and PMx will need to operate more in part-
nership than as complementary fields that generate their 
own sets of analyses. They will need to collectively own 
the problem space, define the right questions, and arrive 
at the appropriate designs of trials or analysis plans to help 
answer the pertinent questions. Both statisticians and PMx 
scientists possess unique qualifications that can contrib-
ute better to the research enterprise. Statisticians have the 
depth and breadth of knowledge of statistical principles 
and frameworks and how these can address specific re-
search questions. PMx scientists have the depth of knowl-
edge of the dynamics between biological models and the 
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pharmacology of medical agents under investigation. 
Moreover, with the increasing pace of innovations in each 
of their respective fields, statisticians and PMx scientists 
should continue to correspond on methodological ques-
tions, as this can also result in “hybrid” innovations.26,54

In this paper, we have made an attempt to demonstrate 
the value of integration of ideas from statistics and PMx, the 
need for applying rigorous scientific judgment when eval-
uating different approaches, and the need for collaborative 
work in drug development. Different approaches to solving 
complex problems exist, and novel ones, such as data science 
and machine learning, are emerging rapidly, which may call 
for a three- way interaction of statisticians, PMx scientists, 
and data scientists.99 However, it is not the approach itself 
that we should primarily focus on, but rather the important 
drug development problems we are trying to solve. Here, we 
are in good concordance with Lewis Sheiner’s position100:

“…good statistics are absolutely essential to 
good clinical investigation, and hypothesis test-
ing, when used judiciously and appropriately, 
can be a useful inferential tool. What is wrong 
is that a particular statistical practice (and its 
associated epistemologic view) has become 
almost mandatory, to be applied willy- nilly to 
drug trials, regardless of the purposes they are 
meant to serve. All thoughtful scientists, in-
cluding statistical scientists, should join me in 
rejecting this. The intellectual illness of clinical 
drug evaluation that I have discussed here can 
be cured, and it will be cured when we restore 
intellectual primacy to the questions we ask, 
not the methods by which we answer them.”

In summary, statistics and PMx definitely have more in 
common than what keeps them apart. Researchers from 
both disciplines should find ways to collaborate and syner-
gize to achieve the common and important goal of improv-
ing clinical research and development, and delivering novel 
and efficacious medicines to patients with medical need.
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T A B L E  1  Added values of statistical and pharmacometric approaches in the considered examples in “A Synergy Between 
Pharmacometrics and Statistics” section

Example
Added value of the 
statistical approach

Added value of the 
pharmacometric approach Synergy/implication

“Exposure- Response Modeling 
and Randomization- Based 
Inference” section

Randomization in the design 
and analysis

Exposure- response modeling Valid, more robust and more 
powerful test

“Secukinumab Clinical 
Development Success 
Story” section

Choice and implementation of 
proper design and analysis 
of phase II and phase III 
RCTs

Knowledge integration; M&S 
to predict optimal dose 
regimens for phase III

Validation of model- informed 
dose regimens in phase III 
RCTs

“Model- Based Adaptive 
Optimal Design for 
Pediatric PK Bridging 
Studies” section

Proper handling of multiple 
comparisons; handling of 
adaptive designs; optimal 
design techniques

Population PK modeling with 
maturation and size scaling; 
potential sample size 
reductions

Sample size reductions 
with appropriate 
handling of statistical 
tests. Optimization and 
adaptation to improve 
estimation and reduce 
modeling bias.

Abbreviations: M&S, modeling and simulation; PK, pharmacokinetic; RCT, randomized controlled trial.
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