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abstract

PURPOSE Population-based cancer incidence rates of bladder cancer may be underestimated. Accurate es-
timates are needed for understanding the burden of bladder cancer in the United States. We developed and
evaluated the feasibility of a machine learning–based classifier to identify bladder cancer cases missed by
cancer registries, and estimated the rate of bladder cancer cases potentially missed.

METHODS Data were from population-based cohort of 37,940 bladder cancer cases 65 years of age and older in
the SEER cancer registries linked with Medicare claims (2007-2013). Cases with other urologic cancers,
abdominal cancers, and unrelated cancers were included as control groups. A cohort of cancer-free controls
was also selected using the Medicare 5% random sample. We used five supervised machine learning methods:
classification and regression trees, random forest, logic regression, support vector machines, and logistic
regression, for predicting bladder cancer.

RESULTS Registry linkages yielded 37,940 bladder cancer cases and 766,303 cancer-free controls. Using
health insurance claims, classification and regression trees distinguished bladder cancer cases from noncancer
controls with very high accuracy (95%). Bacille Calmette-Guerin, cystectomy, and mitomycin were the most
important predictors for identifying bladder cancer. From 2007 to 2013, we estimated that up to 3,300 bladder
cancer cases in the United States may have been missed by the SEER registries. This would result in an average
of 3.5% increase in the reported incidence rate.

CONCLUSION SEER cancer registries may potentially miss bladder cancer cases during routine reporting. These
missed cases can be identified leveraging Medicare claims and data analytics, leading to more accurate
estimates of bladder cancer incidence.
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BACKGROUND

Cancer surveillance relies on a comprehensive system
to collect information on newly diagnosed patients with
cancer. This information is critical to accurately esti-
mate cancer incidence and survival. In turn, these
data provide a basis for public health research to
understand and work toward reducing the cancer
burden in the population. Data integrity is dependent
upon cancer surveillance meeting high standards of
completeness.

The North American Association of Central Cancer
Registries estimates the extent to which all incident
cases are reported to the registry using the incidence-
mortality ratio.1-3 Assumptions of this method may not
be met since external factors may influence cancer
incidence such as trends in cancer risk factors or
screening; therefore, this ratio may not fully capture
registry case completeness.4 Furthermore, cases were

historically diagnosed and treated in the hospital
setting and easily identified by cancer registrars. Over
time, cancer diagnosis and treatment have evolved
substantially, often now in outpatient settings, making
measures of case completeness even more critical.
Particularly, bladder cancer is often diagnosed and
treated in urology offices and may not get reported
routinely to cancer registries.5,6 Therefore, they are not
included in population-based incidence rate esti-
mates, potentially resulting in underestimation of
bladder cancer incidence.

Bladder cancer diagnosis and treatment cascade is
unique compared with other cancers. Specifically, a
diagnostic and initial therapeutic procedure is often a
transurethral resection of bladder tumor (TURBT).7

The goal of this procedure is to make the correct di-
agnosis and remove visible lesions. Another common
treatment is intravesical Bacille Calmette-Guerin
(BCG) after surgery. If the tumor has invaded the
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muscle, then either a radical or partial cystectomy is
standard. Patients may also receive combinations of ra-
diation and chemotherapy depending on tumor stage.7,8

Because many of these procedures are specific to bladder
cancer, there is an opportunity to develop an algorithm
using procedure codes to identify unreported cases.

Machine learning methods are powerful statistical tech-
niques for developing classification tools. In contrast to
tools based on clinical knowledge of disease and treatment,
these methods choose the best algorithm that results in the
lowest misclassification error. Machine learning methods
can easily handle large amounts of data andmany predictor
variables. They are well suited to identify nonlinear rela-
tionships including interactions or Boolean combinations of
variables that may not be known a priori. To our knowledge,
there is no published research using these techniques to
identify unreported cases of cancer. We used five machine
learning methods, specifically logistic regression, classifi-
cation and regression trees (CART), random forest, support
vector machines (SVM), and logic regression, to build a
classifier, and compared these based on predictive
accuracy.

The primary objective was to develop an algorithm for
cancer surveillance (ie, to detect unreported cases of
bladder cancer) that is critical for estimating bladder cancer
incidence in the United States. Furthermore, these results
may also highlight whether claims data could be used by
registries to ascertain unreported bladder cancers.

METHODS

Data Sources

The SEER program of the National Cancer Institute is a
system of 18 population-based cancer registries that covers
35% of the US population from geographically defined
areas. Individuals in the SEER data eligible for Medicare
have been matched to their Medicare claims to create the
linked SEER-Medicare data. These linked data contain

longitudinal claims with codes for medical services and
diagnoses associated with services and dates.9 Specifically,
individuals in the SEER data were matched to Medicare’s
master enrollment file maintained by the Centers for
Medicare and Medicaid Services. Ninety-four percent of
those reported to SEER 65 years of age or older have been
linked to their Medicare claims. The linked database also
contains a random sample of Medicare beneficiaries who
do not have cancer. This cancer-free group is a random 5%
sample of Medicare beneficiaries residing in the SEER
areas without a cancer recorded in a SEER registry. The
Medicare claims in both the SEER-Medicare data and the
5% random sample include hospital care (part A) as well as
physician and outpatient services (part B). Part B requires
that a beneficiary pay a premium and includes International
Classification of Diseases (ICD)-9 and ICD-9 diagnosis
codes and Health Care Procedure Healthcare Common
Procedure Coding System codes for treatments. Similar
claims data are available for the 5% noncancer sample.

Study Sample

We included all individuals in the SEER-Medicare data who
were diagnosed with nonmetastatic bladder cancer from
2007 to 2013. We also constructed several control groups
to distinguish bladder cancer from similar cancers and
those without cancer. The first set was patients diagnosed
with other urologic cancers (ie, kidney and renal pelvis,
ureter, and other urinary organs); the second was a set of
other abdominal cancers (ie, stomach, liver, pancreas,
colon, rectum, and gallbladder); and the third was a set of
unrelated cancers (eg, female breast and prostate). Cancer
types were defined by the SEER ICD-O-3 codes.10 We in-
cluded in our study all consecutive individuals who were at
least 65 years of age, had continuous part A, B, and fee-for-
service coverage, and not enrolled in a Health Maintenance
Organization during that year. Individuals could have more
than one cancer recorded by SEER. If this was the case, the
first primary cancer was used to determine if they were

CONTEXT

Key Objective
To develop and evaluate the feasibility of a machine learning–based classifier to identify bladder cancer cases potentially

missed by cancer registries.
Knowledge Generated
A classification tree was able to identify bladder cancer cases versus noncancer controls with very high accuracy using

treatment and comorbidity information from medical claims. Common treatments for bladder cancer including Bacille
Calmette-Guerin, cystectomy, and mitomycin were important predictors for identifying bladder cancer cases. We estimated
that the incidence rate of bladder cancer reported by cancer registries is likely to be underestimated by 3.5%.

Relevance
Cancer registries may not record all cases of bladder cancer primarily because of diagnosis and treatment outside of hospital

settings. Machine learning–based classifiers, such as a classification tree, may accurately identify these unrecorded cases.
This would lead to more accurate reporting of bladder cancer incidence rates.
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selected into the bladder cancer group or one of the other
cancer groups. We also selected controls without a cancer
diagnosis from the 5% noncancer sample that comprised a
fourth control group. Ten cancer-free controls were ran-
domly selected for each bladder cancer case matched by
birth year. Thus, we constructed four data sets using the
four different control groups and each was randomly split
into 2/3 for training and 1/3 for testing.

Identification of Medical Conditions and

Cancer Treatment

An individual was considered to have a specified medical
condition if they had a claim with a diagnosis code for that
condition in the year before cancer diagnosis. For the
cancer-free controls, conditions that occurred in the year
before diagnosis of their matched case were ascertained.
Medical conditions included individual comorbidities as
well as chronic obstructive pulmonary disease and history
of smoking (Table 1). Information on cancer treatment and
medical procedures was identified using Medicare claims.
An individual was considered to have treatment if at least
one Medicare claim included a code for the specific
treatment or procedure within the first year of cancer di-
agnosis. Codes used to identify treatment are listed in
Appendix Tables A1 and A2.

Statistical Analyses

We used five supervised machine learning methods,
namely, CART, random forest, logic regression, SVM, and
logistic regression, for predicting bladder cancer. We in-
cluded all variables listed in Table 1 in the models except
for TURBT. TURBT was excluded because it is used as a
confirmatory procedure for bladder cancer. So, using
TURBT to predict bladder cancer would not be clinically
useful since patients who underwent TURBT but did not
have bladder cancer would result in false positives.

CART is a binary recursive partitioning technique.11-13 The
method begins with all subjects in the top node of the tree.
Subjects are passed down the tree with decisions made at
each node to split into two daughter nodes until no further
splitting is done and a terminal node is reached. Each
nonterminal node contains a question on which a split is
based. In a classification tree, the covariate space is par-
titioned recursively in a binary fashion based on homo-
geneity of the nodes. To prevent overfitting, this tree is
pruned using a cost-complexity parameter that imposes a
penalty for large trees.14 The final tree is selected based on
a 10-fold cross-validation11 and is the one that has the
lowest misclassification error to predict bladder cancer.

Random forest is an ensemble of unpruned classification or
regression trees grown using bootstrap resamples of the
data.13,14 This method overcomes much of the inherent
instability with a single CART tree. Here, a tree is grown on
bootstrap samples using a random selection of covariates at
each step of the tree growing. A patient is classified by each
tree and the final classification is the one with majority votes

across all trees in the forest. We grew a forest of 500 trees to
predict bladder cancer. The Gini index, a measure of
variable importance, was also estimated.14 This measures
the impact a single variable has on the error rates of the
forest and is used to rank the variables.

Logic regression is an adaptive classification and regression
procedure that constructs Boolean combinations of binary
predictors.15,16 For example, a decision to classify a patient
in a certain group may be based on rules such as if X1 and
X2 but not X3 are true. Logic regression searches among all
possible Boolean combinations of predictors while remaining
in the regression modeling framework. The quality of the
models is determined by an appropriate score function. In our
analysis, we used binomial deviance as the score function to
predict bladder cancer, and a stochastic optimization algo-
rithm to search for the Boolean expressions.15,16

We also used SVM, which is a nonprobabilistic supervised
learning procedure that creates a multidimensional hy-
perplane to partition the covariate space into two groups
allowing for classification.17,18 SVMs create hyperplanes by
maximizing the margin between the nearest data points on
either side of the hyperplane based on a cost penalty for
each misclassified patient.

Finally, we estimated the predicted probabilities of being a
bladder cancer case using logistic regression. All covariates
were entered into the model and no model selection was
performed. Patients were classified as having bladder
cancer if their predicted probability was . 50%.

Models were trained and tested using the split sample: 2/3
were used for training and the remaining 1/3 was used as a
test set. Classification performance was evaluated using
overall accuracy, sensitivity, and specificity based on the
test set. Overall accuracy is the proportion of correct
classifications using the classifier, and sensitivity is the
proportion of individuals classified as having bladder
cancer among those who were reported to SEER data (true
disease status). Specificity is the proportion of individuals
classified as not having bladder cancer among those who
did not have a bladder cancer diagnosis. We also calcu-
lated the area under the receiver operating characteristic
curve and the F1 score.19 Analysis was conducted using R
software, version 3.5.1.20 Specifically, we used the pack-
ages rpart21 (CART), randomForest22 (random forest),
e107123 (SVM), and LogicReg24 (logic regression). R code
and model parameters are available in Appendix Table A3
and the Data Supplement.

Estimates of Unreported Bladder Cancer

We used the entire noncancer sample from Medicare to
estimate the number and rate of potential missed cases of
bladder cancer in SEER. The date of the first claim for any
treatment shown in Table 1 was used as the index date and
with the same inclusion and exclusion criteria stated above.
That is, the person must have been at least 65 years of age
and resided in a SEER registry area before the index date

Bladder Cancers Missed by Cancer Registries
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TABLE 1. Demographic, Comorbid, and Treatment Characteristics of 766,303 Individuals From SEER-Medicare With Selected Cancers and Without Cancer

Patient Characteristics

Bladder Cancer
Other Urinary
Cancersa

Abdominal
Cancersa Other Cancersa

Cancer-Free
Controls

n = 37,940 n = 22,389 n = 120,450 n = 206,125 n = 379,399

No. % No. % No. % No. % No. %

Demographic characteristics

Age, years

65-69 7,253 19.1 5,989 26.7 24,135 20.0 64,089 31.1 72,692 19.2

70-74 7,961 21.0 5,456 24.4 24,597 20.4 55,274 26.8 79,318 20.9

75-79 8,045 21.2 4,462 19.9 23,869 19.8 40,329 19.6 80,567 21.2

80-84 7,444 19.6 3,550 15.9 22,824 18.9 26,094 12.7 74,283 19.6

85+ 7,237 19.1 2,932 13.1 25,025 20.8 20,339 9.9 72,539 19.1

Sex

Male 28,091 74.0 12,942 57.8 57,957 48.1 113,536 55.1 152,286 40.1

Female 9,849 26.0 9,447 42.2 62,493 51.9 92,589 44.9 227,113 59.9

Race

Non-Hispanic White 33,073 87.2 17,613 78.7 89,798 74.6 160,513 77.9 299,685 79.0

Non-Hispanic Black 1,623 4.3 1,800 8.0 11,463 9.5 20,281 9.8 30,983 8.2

Hispanic 1,506 4.0 1,711 7.6 9,093 7.5 11,946 5.8 13,011 3.4

API 1,270 3.3 1,151 5.1 9,600 8.0 9,433 4.6 22,010 5.8

Other race 468 1.2 114 0.5 496 0.4 3,952 1.9 13,710 3.6

Diagnosis year

2007 5,640 14.9 3,239 14.5 18,884 15.7 33,350 16.2 56,399 14.9

2008 5,595 14.7 3,255 14.5 18,375 15.3 31,519 15.3 55,950 14.7

2009 5,286 13.9 3,170 14.2 17,487 14.5 30,012 14.6 52,860 13.9

2010 5,560 14.7 3,136 14.0 16,938 14.1 29,219 14.2 55,600 14.7

2011 5,243 13.8 3,168 14.1 16,611 13.8 29,411 14.3 52,430 13.8

2012 5,398 14.2 3,205 14.3 16,341 13.6 26,527 12.9 53,980 14.2

2013 5,218 13.8 3,216 14.4 15,814 13.1 26,087 12.7 52,180 13.8

Summary stage 2000

No cancer 379,399

In situ 18,905 49.8 565 2.5 2,866 2.4 14,632 7.1

Localized 13,569 35.8 11,466 51.2 37,103 30.8 140,804 68.3

Regional 2,522 6.6 3,571 15.9 36,050 29.9 29,555 14.3

Distant 1,506 4.0 3,459 15.4 29,814 24.8 11,515 5.6

Unknown or not stagedb 1,438 3.8 3,328 14.9 14,617 12.1 9,619 4.7

Comorbid conditions (No. and percentage with condition)

Acute MI 559 1.5 326 1.5 1,899 1.6 1,319 0.6 3,433 0.9

History of MI 1,471 3.9 853 3.8 3,692 3.1 3,445 1.7 5,559 1.5

AIDS 25 0.1 17 0.1 80 0.1 121 0.1 117 0.0

Congestive heart failure 4,319 11.4 2,703 12.1 15,176 12.6 12,295 6.0 25,045 6.6

COPD 6,784 17.9 3,674 16.4 19,185 15.9 20,801 10.1 31,137 8.2

Cerebrovascular disease 3,033 8.0 1,703 7.6 9,342 7.8 10,290 5.0 18,202 4.8

Dementia 1,371 3.6 682 3.0 5,517 4.6 4,580 2.2 13,966 3.7

Diabetes 9,673 25.5 6,531 29.2 35,878 29.8 42,419 20.6 53,558 14.1

Diabetes with complications 2,758 7.3 1,981 8.8 10,438 8.7 10,683 5.2 15,884 4.2

(Continued on following page)
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and had continuous Medicare parts A and B enrollment in
the year following the index date.

For the purpose of estimating potential missed cases of
bladder cancer, we chose the classifier with the highest
positive predictive value (PPV) and applied it to the non-
cancer sample. In this context, the PPV quantifies the
percentage of correctly identified bladder cancers among
those predicted to have bladder cancer by our model.
Therefore, we based our estimation of potentially missed
bladder cancer cases on the classifier with the highest PPV
to provide the most conservative estimate of the number of
missed bladder cancer cases. The denominator from the
noncancer sample was obtained using the same exclusion

criteria as the cases. Starting from 2007 through 2013, we
identified the annual number of people included in the
noncancer sample who were 65+ years of age and enrolled
in Medicare at the first of the year.

The incidence of missed bladder cancer cases was com-
pared with the crude annual incidence rate of bladder
cancer among those 65+ years of age reported to SEER.
The crude incidence rate was estimated using SEER*Stat.25

Finally, since we were using the 5% sample, the number of
missed cases was multiplied by 20 to scale to the SEER-
Medicare noncancer population and used to estimate the
total and percentage of bladder cancer cases that were
unreported to the registries.

TABLE 1. Demographic, Comorbid, and Treatment Characteristics of 766,303 Individuals From SEER-Medicare With Selected Cancers and Without Cancer
(Continued)

Patient Characteristics

Bladder Cancer
Other Urinary
Cancersa

Abdominal
Cancersa Other Cancersa

Cancer-Free
Controls

n = 37,940 n = 22,389 n = 120,450 n = 206,125 n = 379,399

No. % No. % No. % No. % No. %

Ever smoking 17,176 45.3 7,962 35.6 34,635 28.8 57,918 28.1 62,178 16.4

Moderate-severe liver disease 57 0.2 66 0.3 1,639 1.4 219 0.1 524 0.1

Mild liver disease 194 0.5 162 0.7 4,262 3.5 913 0.4 1,405 0.4

Paralysis (hemiplegia or paraplegia) 242 0.6 167 0.7 982 0.8 883 0.4 1,983 0.5

Peripheral vascular disease 4,935 13.0 2,548 11.4 13,519 11.2 13,771 6.7 23,012 6.1

Moderate-severe renal disease 4,074 10.7 3,272 14.6 11,423 9.5 11,694 5.7 19,877 5.2

Rheumatologic disease 792 2.1 586 2.6 2,876 2.4 3,714 1.8 5,984 1.6

Peptic ulcer disease 367 1.0 257 1.1 2,606 2.2 1,230 0.6 2,318 0.6

Cancer treatment within 1 year of cancer diagnosis

Cystectomy 3,278 8.6 77 0.3 36 0.0 44 0.0 c 0.0

Partial cystectomy 496 1.3 221 1.0 240 0.2 54 0.0 c 0.0

BCG 10,497 27.7 377 1.7 36 0.0 141 0.1 34 0.0

TURBT 33,972 89.5 1,812 8.1 626 0.5 2,531 1.2 520 0.1

Carboplatin 1,716 4.5 534 2.4 1,429 1.2 3,146 1.5 101 0.0

Cisplatin 1,795 4.7 291 1.3 2,151 1.8 229 0.1 32 0.0

Thiotepa 234 0.6 c 0.0 c 0.0 c 0.0 0 0.0

Doxorubicin 354 0.9 84 0.4 1,175 1.0 5,577 2.7 35 0.0

Etoposide 196 0.5 21 0.1 303 0.3 183 0.1 19 0.0

Fluorouracil 118 0.3 34 0.2 17,888 14.9 1,505 0.7 57 0.0

Gemcitabine 2,476 6.5 746 3.3 9,561 7.9 475 0.2 68 0.0

Methotrexate 158 0.4 40 0.2 53 0.0 991 0.5 77 0.0

Mitomycin 5,341 14.1 242 1.1 489 0.4 156 0.1 91 0.0

Vinblastine 138 0.4 38 0.2 c 0.0 17 0.0 c 0.0

Radiation 608 1.6 480 2.1 1,969 1.6 3,830 1.9 224 0.1

Abbreviations: API, Asian Pacific Islander; BCG, Bacille Calmette-Guerin; COPD, chronic obstructive pulmonary disease; MI, myocardial infarction;
TURBT, transurethral resection of bladder tumor.

aOther urinary cancers are kidney, ureter, and other urinary organs; abdominal cancers are stomach, liver, pancreas, colon, rectum, and gallbladder; other
cancers are prostate and female breast.

bSummary stage 2000 is not available for gallbladder, other urinary organs, or ureter cancers.
cData suppressed for confidentiality.
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RESULTS

A total of 37,940 patients with bladder cancer were in-
cluded (Table 1). Most patients were diagnosed with
noninvasive (50%) or localized bladder cancer (36%).
Compared to the control groups, patients with bladder
cancer were more likely to be male and older. The non-
cancer group was less likely to have comorbid conditions
and less likely to have been smokers compared with the
bladder cases. Patients with bladder cancer were more
likely to have undergone treatment with BCG, cystectomy,
TURBT, and mitomycin compared with those diagnosed
with other cancers or those without cancer. For example,
almost 90% of bladder cancer cases received TURBT
treatment within 1 year of diagnosis compared with 8% of
those diagnosed with other urinary cancers. Approximately
9% of bladder cancer cases received a cystectomy within a
year of diagnosis compared with , 1% of other cancer
cases or cancer-free controls.

All five machine learning methods classified bladder
cancer cases with very high accuracy (Table 2). Dis-
tinguishing bladder cancer from other urinary cancers was
the most difficult with an overall accuracy of about 70%
across all methods. The overall accuracy for distinguishing
bladder from abdominal cancer was≥ 86%, andmore than
91% for bladder cancer versus other unrelated cancers.
The highest accuracy was achieved for distinguishing
bladder cancer from cancer-free controls, at 95% or higher
across all methods.

Sensitivity and specificity were also fairly high across all
methods and comparison groups (Table 2). The sensitivity for
distinguishing bladder cancer versus other urinary cancers
was high (range, 77.8%-81.2%). The sensitivity for dis-
tinguishing bladder cancer versus other control groups was
higher than that for other urinary cancers. Specificity, which is
the probability of correctly predicting that a patient was not
diagnosed with bladder cancer, was very high, more than
99%, across allmethods and for all comparison groups except
other urinary cancers. Specificity was the lowest for classifying
bladder cancer versus other urinary cancers (range, 61.5%-
72.0%). There was not much variation in the F1 statistic
across methods, although the random forest tended to give
slightly higher values. The area under the curve was highest
for logistic regression compared with the other methods.

CART, random forest, and logistic regression identified
BCG, mitomycin, and cystectomy as the most important
variables to distinguish bladder cancer versus any of the
comparison groups. Figure 1 shows the final classification
tree used to classify bladder cancer versus noncancer
controls and Figure 2 is the variable importance plot from
the random forest. Based on variable importance from
random forest, receipt of BCG was the most important
variable, followed by mitomycin and cystectomy, which had
substantially lower importance compared with BCG. BCG
had the largest odds ratio followed by cystectomy in the

logistic regression. The SVM assigned largest weights to the
use of certain chemotherapies (ie, cisplatin, carboplatin,
gemcitabine, and doxorubicin) followed by cystectomy and
BCG.

For all comparison groups, logic regression identified in-
teractions between ever having a cystectomy, BCG, and
mitomycin. The classification rule for distinguishing blad-
der cancer from other abdominal cancers was having at
least one of cystectomy, BCG, or mitomycin within a year of
diagnosis. The classification rules for bladder cancer versus
other groups were more complex. For example, the clas-
sification rule for identifying bladder cancer versus other
urinary cancers included age, sex, and receipt of cisplatin,
whereas that for distinguishing bladder cancer from other
unrelated cancers included gemcitabine. Finally, if a pa-
tient had one of cystectomy, mitomycin, cisplatin, BCG, or
carboplatin, then they were classified as having bladder
cancer versus a cancer-free control (Fig 3). From 2007 to
2013, there were 165 missed bladder cancer cases
identified in the 5% noncancer control sample. The clas-
sification tree was used to estimate the potential number of
missed cases since it had the highest PPV. The annual rate
of missed incident bladder cancer ranged from 16.5 per
100,000 in 2007 to 9.6 per 100,000 in 2013. In com-
parison, there were 90,714 bladder cancer cases reported
to the SEER registries among persons 65+ years of age
during that time. This resulted in crude incidence rates
ranging from 128.4 per 100,000 in 2007 to 118.1 per
100,000 in 2013. Inclusion of the missed bladder cancer
cases would increase the cases reported to SEER by 3.5%
from 2007 to 2013. The increase was 6.2% in 2007 de-
clining to 2.6% in 2013.

DISCUSSION

Bladder cancer cases were identified with high accuracy
using our machine learning–based rules. BCG is a unique
therapeutic procedure for bladder cancer and emerged as
the most important variable to distinguish patients with
bladder cancer versus other urologic, abdominal, and
unrelated cancers followed by mitomycin and cystectomy.
Indeed, using CART, we found that approximately 3,300
potential bladder cancer cases were unreported to SEER
from 2007 to 2013. Overall, these cases would have in-
creased the SEER reported incidence rate by 3.5%.
Registries that have access to claims or other treatment
data for cancer cases and the general population may use
this classifier to flag cases and follow-up with outpatient
facilities. Moreover, some registries may be able to im-
plement case tracking with claims processed in real time.
These results are in accordance with standards used for
clinical treatment of bladder cancer, namely, BCG and
cystectomy being primary treatments.26

All machine learning methods had very high sensitivity
and specificity in distinguishing bladder cancer cases from
the cancer-free controls. CART and logic regression are
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preferred because of their tree-based structures (lending to
easy interpretation), as well as ease of implementation.
Therefore, these methods are more amenable to real-time
implementation.

Medical claims have been used extensively to identify
treatments and cancer diagnoses and our results are

concordant with prior studies. One study used automated
software for processing billing data from community urology
practices to identify an additional 12% of bladder cancer
cases that were unreported to the central registry.5 Lam
et al26 recently developed an algorithm to identify missed
cases of bladder cancer using SEER-Medicare data. The
algorithm, based on clinical expertise, uses combinations of
diagnosis codes, treatment, procedures, and oncology
consultations to identify bladder cancer cases. They found
about 4% of cases were missed in SEER from 2008 to 2015.

Including TURBT increased predictive performance across
all models and all metrics, compared with not including
TURBT. However, TURBT is used as a confirmatory pro-
cedure for bladder cancer. The prevalence of TURBT
among bladder cancer cases is extremely high (90%). So,
using TURBT to predict bladder cancer would, by defini-
tion, result in a highly sensitive tool. Indeed, secondary
analyses including TURBT resulted in TURBT being the
only variable to distinguish bladder cancers versus other
cancers with high sensitivity. However, as mentioned,
TURBT is used for diagnosis when a patient is suspected
to have bladder cancer. Many patients undergoing the

TABLE 2. Overall Accuracy, Sensitivity, Specificity, AUC, and F1 Score of Each Classifier
Method Overall Accuracy (%) Sensitivity (%) Specificity (%) AUC F1

Bladder cancer v other urinary cancer

Classification tree 69.4 79.4 69.1 0.753 0.742

Random forest 72.4 77.8 61.5 0.779 0.783

Logic tree 71.1 81.2 72.0 0.765 0.755

SVM 71.9 79.5 67.1 0.786 0.770

Logistic regression 72.3 78.0 62.3 0.804 0.781

Bladder cancer v abdominal cancer

Classification tree 86.2 96.7 99.5 0.716 0.603

Random forest 87.0 96.8 99.5 0.761 0.633

Logic tree 86.2 96.7 99.5 0.717 0.603

SVM 86.9 96.7 99.5 0.792 0.630

Logistic regression 86.5 93.5 99.0 0.861 0.622

Bladder cancer v other cancers

Classification tree 91.2 98.1 99.8 0.731 0.606

Random forest 91.8 95.9 99.6 0.786 0.649

Logic tree 91.4 95.6 99.6 0.733 0.629

SVM 91.7 94.9 99.5 0.768 0.648

Logistic regression 91.8 95.0 99.5 0.859 0.649

Bladder cancer v cancer-free controls

Classification tree 94.9 99.1 100.0 0.732 0.608

Random forest 95.4 97.7 99.9 0.778 0.666

Logic tree 95.3 98.6 99.9 0.742 0.649

SVM 95.4 97.4 99.9 0.769 0.666

Logistic regression 95.4 97.7 99.9 0.877 0.666

Abbreviations: AUC, area under the curve; SVM, support vector machine.
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FIG 1. Classification tree to identify bladder cancer cases versus
cancer-free controls. BCG, Bacille Calmette-Guerin.
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procedure may not have bladder cancer. Therefore, using
only TURBT to predict bladder cancer would not be useful
clinically, since patients who underwent TURBT for sus-
picion of bladder cancer but did not have it confirmed on
TURBT would result in false positives. For this reason, we
decided to exclude TURBT from the analyses.

Strengths of our study include a large data set with many
cancer cases along with a comprehensive list of treat-
ment and comorbid conditions. We used several com-
parison groups to classify bladder cancer to challenge
the algorithm to distinguish bladder cancer versus other
cancers that may have similar profiles. Limitations
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Radiation

Partial Cystectomy
Carboplatin
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Sex
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FIG 2. Variable importance plot from
the random forest to identify bladder
cancer cases versus cancer-free
controls. BCG, Bacille Calmette-
Guerin; COPD, chronic obstructive
pulmonary disease; CVD, cardiovas-
cular disease; MI, myocardial
infarction.
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FIG 3. Logic tree to identify bladder cancer cases
versus cancer-free controls. If a patient had one of
cystectomy, mitomycin, cisplatin, BCG, or carboplatin,
then they were classified as having bladder cancer
versus being a cancer-free control. BCG, Bacille
Calmette-Guerin.
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include age restriction (≥ 65 years) for Medicare eligi-
bility. However, the majority of bladder cancer cases
occur after 65 years of age. Also, patients with HMO
insurance and multiple cancers were excluded, which
may limit generalizability. Some treatments or comorbid
conditions may have been missed if a claim for payment
was not processed through Medicare. Finally, some
cancers such as upper tract urothelial carcinoma have
similar treatment modalities as bladder cancer. This
may have affected our prediction performance when

distinguishing bladder cancer from other urologic
cancers.

In summary, using machine learning methods, we identi-
fied common treatments as the most important variables in
distinguishing individuals with bladder cancer compared to
those with other cancers or without cancer with very high
accuracy. Our results validate what is known clinically
about the treatment of bladder cancer and therefore may
be useful to cancer registries in identifying cases that may
have been unreported to the cancer registry.
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APPENDIX

TABLE A1. List of CPT and ICD-9 Codes to Identify Treatment
Treatment CPT Codes ICD-9 Codes

Cystectomy 51570, 51575, 51580, 51585, 51590, 51595, 51596, 51597 57.71, 57.7

TURBT or bladder biopsy 52234, 52235, 52240, 52204, 52214, 52224, 52305 57.33, 57.34

Partial cystectomy 51550, 51555, 51565 57.6

Chemotherapy 51720 99.25, V58.1, V58.22, V66.2, V67.2

Radiation 77261, 77399, 77400, 77490, 77750, or 77797 92.1-92.9, V58.0, V66.1, V67.1

Abbreviations: CPT, Current Procedures Terminology; ICD, International Classification of Diseases; TURBT, transurethral resection of bladder tumor.
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TABLE A2. List of HCPC to Identify Chemotherapy
HCPC Generic Name Description

J9045 Carboplatin Injection, carboplatin, 50 mg

C9418 Cisplatin Cisplatin, powder or solution, per 10 mg, brand name

J9060 Cisplatin Cisplatin, powder or solution, per 10 mg

J9062 Cisplatin Cisplatin, 50 mg

C9415 Doxorubicin HCl Doxorubicin HCl, 10 mg, brand name

J9000 Doxorubicin HCl Injection, doxorubicin HCl, 10 mg

Q2048 Doxorubicin HCl Injection, doxorubicin HCl, 10 mg

J9001 Doxorubicin HCl liposomal Injection, doxorubicin HCl, all lipid formulations, 10 mg

Q2049 Doxorubicin HCl liposomal Injection, doxorubicin HCl, all lipid formulations, 10 mg

C9414 Etoposide Etoposide; oral, 50 mg, brand name

C9425 Etoposide Etoposide, 10 mg, brand name

J8560 Etoposide Etoposide; oral, 50 mg

J9181 Etoposide Injection, etoposide, 10 mg

J9182 Etoposide Etoposide, 100 mg

J9190 Fluorouracil Injection, fluorouracil, 500 mg

J9201 Gemcitabine Injection, gemcitabine HCl, 200 mg

J8610 Methotrexate Methotrexate; oral, 2.5 mg

J9250 Methotrexate Methotrexate sodium, 5 mg

J9260 Methotrexate Methotrexate sodium, 50 mg

C9432 Mitomycin Mitomycin, 5 mg, brand name

J9280 Mitomycin Mitomycin, 5 mg

J9290 Mitomycin Mitomycin, 20 mg

J9291 Mitomycin Mitomycin, 40 mg

J9360 Vinblastine sulphate Injection, vinblastine sulfate, 1 mg

J9031 BCG BCG immunotherapy

J9340 Thiotepa Injection, thiotepa, 15 mg

Abbreviations: BCG, Bacille Calmette-Guerin; HCPC, Healthcare Common Procedure Code.
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TABLE A3. List of Parameters and R Function Used for Each Method
Method Variables R Function Tuning Parameters

Classification tree All models used the variables in Table 1
except TURBT

cart Min No. of observations in a node to attempt split (minsplit): 20
Min No. of observations in terminal node: minsplit/3
No. of cross-validations: 10

Random forest All models used the variables in Table 1
except TURBT

randomForest No. of variables randomly sampled as candidates at each split:
sqrt(number of covariates)

No. of trees: 500

Support vector
machine

All models used the variables in Table 1
except TURBT

e1071 Kernel: radial

Logic regression All models used the variables in Table 1
except TURBT

logicReg No. of trees: 1
Model selection: cross-validation
No. of groups cases are assigned to: 15
Maximum No. of leaves to be fit in all trees combined: 15

Abbreviation: TURBT, transurethral resection of bladder tumor.
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