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A B S T R A C T   

We report an efficient sample preparation method (freezing) for onsite fat and meat analysis via a 
specially designed thermoelectric cooling and temperature-controlling system. This investigation 
also focused on the effect of phase change on the sensitivity and reproducibility of LIBS emission 
signals and plasma parameters. The plasma emissions of animal fats (lard) were recorded when 
the sample was frozen (− 2 ◦C), fluid (15 ◦C), and in a liquid state (37 ◦C) with a thermoelectric 
cooling system. At each temperature, the plasma emissions were acquired at laser pulse energy 
from 50 to 300 mJ and detector gate delay (DGD) from 0.5 to 5 μs. With increasing sample 
temperature, the DGD, where the optical emission intensity reached a maximum, decreased. At a 
laser pulse energy of 200 mJ and a sample temperature of − 2 ◦C, the emission signals increased 
fourfold, the signal-to-noise ratio (SNR) improved tenfold, and the self-absorption in the emission 
lines decreased significantly. The repeatability of the emission signals and plasma parameters of 
frozen and liquid fat samples was determined using the relative standard deviation (RSD) of Se I 
(473.08 nm) and K I (766.48 nm) emission lines. The RSDs of the emission signals improved from 
40 to 18 % and 37 to 16 %, whereas the shot-to-shot RSDs of the electron temperature and 
electron number density get improved from 11 to 6 % and 12 to 6.8 %, respectively.   

1. Introduction 

This work is part of the project to design and develop an automated and autofocus LIBS system to discriminate and compositionally 
analyze different meat and fat products. To develop such a system, laboratory work included sample preparation and cooling as well as 
temperature control for onsite analysis on the market. Various parameters, such as sample temperature, laser energy, DGD, and lens-to- 
sample distance, were studied and optimized in this work. These parameters need to be optimized to get enhanced emission, better 
SNR, and repeatability of LIBS emission signals and plasma parameters. These optimized experimental parameters will be used in the 
final LIBS system because the meat and fats on the market are usually frozen but may exist in a semiliquid form at room temperature. 
Lard is a semisolid, soft, and butter-like fat obtained by heating or boiling the fatty tissues of hogs. The saturated fats in animal meat, 
cheese, butter, milk, and cream are waxy at room temperature. It is used in foods for its flavor [1], is mixed in oils [2–4], and is used in 
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making soap, candles, and biodiesel [5]. LIBS is a powerful analytical technique that is widely used for the compositional analysis of a 
variety of materials, including foods. Food colors are analyzed to detect heavy metals, which may cause adverse health effects [6]. 
Similarly, LIBS has been used for the in situ detection and identification of natural and added fake elements in saffron, radish, and 
cornsilk [7]. The Pb contents of tea samples collected during the three seasons were analyzed. The detection limit of Pb in these 
samples was determined to be 48.4 mg kg− 1 [8]. A review on laser-induced breakdown spectroscopy (LIBS) of food analysis by Maria 
et al. [9] comprehensively reviewed the progress and applications of LIBS for assessing the composition and quality of food products 
such as meat, bakery items, vegetable oils, cereals, etc. 

In the LIBS technique, an intense laser beam is used to produce plasma on the sample surface, which produces characteristic 
spectral signatures that can be utilized to identify and quantify the sample constituents [10,11]. LIBS can provide fast and nonde
structive analysis of samples, making it an attractive method for food industry applications. Additionally, LIBS has the potential to 
detect contaminants and adulterants in foods, making it an essential tool for food safety and quality control. Overall, LIBS is a 
promising technique for analyzing samples in any state (solid, liquid, and gas), offering a quick, accurate, and non-destructive way to 
determine the composition and quality of the sample under study. These features of LIBS make it advantageous over existing analytical 
techniques [12]. Despite these advantages, LIBS also has some challenges and limitations that can pose problems in specific appli
cations. These include the matrix effect, low sensitivity, signature interference, and poor repeatability. These problems arise from the 
chemical and physical properties, morphology, and composition of the sample and become worse for creamy and waxy samples than 
for solids due to cavitation, splashing, a shorter plasma duration, and coating optics [13]. As a result laser matter interaction is 
significantly affected which results less sensitive and least repeatable analytical results. To overcome the high signal variability and 
low sensitivity associated with LIBS of creamy or waxy targets such as fat, a strategy is essentialy required. However, some techniques, 
such as laminar flow [14,15], liquid-to-aerosol conversion [16,17], and microdroplet approaches [18–21], have been adopted to 
achieve better sensitivity by avoiding splashing, bubbles, and cavitation in LIBS analysis of liquids. However, these strategies are only 
suitable for some creamy and waxy samples. 

Liquid-to-solid conversion by freezing is another strategy to avoid splashing, bubbles, cavitation, and material clogging. Once these 
issues are eliminated, the LIBS signal sensitivity and repeatability improve enough and can be applied to analyze creamy and waxy 
samples. To date, few researchers have used this technique only for LIBS analysis of liquid samples. Sobral et al. [22] compared the 
limits of detection (LODs) of trace elements in solidified samples (ice) with those in liquid nitrogen and water. The results show that the 
average LOD of the traces in the solidified sample was six times greater than that in water under the same experimental conditions. 
Similarly, Borges et al. [23] used calibration-free LIBS (CF-LIBS) for the compositional analysis of aqueous solutions (Mg (NO3)2, Zn 
(NO3)2, NaCl and KCl in distilled water) frozen by immersion in liquid nitrogen. However, liquid-to-solid conversion with the liquid 
nitrogen technique still faces problems of temperature control and sample contamination. Another membrane-based liquid-to-solid 
conversion method was used to solidify the aqueous metal solutions, which enhanced the quantitative analysis and decreased the LOD 
up to μg/kg but could not improve the accuracy as compared to existing analytical techniques, such as inductively coupled plasma 
optical emission spectroscopy (ICP‒OES) [24]. Syaida Hanasil et al. [25] froze the extracted fats of chicken, lamb, beef, and lard with 
liquid nitrogen and a freezer and recorded their emission spectra. They observed that frozen chicken and lamb samples showed 
stronger emission signals when solidified with liquid nitrogen, whereas beef fat and lard emission signals substantially increased when 
solidified in the freezer. 

The above cited literature indicates that the analysis of fats at room temperature suffers from low sensitivity and low LOD. 
Alternatively, solidification by a thermoelectric temperature controlling system, the one used in the present work, enabled us to 
convert liquid into solid by freezing without contamination and facilitated to maintain temperature of a sample to study the effects of 
sample temperature and viscosity on the LIBS spectra. Therefore, the objectives of the present work were to investigate the impact of 
the sample phase on the emission signal intensities and plasma parameters by controlling the sample temperature and optimizing other 
experimental parameters, such as the laser energy and DGD. Furthermore, this work also aimed to find an optimized set of experi
mental parameters for better signal enhancement, improved SNR, and increased repeatability of plasma parameters. To achieve these 
improvements, a thermoelectric cooling and heating system is designed and installed to freeze and control the temperature of fat. 
Under these arrangements, the plasma was produced on the surface of the fat sample as a function of temperature, laser ablation 
energy, and DGD to get optimized experimental conditions for signal enhancement, SNR, and repeatability in emission signals and 
plasma parameters. In addition, the separation between lens and sample, and position of the optical fiber for light collection were 
optimized. 

The novelty of this work mainly comes from the use of thermoelectric cooling and a sample temperature controlling system, which 
freezes the sample on the spot, enabling us to freeze and analyze the sample on site (in the meat market). Furthermore, due to ablation, 
the sample temperature may increase and melt the top layer of fat, which increases the shot to shot variation in emission signals, and 
the melting of the top layer may produce problems associated with the LIBS of the molten sample. The sample, frozen using a freezer or 
liquid nitrogen, cannot be applied on-site for online analysis, and the sample may melt after ablation. It is well known that the LIBS 
spectral signal of frozen fat is stronger, but in this work, we report that the repeatability also increased twofold. 

2. Experimentation 

2.1. Sample 

In this study, we have used lard samples, which are extracted by the procedure as described in our work [25] to perform its LIBS as a 
function of DGD and laser energy in its frozen, molten or liquid (melted) state. Fresh pork meat was collected from Taman University’s 
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market near Johor Bahru, Malaysia, to extract the fat. It was rinsed with plenty of water, dried and cut into small pieces, placed into an 
oven for melting, and finally poured into the jar. Fig. 1(a–e) shows the sample preparation steps. 

We put 1 mL of extracted animal fat (lard) in a small dish and placed it on the sample stage, which we fitted with a thermoelectric 
system. The temperature of the thermoelectric system was set as required and kept the sample for a while to become stable. A thermal 
sensor was placed close enough to record the sample’s temperature accurately. This thermoelectric system allows us to solidify liquid 
samples within 5 min. Therefore, solidifying liquid samples with a thermoelectric system is better than other solidification methods, 
such as liquid nitrogen or a freezer. 

2.2. Thermoelectric cooling and heating setup 

A thermoelectric cooling and heating setup was used to freeze the sample and maintain its temperature during the experiment. This 
system consists of a thermoelectric module and a temperature-controlling unit as shown in Fig. 2 (a,b). The thermoelectric module, 
represented in Fig. 2(a), comprises a Peltier, heat sink, cooling fan, and water-circulating unit, whereas the temperature-controlling 
unit includes a heat sensor and temperature display unit, as depicted in Fig. 2(b). 

2.3. Experimental setup 

The schematics of the experimental setup to produce a laser-induced plasma of lard and to record the plasma emissions are shown 
in Fig. 3. The Q-switched Nd: YAG (Quantel Q-Smart-850) laser operating at 1064 nm, with the 10 Hz repetition rate and pulse width of 
5–6 ns was employed as an ablation source. The laser pulse was focused orthogonally on the surface of the sample with a lens having a 
focal length of 5 cm, which produced a spot size of ~200 μm on the sample. As a result, plasma of lard was produced, and the plasma 
light was transmitted to the compact CCD spectrometer (Thorlabs CCS 200, Germany) through a multimode quartz optical fiber having 
a core diameter of 200 μm. One end of the optical fiber has a collimating lens positioned at 45◦ with reference to sample surface and 3 
mm away from the breakdown location. The collimating lens has a 5 mm focal length. It collects the optical emissions and transfers 
them to the entrance slit of a spectrometer. The spectrometer covers the wavelength range of 200–1000 nm with variable integration 
time and spectral resolution is < 0.2 nm. The spectrometer dispersed the plasma light at different angles and recorded as a spectrum. 
The laser system and the LIBS spectrometer were synchronized through a delay generator (DG 535, Stanford Research System, Inc. 
USA). 

The sample temperature (T) was controlled by a thermoelectric module, which consists of a Peltier (TEC1 12,706, Quick-cool, 
Germany), thermal sensor and controller. The working range of this module is from − 5 ◦C to 40 ◦C (±0.1 ◦C) and was attached to 
a 2D movable stage. The digital thermometer and the temperature-controlling sensor are factory-calibrated with ±0.1 ◦C accuracy. In 
these experiments, the extracted fat (lard) was placed on the moving platform, which made available a new location for each laser shot. 
The separation between lens and sample was fixed in a way to minimize the breakdown of ambient air just above the surface of the 
sample. Prior to ablation, the temperature of the thermoelectric system was fixed at a particular value and let the sample stabilize. 
Thereafter, laser was fired and plasma was produced at 50–300 mJ per pulse, at sample temperatures (− 2, 15, and 37 ◦C) and recorded 
with DGD (0.5–5 μs). Multiple emission lines of the sample’s constituents were qualitatively analyzed with the help of NIST atomic 
database [26], MATLAB code, and the electric dipole and intensity selection rules. MATLAB code utilizes the spectral position of 
emission lines to match them with the transitions given in the NIST database. The analyzed emission spectra were used to investigate 
the self-absorption, sensitivity, and reparability in line intensities, electron temperature, electron number density and analytical 
results. 

3. Results and discussions 

3.1. Emission spectra of animal fat lard 

The plasmas of the lard (fat) sample were produced at 200 mJ laser pulse energy, at − 2 ◦C, 15 ◦C, and 37 ◦C sample temperatures, 
and at 2, 1.5, and 1 μs DGD. The values of DGD were selected for each sample temperature where the maximum signal intensities were 

Fig. 1. (a–e): Sample preparation steps, including: (a) rinse with water, (b) cut into small pieces, (c) melting in oven, (d) putting in jar, (e) prepared 
sample for LIBS experiments. 
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obtained. The emission spectra of laser-induced plasmas at these experimental parameters were recorded. At a sample temperature of 
37 ◦C, an enhanced signal intensity was obtained at a DGD of 1 μs, whereas at a sample temperature of − 2 ◦C, the best emission signal 
intensity was obtained at a DGD of 2 μs. Fig. 4 (a, b) illustrates the recorded emission spectra in the 400–800 nm spectral range, 
showing the selected emission lines. In this figure, the upper trace (Fig. 4(a)) is recorded at T = 37 ◦C (DGD = 1 μs), while the lower 
trace (Fig. 4(b)) is recorded at T = − 2 ◦C (DGD = 2 μs). It is observed that signal intensity significantly enhanced when the sample was 
frozen. As shown in Fig. 4 (b), some new emission lines also appeared, proving that the sensitivity increased when the sample was 
frozen. It is also observed that the enhancement in signal intensity is element dependent because it depends on the spectroscopic 
parameters of the emitted line of an element. 

3.2. Dependence of signal intensities of trace elements on the sample temperature, laser energy, and DGD 

Fig. 5(a–c) shows the variation in the signal intensities of essential trace elements such as selenium (Se), zinc (Zn), and potassium 
(K) in the extracted fat (lard) with respect to the laser energy and detector delay at a fixed temperature (T = − 2 ◦C). The signal in
tensities used were background subtracted. To get optimized experimental parameters, the laser energy was varied from 50 to 300 mJ, 
and the DGD was varied from 0.5 to 5 μs at fixed sample temperatures of − 2, 15, and 37 ◦C. The signal intensities of the trace elements 
almost linearly increase with increasing laser pulse energy from 50 to 200 mJ, but thereafter, a slow decreasing trend is observed up to 
300 mJ. This is because of more material ablation with increasing laser energy, which results in more hot plasma, but at higher ablation 
energies, the emission line intensities get saturated, as illustrated in Fig. 5(a–c). These figures also show the variation in signal in
tensities with DGD, which measures the laser-induced plasma lifetime. To study the influence of plasma lifetime, the DGD was varied 
from 0.5 to 5 μs for each laser energy at a fixed sample temperature. The emission line intensities are initially small, increase with 

Fig. 2(a. b): Peltier based thermoelectric cooling and temperature-controlling unit with thermal sensor.  

Fig. 3. Schematics of LIBS experimental setup.  
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delay, and reach a maximum at a 2 μs delay. After that, it again decreased smoothly up to 5 μs for all values of laser energy. Moreover, it 
is also observed that the variation in signal intensity is different for different elements because the emission line intensities depend on 
the spectroscopic parameters of the emitted line of an element. Background continuum emission due to free-free transitions 
(Bremsstrahlung) and free-bound transitions is dominant in the early stage of the plasma, and its rate of decay is faster than that of 
atomic emissions. Therefore, an optimum signal could be recorded with a sDGD. Fig. 5(b) shows that the maximum signal intensity is 
achieved at a laser energy of 200 mJ and a DGD of 2 μs, which are the optimized values for a sample temperature of − 2 ◦C. 

The line emission intensity increased linearly with increasing laser energy due to an increase in the amount of ablated material. 
However, at much higher energies (>200 mJ), saturation of the line intensities appeared because of self-absorption in the emission 
lines due to plasma shielding. The self-absorption distorts the spectral line profile, resulting in a flat top and broadened the line profile. 
The self-absorption is element dependent as well as depends on the line emission characteristics, elemental concentration, and laser 
ablation energy. Saturation in emission line intensities, along with its underlying reasons, was reported by Russo [27]. 

Additionally, the recorded signal intensities were well below the saturation threshold of the CCD detector of the spectrometer. 
Fig. 6illustrates the least or no self-absorbed emission line (N II (567.95 nm) and highly self-absorbed emission lines, recorded at 150 
mJ, 200 mJ, and 250 mJ Laser energies, respectively. This kind of self-absorption as a function of laser energy is also reported by Chen 
et al. [28]. 

Furthermore, to investigate the effect of the sample’s temperature on emission signal intensities and lifetime of laser-induced fat 
plasma, the SNRs of Se, Zn, and K were plotted as a function of DGD at different sample temperatures because the plasma lifetime of 
liquids or organic samples significantly depends on the physical state of the sample. This is a more focused aspect of the current study. 
Fig. 7(a–c) illustrates the variation in the SNR as a function of DGD at − 2 ◦C (frozen form), 15 ◦C (melted state), and 37 ◦C (liquid state) 
at a fixed optimized laser energy of 200 mJ. These figures show that the SNR varies similarly for all three elements. Moreover, the DGD 
becomes increasingly shorter for the maximum signal intensity with increasing sample temperature. This is because when the sample 
was at − 2 ◦C (frozen sample), the laser-matter interaction was efficient, and more mass ablated, making the laser-induced plasma more 
intense and long-lasting. However, with increasing sample temperature, melting starts, and mechanical effects, like splashing, ripples 
on the surface, and shockwave deteriorate the laser matter and laser plasma interaction. Consequently, short-lived and weakly ionized 
plasmas are produced. From the above discussion, it is clear that laser energy = 200 mJ, T = − 2 ◦C, and DGD = 2 μs are the optimized 
experimental parameters where maximum signal enhancement was achieved. Compared to those of molten samples, efficient laser 
ablation, signal enhancement, and improved repeatability of results are well documented in the literature. When a laser pulse va
porizes the molten sample, miniature shock waves create particles above the sample surface, disrupting the incident laser pulse, and a 
smaller amount of plasma light reaches the spectrometer. Moreover, the shock waves induced on the surface of the liquid increase the 
pulse-to-pulse variation in emission signal, and consequently, the RSD increases. The interaction of a laser with a molten sample also 
generates bubbles inside the liquid that are transparent to the laser beam. These bubbles could come up the surface of the liquid and 
affect the characteristics of the plasma, consequently reducing the signal repeatability. . The angle of incidence of laser changes, which 
varies the laser fluence and signal intensities of the emitted light [29,30]. 

The sensitivity of LIBS can be quantified by measuring the SNR, which utilizes the line intensity and the standard deviation of 
background, in the following expression; 

Fig. 4. (a, b): The emission spectra of lard produced at 200 mJ pulse energy and at sample temperatures and recorded at DGD of (a) 37 ◦C, 2 μs and 
(b) − 2 ◦C, 1 μs? 
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SNR=
I

σb
(1)  

Where I is the integrated spectral line intensity and σb is the background standard deviation. 
In the present study, spectral lines of essential trace elements such as Se I (473.08 nm), Zn I (636.23 nm), and K I (766.48 nm) were 

used to measure the SNR at two extreme sample temperatures (− 2, ◦C, 37 ◦C) and at an optimized set of experimental parameters (laser 
energy of 200 mJ and DGDs of 2 μs and 1 μs). Fig. 8 shows that at − 2 ◦C, the SNRs of Se, Zn, and K increased by factors of 20, 3, and 2.5, 
respectively. The enhancement in the SNR may be due to efficient laser-matter interactions, the minimization of splashing, cavitation, 
and shockwave generation. In this study, the emission signals were significantly enhanced when the sample was solidified, and its 
temperature was controlled with a thermoelectric system. With this enhancement, the SNR ratio and LOD improved, but the LOD could 

Fig. 5(a–c). Variation in emission line intensities of (a) Se I (473.08 nm), (b) Zn I (636.23 nm), and (c) K I (766.48 nm) with laser energy and DGD 
at a sample temperature T = − 2 ◦C. 
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not be quantified due to the unavailability of reference samples. However, from the existing data, we determined that the standard 
deviations of the background at − 2 and 37 ◦C are 0.0041 and 0.056 for Se I (473.08 nm), 0.00015 and 0.063 for Zn I (636.13 nm), and 
0.00052 and 0.0061 for K I (766.48 nm). These calculations show that the detection limit improved due to a significant decrease in the 
standard deviation as one factor. The other factor, the slope of the calibration curve, could not be determined for the reasons 
mentioned above. 

3.3. Shot-to-shot repeatability in signal intensities and plasma parameters 

The repeatability of experimental results is always required for accuracy and reliability. Therefore, this section investigates the 
shot-to-shot repeatability of emission signals and plasma parameters at a particular set of experimental parameters, using frozen 
samples. The experimental parameters including laser pulse energy, DGD, position of the collimator for light collection, and lens to 
sample distance, were optimized as recommended in Ref. [31]. With these optimized experimental settings, the emission spectra of fat 
were recorded at sample temperatures of − 2 ◦C, 15 ◦C, and 37 ◦C, and the DGDs were 2 μs, 1.5 μs, and 1 μs, respectively. The variations 
in the RSDs of the integrated intensities of Se I (473.08 nm) and K I (766.48 nm) as a function of laser energy at the extreme sample 
temperatures and corresponding DGDs are shown in Fig. 9 (a). It is evident from the figure that although the variations in the RSDs of 
the emission signals with respect to the laser ablation energy are similar for sample temperatures of − 2 ◦C and 37 ◦C, the signal 
fluctuations (RSD) are significantly reduced at − 2 ◦C. With increasing laser energy up to 150 mJ, the RSD swiftly decreased, but 
thereafter, it slowly increased up to 300 mJ. At 150 mJ, the signal repeatability of the frozen sample was approximately 50 % greater 
than at 37 ◦C of sample temperature. This is due to efficient laser-matter interactions when the sample is frozen, resulting in a 
long-lived plasma with low signal-to-noise fluctuations. Thus, at a laser energy of 150 mJ, the precision is at its highest but again 
depends on the sample temperature and nature of the emitted line. Furthermore, the RSDs of the integrated intensities of the two 
emission lines as a function of sample temperature are plotted in Fig. 9 (b). The increasing trend in RSDs shows that emission signal 
intensities are more repeatable as long as the sample remains frozen, but after 10 ◦C, the RSDs increase almost linearly with sample 
temperature. The increase in the signal fluctuations of fat with increasing sample temperature is due to the splashing of the material on 
the optics, bubble cavitation, decreasing plasma lifetime, and shockwaves when sample starts melting. With increasing sample tem
perature, these mechanical effects become increasingly stronger as the sample melts, and the radiative energy from laser-induced 
plasma fluctuates. 

Hence, it is concluded that the repeatability is sufficiently improved at a sample temperature of T = − 2 ◦C. To check the 
measurement-to-measurement repeatability of the emission signals, two emission lines of trace elements, Se I (473.08 nm) and K I 
(766.48 nm), were selected from the fat spectra and recorded at a laser energy of 150 mJ, sample temperatures of − 2 ◦C, 37 ◦C and 
corresponding DGDs (2 μs, 1 μs). Fig. 10 (a, b) represents the average integrated intensity of six laser shots and forty such data points 
with average RSD. The measurement-to-measurement fluctuation in the integrated intensity may be due to the physical state of the 
sample, laser energy fluctuations, sample inhomogeneity, and variation in surface texture. At a sample temperature of 37 ◦C, the shot- 
to-shot stability of the emission signal is very poor, significantly improving at a sample temperature of − 2 ◦C. These reduced signal 
fluctuations may be attributed to sample freezing and controlling the sample temperature to ±0.1 ◦C for all laser shots. However, there 
is room for further improvement in accuracy and repeatability. Fig. 10 (a, b) shows that the RSDs of Se I (473.08 nm) and K I (766.48 
nm) improved from 40 % to 18 % and from 37 % to 16.2 %, respectively, when the sample temperature decreased from 37 ◦C to − 2 ◦C. 

Furthermore, the repeatability in electron temperature and electron number density was evaluated at sample temperatures of − 2 ◦C 
and 37 ◦C under optimized experimental parameters (laser energy = 150 mJ, DGD = 2 μs for − 2 ◦C and 1 μs for 37 ◦C). The 

Fig. 6. Line profile of N-II (567.95 nm) emission line, as a function of laser energy, showing high degree self-absorption when spectra recorded at 
200 mJ and 250 mJ. 
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temperature of the lard plasma was determined using the intensity ratio and Boltzmann plot methods [32–34]. Table 1 shows that the 
Mg I emission lines were employed in the intensity ratio formula (Eq. 2), which yielded plasma temperatures of 9000 K and 8000 K. 

II

III
=

λII

λI

AkI

AkII

gI

gII
exp

[
− (EI − EII)

KBTe

]

(2)  

where II, III, EI, and EII, AKI ,AKII, gI, gII are the integrated intensities, upper-level energies, transition probabilities, and statistical 
weights of lines I and II, respectively, and KB is the Boltzmann constant and Te plasma temperature. 

The self-absorption in emission lines, used for the determination of plasma parameters, was evaluated and corrected with the 
internal reference self-absorption correction (IRSAC) approach. The plasma temperature was extracted from the following Boltzmann 
plot method, which utilized the emission lines of N II, as listed in Table 2. 

Fig. 7. (a–c): Variation in SNR of trace elements (a) Se I (473.08 nm), (b) Zn I (636.23 nm), and (c) K I (766.48 nm) of lard (fat) relative to DGD at 
200 mJ laser energy and sample temperatures (T) of − 2 ◦C, 15 ◦C, and 37 ◦C. 
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ln

(
λI

Ajgj

)

= − Ej
/

kBTe
+ In

(
FCs

U(Te)

)

(3)  

Where λI is the product of the integrated intensity and wavelength of a line and Aj, gj, and Ej are the transition probability, statistical 
weight, and upper state energy, respectively. Factor F is the optical collection system efficiency, Cs is the species concentration, U(Te) is 
the partition function, and Te is the plasma temperature. Each set of data points (ln term ​ of Ej) represents a point on the Boltzmann 
plot, and the linear fit of such data points yields the slope (m = − 1

KBTe
), which yields plasma temperatures of 8900 K and 7500 K. Both 

plasma temperatures are obtained. The uncertainty in the plasma temperature is 10 % due to the uncertainties in the emission line 
intensities, transition probabilities, and fitting methods. In either approach, the higher electron temperature for the frozen state 
(− 2 ◦C) of the sample is due to better laser-matter interactions and the minimization of splashing, bubble cavitation, and ripples. 

Fig. 8. SNR of trace elements (Se I (473.08 nm), Zn I (636.23 nm), and K I (766.48 nm) at 200 mJ laser energy and DGDs of 2 μs, 1 μs?  

Fig. 9. (a, b): RSD of the emission lines of Se–I (473.08 nm) and K–I (766.48 nm) as a function of laser energy and (b) sample temperatures at E =
150 mJ. The experimental parameters were DGD 2 μs, 1 μs, and sample temperatures (T) − 2 ◦C and 37 ◦C, respectively. 
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Ne
(
cm− 3)=

(
Δλ1/2

2w

)

× 1016 (4)  

Where Δλ1/2 is the full-width at half-maximum (FWHM) and w is the electron impact broadening parameter. The value of w for the Mg I 
(552.84 nm) line is 0.24 A0 [36], whereas Δλ1/2 was extracted using Lorentzian fitting over the Mg line profile. Using these parameters 
in Eq. (4), the electron number densities are extracted as 1.55 × 1017/cm3 and 0.9 × 1017/cm3 at sample temperatures of − 2 ◦C and 

Fig. 10. (a, b): Pulse to pulse variation in emission line intensities and the resultant RSD for Se I (473.08 nm) and K I (766.48 nm) at sample 
temperatures of -2 ◦C (red) and 37 ◦C (black). The data was acquired at laser energy 150 mJ and DGD 2 μs (T = − 2 ◦C), and 1 μs (T = 37 ◦C). (For 
interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.) 

Table 1 
Parameters of two neutral magnesium lines for plasma determination.  

Wavelength (λ) nm Upper-level Energy (Ek) eV Transition probability (Ak)  
× 107s− 1 

Statistical weight (gK) 

Mg I (518.36) 5.11 6.62 3 
Mg I (552.84) 6.58 1.40 3  

Table 2 
Spectroscopic data of nitrogen emission lines were used to determine electron temperature using the Boltzmann plot method.  

Wavelength (λ) nm Upper-level Energy (Ek) eV Transition probability (Ak) × 107s− 1 Statistical weight (gk) 

N II (463.05) 21.16 7.48 5 
N II (500.52) 23.14 11.4 9 
N II (567.60) 20.65 2.8 3 
N II (594.16) 23.25 5.47 7 

The electron number density (Ne) was determined using the Stark broadened emission line of Mg I (552.84 nm) in the following expression [35]. 
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37 ◦C, respectively. The higher density for the sample at a temperature of − 2 ◦C was due to the efficient laser-matter interaction when 
the sample was frozen. Thus, more material ablates, producing long-lived and efficient plasma. 

Fig. 11 (a) shows that the measurement-to-measurement variation in plasma temperature for the frozen sample (at − 2 ◦C) is less 
than that indicated by the 6.5 % RSD compared to the sample temperature of 37 ◦C, where RSD = 11 %. Similarly, Fig. 11 (b) shows a 
lower shot-to-shot variation in Ne with RSD (6.8 %) for the frozen sample than for the sample at 37 ◦C. In case of frozen fat, the higher 
repeatability (lower RSD) of the plasma parameters is due to the reduced mechanical effects as compared to the sample at room 
temperature. 

4. Conclusion 

The effects of sample temperature, laser energy, and DGD on the sensitivity and repeatability of LIBS of extracted fat (lard) were 
studied using a LIBS setup fitted with a thermoelectric cooling and heating system. Compared to existing sample freezing techniques 
such as liquid nitrogen and placing the sample in a freezer, the one used in this work is straightforward, and the sample temperature 
can be controlled to the desired value. When the sample temperature (T) was increased from − 2 ◦C to 37 ◦C, the maximum signal 
enhancement was achieved at a shorter DGD. Thus, the optimized DGD and laser energy values for the maximum signal intensity and 
improved SNRs were 2 μs (for − 2 ◦C), 1 μs (for 37 ◦C), and 200 mJ. Approximately four times greater signal enhancement and ten times 
greater SNR were obtained at a sample temperature of − 2 ◦C than at 37 ◦C. Improved repeatability, as indicated by low RSDs in the 
emission signal and plasma parameters, was achieved for frozen sample as compared to when the sample was at 37 ◦C. The work on 
signal enhancement, sensitivity, and repeatability will be extended further to DP-LIBS of liquid samples under controlled sample 
temperatures and gaseous environments. 
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