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Introduction: The study explores the use of Electroencephalograph (EEG) signals as a means 
to uncover various states of the human brain, with a specific focus on emotion classification. 
Despite the potential of EEG signals in this domain, existing methods face challenges. 
Features extracted from EEG signals may not accurately represent an individual's emotional 
patterns due to interference from time-varying factors and noise. Additionally, higher-level 
cognitive factors, such as personality, mood, and past experiences, further complicate emotion 
recognition. The dynamic nature of EEG data in terms of time series introduces variability in 
feature distribution and interclass discrimination across different time stages.

Methods: To address these challenges, the paper proposes a novel adaptive ensemble 
classification method. The study introduces a new method for providing emotional stimuli, 
categorizing them into three groups (sadness, neutral, and happiness) based on their valence-
arousal (VA) scores. The experiment involved 60 participants aged 19–30 years, and the 
proposed method aimed to mitigate the limitations associated with conventional classifiers.

Results: The results demonstrate a significant improvement in the performance of emotion 
classifiers compared to conventional methods. The classification accuracy achieved by the 
proposed adaptive ensemble classification method is reported at 87.96%. This suggests 
a promising advancement in the ability to accurately classify emotions using EEG signals, 
overcoming the limitations outlined in the introduction.

Conclusion: In conclusion, the paper introduces an innovative approach to emotion 
classification based on EEG signals, addressing key challenges associated with existing 
methods. By employing a new adaptive ensemble classification method and refining the 
process of providing emotional stimuli, the study achieves a noteworthy improvement in 
classification accuracy. This advancement is crucial for enhancing our understanding of the 
complexities of emotion recognition through EEG signals, paving the way for more effective 
applications in fields such as neuroinformatics and affective computing.
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1. Introduction

motions play a critical role in human interac-
tions and are a mental state associated with 
a wide variety of behaviors and feelings. 
Since emotions are affected by many sub-
ject-dependent factors, it is one of the most 
complicated research fields in psychology. 

One of the interesting topics in the study of emotion is 
the human-machine (HM) interaction (Alarcão, 2017). 
An emotion-enabled HM interface can match itself with 
the user’s feelings and show a proportional response. 
Emotions can be reflected through facial expressions, 
voice intonation, body language, physiological signals, 
etc (Craik, 2019; Einalou, 2017). Several physiologi-
cal signals can be used to measure emotions. Electro-
encephalogram (EEG) is the time-series measure of the 
physiological signal of the brain. EEG has been used in 
many studies on emotion research. It has a high temporal 
resolution, low cost, and high correlation with emotions 
(As, 2021; Sammler, 2007). Emotions in a two-dimen-
sional space are divided into two levels of valence–

arousal (VA). Human emotions are obtained by decod-
ing facial expressions and changing speech and behavior 
and neurophysiological signals resulting from emotional 
changes, which can enhance this process by integrating 
the individual’s emotional states and interacting with the 
HM (Tyng et al., 2017; Wu, 2020; Seifi, 2018). On the 
one hand, in the study of human emotional states, emo-
tions can be classified into several discrete states by con-
sidering the VA levels. The degrees VA dimensions have 
two-dimensional cores in the affection state (Hanjalic 
& Xu, 2005). In these two dimensions, a capability can 
systematically define multiple emotional states. In addi-
tion, emotional changes are related to the activities of a 
part of the brain called the limbic system, which controls 
external behaviors and internal cognitive patterns. Zhang 
and Lee show a link between the valence dimension, and 
the activation level of the anterior parietal cortex, arousal 
dimension, and the right supramarginal gyrus (Zhang & 
Lee, 2013). Therefore, these relationships suggest that 
physiological neuronal signals beneath the subcortex can 
extract emotional cues, and neuroimaging techniques are 
necessarily needed. Based on many studies, EEG has be-
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Plain Language Summary 

This article explores the use of electroencephalograph (EEG) signals to classify human emotions, highlighting 
the challenges faced in achieving accurate emotion recognition. While EEG signals are promising for this purpose, 
issues arise due to factors like time-varying influences, noise, and the impact of higher-level cognitive factors such 
as personality and past experiences. The dynamic nature of EEG data over time can also affect the distribution of 
features and discrimination between emotional states. To address these challenges, the paper introduces a novel 
adaptive ensemble classification method. Additionally, a new approach to presenting emotional stimuli is proposed, 
categorizing stimuli into three groups (sadness, neutral, and happiness) based on their valence-arousal (VA) score. The 
study involved 60 participants aged 19–30 years, and the results indicate a significant improvement in the performance 
of emotion classifiers compared to traditional methods. The proposed method achieved a classification accuracy of 
87.96%. The study emphasizes the importance of considering personality traits for a better understanding of human 
emotions, leading to enhanced classification accuracy. Furthermore, it highlights the efficacy of ensemble classifiers in 
performing emotion classification tasks. Overall, the findings suggest that the proposed adaptive ensemble classification 
method, coupled with a refined approach to presenting emotional stimuli, contributes to more accurate and reliable 
emotion recognition based on EEG signals.
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come an effective solution and a crucial manner due to 
high temporal resolution and reliable repeatability for 
effective computing (Yoon & Chung, 2013; Eslamieh, 
2018). Due to the development in the field of biomedical 
engineering in the development of recording equipment, 
EEG as a non-invasive method can be easily measured 
and recorded through portable and wireless sensors.

Time, frequency, and spatial features can be accurately 
extracted from EEG-filtered signals, and these features 
have been a suitable criterion to distinguish human emo-
tional states in many studies (Asa, 2021). These features 
can be used as training data for many neural networks, 
such as deep learning for data classifiers (Brunner et al., 
2011). Emotion classification studies are categorized 
into two groups, offline classification and online clas-
sification. In the recently reported study, Atkinson & 
Campos (2016) revealed that a hybrid EEG emotion 
classifier based on data minimization and combined with 
the support vector machine (SVM) network can improve 
emotion recognition process and reported an accuracy 
of 73.14% in the valence dimension and 73.06% in the 
arousal dimension. Verma et al. (2011) used the discrete 
wavelet transform technique to extract the desired fea-
tures in emotion recognition. These extracted features 
were used in the classification of emotions by SVM and 
k-nearest neighbor algorithm (KNN) networks and the 
highest network accuracy was reported to be 81.45%. 
Yin et al. (2016) developed a suitable method for clas-
sifying emotions based on a deep learning model in 
stacked autoencoder networks to improve the deep 
learning network performance (Fürbass, 2020). They re-
ported acceptable results with the highest accuracy of the 
dimensions of arousal and valence equal to 84.18% and 
83.04%, respectively. 

Mahmoud and Lee (2015) used a method based on 
the late positive potential to extract brain signal features 
using the SVM and K-nearest neighbor (KNN) classi-
fiers to study emotions. Jirayucharoensak et al. (2014) 
illustrated a new approach to recognize EEG-based emo-
tion by developing the stacked autoencoder network. To 
increase the static stability of EEG signals, variables 
are used by the principal component analysis (PCA) 
method. SVM and naive Bayes methods are used to in-
vestigate valence and arousal dimensions. According to 
recent studies, machine learning is used as a tool to de-
tect emotions based on the features extracted from EEG 
signals. However, in these studies, online evaluation of 
an approach to designing a classifier has received less at-
tention. For example, validating a method in a data clas-
sifier is very convenient and reliable for an offline mode, 
but cannot be invoked in an online or real-time process.

In 2017, Tyng et al. (2017) used an autoencoder for 
features extracted from the EEG signal, and their results 
were reported based on the emotion classifier online. 
Namely, the emotion EEG dataset (SEED) was divided 
into two groups of training and testing, which were col-
lected in a non-overlapping manner and the average ac-
curacy reached 77.88%. Wang et al. (2022) also designed 
an emotion classifier using the hierarchical Bayesian 
model and reported acceptable results. Yin et al. (2017) 
developed an online emotion classifier to derive stable 
features of the EEG signal. Gao et al. conducted their 
studies on a reliable classifier to find common patterns 
in EEG signal features (Gao, 2020). When recording a 
signal, if the number of participants is limited, this re-
cording may provide incorrect information to the re-
searcher. It can also report information more accurately 
when classifying data, whether generic or specific sub-
jects, based on online and static methods, which makes 
the feature extraction model more efficient. However, 
the EEG signal is a time-based data set, information is 
regulated based on the body’s physiological system, and 
the importance of features in the central nervous system 
is determined by an inherent dynamic.

In this study, we present an adaptive classification 
method to enhance emotion recognition systems based 
on an online approach that can be used in an online pro-
cess for each participant (Greco, 2017). This classifier 
can be a suitable alternative to the generic classification, 
especially when the number of participants is limited. 
This study is based on the Guyon et al. (2002) and Ashti-
yani et al., 2008 studies considering the (recursive fea-
ture elimination) RFE feature algorithm. This approach 
is for all features through the classification margin of 
an SVM binary network (Shu et al., 2018; Khordechi, 
2008). In this study, we have generalized the RFE algo-
rithm to dynamic (D)-RFE, which considers the optimal 
EEG signal features by analyzing data and features in 
real-time and in the historical trend.

In this paper, firstly the EEG signal database is intro-
duced and the required preprocessions are performed on 
this database. In the following, feature extraction meth-
ods will be described in detail. In the second part, the 
proposed classification algorithm will be stated. In the 
third part, the results obtained from the algorithm and 
model parameters as well as feature selection and its 
effect on the classifier performance will be expressed. 
In the discussion section, the results will be compared 
with conventional methods. Finally, this method will be 
expressed based on the performance and results of the 
proposed method and its limitations and advantages.
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2. Materials and Methods 

Eysenck personality questionnaire (EPQ) 

As depicted in Figure 1, the Eysenck personality ques-
tionnaire (EPQ) is primarily based on two biologically 
independent dimensions of nature, N and E, including 
a third, P. 

N- Neuroticism/Stability: Neuroticism represents the 
threshold of excitability of the nervous system. Neurotic 
or unstable people are unable to control their emotional 
reactions. On the other side, emotionally stable people 
can control their emotions.

E- Extraversion/Introversion: Extraversion is charac-
terized by high positive affect. According to Eysenck’s 
arousal theory, extroverts are chronically under-aroused 
and need external stimulation to bring them up. On the 
other side, introverts are chronically over-aroused and 
need quiet to bring them down.

P- Psychoticism/Socialisation: Psychoticism is associ-
ated with liability.

L- Lie scale: To measure people lying to control their 
scores.

Due to the continuous nature of dimensions in the Ey-
senck questionnaire and based on recorded scores, four 
categories of personality are defined:

Introverts: Score lower than 11 on the extroversion di-
mension. 

Extroverts: Score higher than 12 on the extroversion 
dimension. 

Stables: Score lower than 15 on the neurotic dimen-
sion. U stables: Score higher than 15 on the neurotic di-
mension.

Subjects

A total of 270 healthy volunteers aged 19–30 years 
(Mean±SD 25.01±3.13 years), participated in this study. 
Three groups of volunteers were selected based on the 
highest score obtained by the Eysenck questionnaire. 
Each group included 12 healthy men and women. The 
unstable-introvert group tends to depression at 17–28 
years of age (Mean±SD 25.0±3.11 years). Unstable-
extrovert group tends to Mania at 18–29 years of age 
(Mean±SD 25.21±3.07 years) and the normal group at 
17–29 years of age (Mean±SD 26.32±3.12 years). Table 

1 presents the results of screening participants by EPQ. 
A total of 48% of the population was men and 52% of the 
population was women.

Stimuli

Emotions can be mapped into AV dimensions. Based 
on AV dimensions and to maximize differentiation of 
induced emotions, three basic emotions, sadness, hap-
piness, and neutral, were selected. These emotions are 
consistent with participant groups. Among several types 
of emotional stimulation, such as music, text, and voice, 
we chose pictures and movie clips due to their desirable 
properties. Pictures were selected from the Geneva Af-
fective Picture database with the maximum AV scores 
for the mentioned emotions. Forty individuals who did 
not engage in the final trial were requested to assess 
the movie clips by positive and negative affect scale 
(PANAS). Among 36 movie clips, 12 movie clips that 
received the highest positive and negative affect scale 
(PANAS) ratings were selected. Chosen pictures and 
movie clips were categorized as sadness, happiness, and 
neutral. Due to the continuous nature of dimensions in 
Eysenck’s questionnaire and based on recorded scores, 
four categories of personality are defined.

Experimental protocol

Participants filled out the informed consent EPQ and 
then sat on a resting chair in front of a monitor in a quiet 
room. EEG electrodes were installed on frontal positions 
(Fp1, Fp2, F3, F4), and the impedance of each elec-
trode was checked below 5 k-ohm. To get quality data, 
the subjects were asked to keep control of their move-
ment during the experiment. EEG was recorded using 
a thought technology Procomp infinite system and the 
sample rate was 256 Hz. The software platform was the 
national instrument, LabVIEW version 2019. The EEG 
signal was recorded in open eyes and closed eyes for 2 
minutes. This record was used to calculate the signal 
features in the frontal section in the rest state. All partici-
pants then completed the three types of emotion induc-
tion trials randomly. Each trial consisted of 30 pictures 
and a movie clip at the end. Participants were asked 
to mark the peak of induced emotions by pressing the 
space key on the computer keyboard. At the end of the 
trials, participants were asked to complete EPQ. Figure 
2 shows the stimulation procedures. 

Signal processing

Recorded EEG is affected by several noises and arti-
facts. Independent component analysis (ICA) algorithm 
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extracts statistically independent components from a 
mixture of sources. The adaptive mixture of indepen-
dent component analysis (AMICA) calculates the maxi-
mum likelihood estimation for a mixture model of the 
independent component. AMICA has shown successful 
results on EMG artifacts; therefore, among the denois-
ing methods based on independent component analysis 
(ICA), AMICA was chosen to remove EMG and blink-
ing artifacts. In this project, recorded EEG was manually 
checked for EMG noise or motion artifact, and AMICA 

was applied on each noise-affected part of the EEG 
signal. A simple threshold filter was applied to remove 
blink artifacts. 

Feature extraction is one of the essential success fac-
tors in classification problems. This study uses several 
emotion-specific feature types, wavelet, nonlinear dy-
namical analysis, and power spectrum. In this study, a 
2-s hamming time window with 50% overlap was ap-
plied to extract all features.

Wavelet transform

Wavelet transform is one of the best time-frequency 
analysis methods in EEG signal processing [16]. Wavelet 
transform decomposes a signal into a family of wavelet 
functions. The wavelet function is correlated with the 
shape of the signal. This correlation forms wavelet coef-
ficients. On the other hand, wavelet coefficients are used 
to measure the correlation of wavelet function and EEG 
signal at the time of occurrence and frequency resolu-
tion level. In this study, we applied for the fourth-order 
Daubechies wavelet function due to its optimal time-
frequency properties on EEG signals. Resolution levels 
are almost correspondent with standard EEG frequency 
bands.

Relative wavelet energy was computed for each level 
by Equation 1:

1. Pl=El ⁄Et

Figure 1. Eysenk’s personality scales 

Personality traits can be quantified in two dimensions. Ac-
tive and passive are the two most different points.

Figure 2. Stimulation protocol

Each session consists of three trials, happiness, neutral, and sadness. Each trial contains a set of 30 emotional images followed 
by a 2-minute video clip related to the same category.
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Where El is the energy at level l and computed as corre-
sponding wavelet coefficients. Et is the total energy and 
is computed as the sum of energy at all levels.

Then the wavelet entropy was calculated by Equation 2:

2. Entropyw=∑ Pl Ln(Pl)l=1

n

Pl is the relative energy at level l

Wavelet entropy and relative wavelet energy were used 
as time-frequency domain features.

Power spectrum

Power spectrum features can be used to investigate the 
dynamics of EEG signals. The relative powers [17] of 
each EEG sub-band can be used to monitor the dynamic 
of emotion changes. To calculate the power spectral den-
sity, the EEG signal was divided into 256 epochs with 
the Hamming windowing method then extended to 512 
epochs by zero-padding technique, and to calculate the 
power spectral density, the 512-point Fourier transform 
was applied. The relative power was calculated for the 
frequency sub-bands, theta (4–7 Hz), alpha (8–13 Hz), 
beta (b 13–30 Hz), and gamma (c 31–50 Hz). The rela-
tive power was calculated using Equation 3:

3. RPb=pb ⁄ps

Where RPb is the relative power at frequency band b. 
ps is the power in frequency band b and pb is the signal 
power.

Asymmetry features 

As mentioned in the literature, asymmetric activity in 
frontal EEG can be used to measure affective tendency. 
Hence, asymmetry in each previously mentioned feature 
for the left and right hemispheres was calculated as be-
low (Equation 4):

4. Asymetary=
FL-FR

FL+FR

Whereas FL and FR are feature vectors for the left and 
right hemispheres, respectively.

Concept drift in feature space

Several studies showed that emotions are time-varying 
and affected by external and internal factors in the body. 
This causes problems because the predictions become 
less accurate over time. These are traditionally online 
learning problems, given the change expected in the data 
over time. Dynamic or online algorithms can track time-
varying behavior and are more robust against dynami-
cally changing or non-stationary environments. Figure 
3 shows the extracted alpha energy of a subject during 
the proposed experiment. As seen extracted feature has 
a time-varying property (Asghar, 2019). In the next sec-
tion, we propose an adaptive classifier that learns con-
cept drift during the experiment. This can be achieved 
by designing supervised techniques in such a way that 
conceptual changes are considered.

3. Adaptive ensemble classification 

This section describes the proposed algorithm present-
ed in this study. The proposed algorithm can simultane-

0 50 100 150 200 250 300 350 400
0

0.5

1

1.5

2

2.5

3

Time

No
rm

al
iz

ed
 A

lp
ha

 E
ne

rg
y

 Alpha energy of a suject in response to emotional stimuli during proposed exprement

Figure 3. Normalized alpha energy of a subject in response to emotional stimuli during experiment
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ously provide the following features, which have not 
been considered in previous studies in the field of emo-
tion classification: 1) Learning this algorithm for each 
group is online, while most groups are trained offline. 
Behavior change in data is not considered in convention-
al methods; 2) The data-driven algorithm shows higher 
accuracy and greater compatibility compared to the func-
tional group study; 3) Determining weights by weight 
adaptation in classifier training (i), this algorithm incor-
porates a dynamic adaptation of the classifier weights 
based on accuracy. This method assigns weights based 
on the highest network accuracy, which incorrectly con-
trols network performance; 4) Classifier parameters are 
considered adaptive (ii), faster adaptation is considered 
a criterion for the classifier; 5) Insert a dynamic model 
in the training section (iii), add a new classifier to the 
network and remove classifiers that do not play a role in 
the network; 6) The model is pruned based on the lowest 
network accuracy; therefore, previous accurate classifi-
cations can be maintained, which leads to training with 
unusual 7) Data; and 8) Excessive control can affect the 

evaluation of the model in the training phase. This study 
was conducted to provide a method for fine-tuning the 
classifiers that effectively consider network stability. 
Fine-tuning is done by assembling the output of the clas-
sifier and adjusting the classifier adaptively.

This algorithm is a set that is designed based on the 
dynamic algorithm process and its approach is based on 
the sliding window model. This means that a window 
is considered fixed and when a new instance is added 
that instance is added to the window and the previous 
instance is deleted. This is a new model in data training 
that removes data when it is not satisfactory and adds 
new data. Table 1 presents the proposed online ensemble 
classification method.

5. Accjt=1-( missclassified
classified samples

)

6. ACCJ
T={

Lifej-1
Lifej

1

.Accj
t-1+ 1

lifej . accj
t 1≤ life ≤m

7. accj
t-1+

accj
t

m  - 
accj

t-m

m  if life >m

Table 1. The adaptive ensemble classification algorithm

1) Input: A data set D={(xt,yt)│XtR
r×1, YtR, t={1,…,T} window's size, m; α, factor to add a new classifier; maximum number of classifier, B;

2) Initialization: Set ε←Ø, t=m, k=1 and the current window D t={(xt,yt)}t=1
mD;

3) fk←Obtain a new classifier trained with Dt; setlifek=0, acct
k=1;wk=1 and ε←εfk; 

4) Whilt t<T do:
a) Slide the window: T←t+1; Dt=Dt-1+(xt,yt)-(xt-m,yt-m);
b) Classify y_tas y_t^k=F(Xt)=(∑j=1

k wj fj (Xt)/∑j=1
k wj ;

c) For all Classifier fi ε, obtain the accuracyaccj
t

d) Obtain acct
k for each classifier

e) Weight all classifier from ε using Eqs. (1) and (2);
f) Re-train all classifiers from ε using (xt,yt)
g) If acct

k<α
• If0←Obtain a new classifier trained with D^t;setlifek=0, acct

k=1;wk=1 and ε←εfk;
• If k<B
I. Then include f_0 to ε: Set k←k+1;
II. Else replace classifier f_i←f_0

End wile

Table 2. Average classification accuracy for different EEG sub-band for trend features

Trend Feature Obtained From EEG Sub-bandAccuracy (%)

Delta69.98

Theta71.19

Alpha87.96

Beta70.41

Gama53.83

EEG: Electroencephalograph. 
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8. Wj=-( ACCj
t-med(ACCt)

med(ACCt) )

9. ACCt=[ACC1
t,…, ACCk

t]

4. Results 

EEG sub-band selection 

Table 2 presents the accuracy of the proposed classi-
fier in this study for different EEG sub-bands between 
personality groups. The accuracy was obtained by 10-
fold cross-validation. The results showed that the highest 
average accuracy belongs to the alpha sub-band. 

Trend features

As classification results show, the obtained accuracy for 
the previous features is rarely acceptable. Therefore, we 
examined more conceptual features to improve the results. 
According to the goal of the experiment and the scope of 
the study, affective responses change gradually during the 
experiment. However, extracted features always have ir-
regular rising and falling, which may be unrelated to the 
emotional task. As affective responses are time-dependent, 
extracted features are also time-dependent. Thus the trend 

of features can be used as a new time-dependent feature 
which may lead to better classification results. To com-
pute the trend of features, linear and exponential regression 
models were fitted to features. Table 2 presents the aver-
age classification accuracy for the extracted trend features. 
Principal component analysis was applied to feature space. 

Activation function

As can be seen in Table 3, different activation functions 
show different results. Activation functions that were 
most commonly used in emotion recognition studies 
were used. Among them, the sigmoid shows the highest 
accuracy (87.96%) and sine shows the lowest accuracy 
(69.63%); therefore, the sigmoid is the best choice.

Effect of window size 

Table 4 presents the average accuracy obtained for win-
dows of different lengths. Since window length has a sig-
nificant effect on accuracy, finding the right length can 
improve network results. As can be seen, very low (1) and 
high (60) window lengths lead to low accuracy (<68), and 
the best window length is 5. This is most likely because de-
pending on the duration and the type of stimulus, the signal 
changes in this window are correctly detected.

Table 4. Average of classification accuracy based on window length to investigate high on accuracy

Window LengthAccuracy (%)

167.24

271.23

587.96

1077.56

2073.56

3077.65

6065.98

Table 3. Average classification accuracy based on common activation functions

Activation FunctionAccuracy (%)

Sigmoid87.96

Harlim74.23

Radial basis71.45

Sine69.63
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Effect of maximum number of expert

Table 5 presents the average accuracy obtained for the 
maximum number of experts. Depending on the pro-
posed structure, the maximum number of experts can 
drastically change the results of the network. Increasing 
the number of experts from 1 to 12 leads to increased 
accuracy, and decreasing from 12 to 30 leads to de-
creased accuracy. The maximum value is 12, and the 
maximum average accuracy is (87.96%). This is most 
likely because reducing the number of experts reduces 
the amount of training information and increases the 
number of experts, causing the network to overfit.

Effect of hidden layers 

As shown in Table 6, increasing the number of hidden 
layers increases the accuracy of the classifier. These 
hidden layers draw boundaries between different class-
es. Therefore, raising the number of hidden layers does 
not necessarily improve the classification results and, 
in some cases, causes the network to become too com-
plex. Therefore, finding the optimal number of hidden 
layers can improve the final network results. As seen, 
the highest accuracy (87.96%) for these hidden layers 
is equal to 16. 

Table 5. Average classification accuracy obtained by applying the different number of experts

Maximum Number of ExpertAccuracy (%)

163.12

265.18

464.23

871.56

1287.96

1676.25

2071.35

3063.86

6067.54

Table 6. Average classification accuracy obtaining by the different number of hidden layers

Number of Hidden LayerAccuracy (%)

165.31

263.25

468.91

871.56

1275.78

1687.96

2072.91

3070.85

6069.73
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Effect of life factor

The life factor controls the amount of obsolescence 
of old data in the proposed network structure. Life fac-
tor values vary from 0 to 1. To more closely investigate 
the effect of this parameter on network accuracy, we in-
creased this value from 0 to 1 in steps 0.1. As can be seen 
in Table 7, the maximum average accuracy (87.96%) 
was obtained with a life factor=0.1.

Compared to other similar networks

Finally, after determining the value for the parameters 
of the classifier structure, the proposed network was 
compared with some common networks. As can be seen 
in Table 8, the highest value is for the hierarchical-ex-
treme learning machine (ELM) online ensemble (77.95), 
while the proposed network obtained 87.96%. The re-
sults showed that the proposed network can achieve a 
higher accuracy value (87.96%). To evaluate the gener-
alization of the proposed network, Figure 1 shows the 
network loss and its accuracy. Figure 4 shows the loss 
and accuracy of the proposed network for train and vali-
dation data, the network is well-fitted for the validation 
data. The maximum number of epochs is 200.

Computational efficiency

For further investigation, the computational efficiency 
of the proposed algorithm is compared with other meth-
ods. In this study, Figure 5 shows the system used and 
the network execution time. As can be seen, the high-
est time is related to the online ensemble network one, 

and the least time is related to the self-adaptive online 
ensemble network.

Learning emotions through machine learning tech-
niques helps to better understand insight processes and 
brain function. The study results show that EEG signal 
changes are a good indicator of a person's emotional 
state. This study provides more insight and implications 
for the HM interface.

5. Conclusion 

In this study, a new algorithm based on ensemble clas-
sifiers was presented. The value of the parameters of this 
network for different values was examined and the op-
timal value was obtained. Based on Eysenk’s personal-
ity model, participants were categorized into three major 
groups, depressive, mania, and normal. Two types of 
emotional stimuli were chosen, picture and movie clips. 
To achieve the synergetic effect, each movie clip was 
shown after similar pictures. Participants were stimu-
lated randomly, with three types of emotional stimuli, 
consistent or in contrast with their personality type. The 
best-achieved accuracy is related to the alpha sub-band 
and tends to feature trends. It is most likely due to the 
personality traits of each group. Compared to common 
classifiers, the results showed that the proposed classi-
fier has achieved the highest accuracy value (87.96%). 
For future studies, it is suggested to use more electrodes 
in signal recording and other types of stimuli other than 
images and clips. Online training methods can also im-
prove the classifier to be more efficient in HM interfaces 
in real-time applications. In addition, it is suggested that 

Table 7. Average classification accuracy based on increasing life factor

Life FactorAccuracy (%)

0.187.96

0.277.65

0.371.23

0.470.35

0.565.32

0.661.23

0.767.35

0.866.42

0.964.78
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Table 8. Comparison of average classification accuracy by different common classifiers

Accuracy Result of Classification on Emotion

Accuracy (%) (10-fold) Type

73.23Online ensemble

77.95Hierarchical-ELM online ensemble

71.51Self-adaptive online ensemble

68.67Online ensemble (batch mode)

87.96Proposed network in this study

ELM: Extreme learning machine. 

Figure 4. Loss and accuracy of proposed network for train and validation data

Figure 5. Computational efficiency comparison
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classification be performed using networks that allow 
real-time analysis, for example, dynamic Bayesian net-
works. Also, according to the acceptable results obtained 
in this study, a fewer number of electrodes is recom-
mended.
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