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Abstract

Summary: DNA metabarcoding is an emerging approach to assess and monitor biodiversity worldwide and conse-
quently the number and size of data sets increases exponentially. To date, no published DNA metabarcoding data
processing pipeline exists that is (i) platform independent, (ii) easy to use [incl. graphical user interface (GUI)], (iii)
fast (does scale well with dataset size) and (iv) complies with data protection regulations of e.g. environmental agen-
cies. The presented pipeline APSCALE meets these requirements and handles the most common tasks of sequence
data processing, such as paired-end merging, primer trimming, quality filtering, clustering and denoising of any
popular metabarcoding marker, such as internal transcribed spacer, 16S or cytochrome c oxidase subunit I.
APSCALE comes in a command line and a GUI version. The latter provides the user with additional summary statis-
tics options and links to GUI-based downstream applications.

Availability and implementation: APSCALE is written in Python, a platform-independent language, and integrates
functions of the open-source tools, VSEARCH (Rognes et al., 2016), cutadapt (Martin, 2011) and LULU (Frøslev et al.,
2017). All modules support multithreading to allow fast processing of larger DNA metabarcoding datasets. Further
information and troubleshooting are provided on the respective GitHub pages for the command-line version (https://
github.com/DominikBuchner/apscale) and the GUI-based version (https://github.com/TillMacher/apscale_gui),
including a detailed tutorial.

Contact: till-hendrik.macher@uni-due.de or dominik.buchner@uni-due.de

Supplementary information: Supplementary data are available at Bioinformatics online.

1. Introduction

DNA metabarcoding is becoming an established and efficient
method to identify the taxonomic composition of biological samples
and is increasingly applied worldwide as a comprehensive biodiver-
sity monitoring approach for terrestrial, freshwater and marine hab-
itats (Compson et al., 2020). Coupled with technical advancements
in sequencers, data availability increases exponentially. Software to
process DNA metabarcoding sequencing data, like USEARCH
(Edgar, 2010) and VSEARCH (Rognes et al., 2016) or pipelines like
QIIME2 (Bolyen et al., 2019), DADA2 (Callahan et al., 2016) or
slim (Dufresne et al., 2019) exists. Typically, similar analytical steps
are implemented in all those pipelines in order to produce a final
read table. However, performing the analysis of sequencing data
typically requires advanced bioinformatic user skills. Our aim was
to bridge the gap between metabarcoding data and end users (bio-
diversity researchers and environmental managers) further by
developing a DNA metabarcoding pipeline that is (i) platform-
independent, (ii) easy to use [graphical user interface (GUI)], (iii)

fast (i.e. does scale well with dataset size) and (iv) runs locally to be
compliant with data protection regulations at environmental agen-

cies, where data cannot be transferred to external servers.
Therefore, we developed APSCALE, a software specifically targeting
biologists without bioinformatics background to reliably analyze

DNA metabarcoding data.

2. APSCALE

The software comes in the command-line version APSCALE (version
1.5.5) and the GUI version APSCALE-GUI (version 1.1.2), which

are both available from the Python Package Index (PyPI) at https://
pypi.org/project/apscale/ and https://pypi.org/project/apscale_gui/.
Both versions can be easily installed using the Python package in-

staller (pip). APSCALE runs on all major operating systems (Linux,
MacOS and Windows) and requires Python3.7 (or higher) and
VSEARCH (version 2.19.0 or higher). Additionally, the installation

of the zlib library is mandatory for the support of gzip-compressed
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files. For Unix-based systems, zlib is shipped with VSEARCH, while
Windows users must install zlib manually. All further dependencies
are automatically installed. Updates for APSCALE can be down-
loaded via pip and users are automatically informed when a new
version is available.

APSCALE uses dedicated project folders to enhance file manage-
ment during the data processing. New projects are automatically
created from within the pipeline. Within these projects, all output
data will be saved into a consistent folder structure. All output files
(.fastq and .fasta format) are saved in a compressed gzip format.

Since each DNA metabarcoding dataset requires specific settings
for processing, the user can easily adjust the running conditions via
an excel spreadsheet that is automatically loaded by APSCALE.
Changes can either be applied directly to the spreadsheet or through
the GUI. Each module offers the user to apply changes to the default
values. In the general settings, the number of used cores (default ¼
available cores * 0.75) and the gzip compression level (default¼6)
can be adjusted. In the paired-end merging module, the maximum
difference percentage (default¼25), the number of maximum differ-
ences (default¼199) and the minimum overlap length (default¼5)
can be set. The primer trimming module requires sequences of both
the forward and reverse metabarcoding primers (50-30 orientation).
Additionally, anchoring can be enabled to only pass sequences
where the primer sequence is the prefix of the 50-end. The quality fil-
tering module requires a maximum expected error threshold
(default¼1) for quality filtering and the minimum and maximum
expected length of the target fragment (user input required).
Individual samples are dereplicated and singletons are kept for map-
ping them in the OTU clustering and denoising modules. Before
pooling all samples for global dereplication, only reads that are pre-
sent with an abundance above a minimum size are kept (default¼4)
as an additional quality filtering step. Consequently, only operation-
al taxonomic units (OTUs) represented by at least four reads (de-
fault) in one sample are kept. The OTU clustering algorithm
implemented in VSEARCH is based on an adjustable sequence simi-
larity threshold (default¼97). Sequence denoising is based on the
alpha value (default¼2), which corresponds to the number of
allowed sequence differences, described in (Edgar, 2016). The min-
imum size of an exact sequence variant (ESV) to be kept can be
adjusted (default¼8). Additionally, APSCALE offers an internal
python-based version of the r-package LULU (Frøslev et al., 2017),
an algorithm for post-clustering curation that aims to provide more
reliable biodiversity estimates. Here, the minimum similarity
(default¼84), minimum relative co-occurrence (default¼95) and
minimum ratio (default¼1) can be adjusted.

To start the data processing workflow, sequencing raw data can
be copied to a raw data folder. Demultiplexing is not handled by
APSCALE directly, since different tagging schemes exist (e.g. com-
binatorial indexing or mixed orientation indexing), which can hard-
ly be covered all in a single pipeline. However, a separate package
dedicated to demultiplexing (https://github.com/DominikBuchner/
demultiplexer) can directly be called via the GUI. APSCALE uses
demultiplexed data as input and automatically loads all files from
the demultiplexing folder detecting corresponding files via file
extension.

The data analysis is composed of the following steps: (i) demulti-
plexed paired-end reads are merged using the vsearch –fastq_merge-
pairs command, (ii) primers are removed using the adapter trimming
command in cutadapt, (iii) reads are filtered based on per-base quality
(maximum expected error) and read length thresholds using the
vsearch –fastq_filter command and (iv) reads are dereplicated using
the vsearch –fastx_uniques command, followed by the abundance fil-
tering step. Subsequently, all individually dereplicated and filtered files
are pooled into a single file, which is globally dereplicated. The pooled
reads can then be (v) clustered into OTUs using the vsearch –cluster-
size command and (vi) denoised into ESVs using the vsearch –cluster_-
unoise command. Chimeras are automatically detected and removed
from both the OTUs and ESVs using the vsearch –uchime_denovo
command. OTUs and ESVs are mapped against the dereplicated files
prior to the read abundance filter using the vsearch –usearch_global

(OTUs) and vsearch –search_exact (ESVs) functions to produce OTU
and ESV tables. Lastly, (vii) both OTUs and ESVs are filtered using
the LULU algorithm to reduce the number of erroneous OTUs and

ESVs.
Taxonomic assignment can be conducted from the generated

.fasta files (containing the OTUs or ESVs) using the local BLAST
(based on (Camacho, 2009)) and NCBI BLAST modules or the soft-

ware BOLDigger (Buchner and Leese, 2020), which are all inte-
grated in the GUI. Furthermore, the APSCALE output files are
compatible with downstream analyses using TaxonTableTools

(Macher et al., 2021). Additionally, various raw data and summary
statistics can be visualized from within APSCALE-GUI and saved as

.html and .pdf plots, using the python package plotly (https://plot.
ly). All progress of the data processing is written to a log file.

3. Benchmark

A benchmark with two different datasets, one set of 10 aquatic in-
vertebrate mock communities (single MiSeq run 23 M reads) and

one set of 256 insect monitoring Malaise trap samples (two HiSeq
runs; 729 M reads), was conducted to evaluate the accuracy and

runtime performance of APSCALE compared to the established
DNA metabarcoding pipelines DADA2 (generating ESVs) and
QIIME2 (generating OTUs). A detailed description of the bench-

mark can be found in Supplementary material S1. The datasets were
produced according to the workflow presented in Buchner et al.
(2021). In short, APSCALE showed significantly lower runtimes

while recovering similar communities (Supplementary Figs S1 and
S2). The total number of sequence clusters (ESVs/OTUs), however,

varied depending on the pipeline.
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