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A B S T R A C T

Researchers are searching for ways to better quantify methane emissions from natural gas infrastructure. Current
indirect quantification techniques (IQTs) allow for more frequent or continuous measurements with fewer
personnel resources than direct methods but lack accuracy and repeatability. Two IQTs are Other Test Method
(OTM) 33A and Eddy Covariance (EC). We examined a novel approach to improve the accuracy of single sensor
IQT whereby the results from both OTM and EC were combined with two machine learning (ML) models, a
random forest (RF) and a neural network (NN). Then, models were enhanced with feature reduction and hyper-
parameter tuning and compared to traditional quantification methods. The NN and RF improved upon the default
OTM by an average of 44% and 78%, respectively. When compared to traditional OTM estimates with low Data
Quality Indicators (DQIs), RF and NN models reduced 1σ errors from �66% to �13% and �34%, respectively.
Models also reduced the standard deviation of estimates with 93% and 85% of estimates falling within �50% of
the known release rate. This approach can be deployed with single sensor systems at well sites to improve
confidence in reported emissions, reducing the number of anomalous overestimates that would trigger unnec-
essary site evaluations. Additional improvements could be realized by expanding training datasets with more
methane release rates. Further, deployment of such models in a variety of situations could enhance their ability
help close the gap between bottom-up inventory and top-down studies by enabling continuous monitoring of
temporal emissions that could identify with improved confidence, atypically higher emissions. Accurate remote
single sensor systems are key in developing an improved understanding of methane emissions to enable industry
to identify and reduce methane emissions.
1. Introduction

Over the past two decades the United States has experienced a natural gas
(NG) boom due to advances in exploration and production operations.
This growth has led to a rapid increase in the number of NG producing
wells, production sites, and the complexity and equipment on any given
site. The increase in NG production has resulted in a concern about
leaked methane emissions, as it is a potent greenhouse gas (GHG). Esti-
mating the methane emissions from NG production has been difficult to
achieve with a reliable level of accuracy. Many researchers and govern-
ment agencies have produced estimates that differ dramatically [1, 2, 3].
For example, Zavala-Araiza et al. estimated emissions rates that were 1.9,
3.5, and 5.5 times higher than the EPAs Greenhouse Gas Inventory, EPAs
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Greenhouse Gas Reporting Program, and the Emissions Database for
Global Atmospheric Research (EDGAR), respectively. To understand the
environmental impact of the NG production industry, uncertainty needs
to be reduced and confidence in indirect quantification techniques (IQTs)
improved. Traditionally, methane emissions have been quantified
through direct measurements. However, as the number of production
sites increases, this time-intensive method may no longer be economi-
cally viable for industry or researchers. Also, methane emissions from the
NG infrastructure are now known to be highly temporal [4, 5, 6]. Direct
measurements campaigns represent “snapshots” in time and may further
obfuscate total average emissions due to temporal variability. These time
variant emissions can only be understood with more frequent or
continuous measurements. In response, a few novel IQTs have emerged.
IQTs allow for increased measurement frequency, though often at the
vember 2022
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Synopsis
Machine learning methods were applied to indirect methane
quantification techniques to improve accuracy and reduce
uncertainty.
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expense of accuracy. These methods involve different scales (local and
regional) and techniques (point measurement, mobile vehicle, aerial
flux).

Two currently utilized stationary single-sensor IQTs, Other Test
Method (OTM) 33A and Eddy Covariance (EC), are both capable of
measuring methane fluxes from local sources. These techniques differ in
their principle of measurement but use similar data acquisition (DAQ)
equipment. OTM attempts to measure a horizontal flux from a point
source and was developed based on point source gaussian dispersion
principles [7]. Several researchers have utilized the OTM method to
quantify methane emissions from known controlled releases [8, 9, 10].
Comparing estimates to known release rates has often resulted in large
uncertainties and highly variable estimates. Robertson et al. estimated
that 2σ errors of OTM were �56%, even when eliminating data of poor
quality [10]. Edie et al. used OTM to quantify controlled releases from a
simulated NG production site and estimate errors ranged from �60% to
þ170% [9].

EC is a method for measuring vertical fluxes. The general theory of EC
has been outlined in detail by Burba et al. [11]. Traditionally, EC has
been used to measure vertical fluxes from homogeneous area sources,
however, some new research has utilized it to target more heterogenous
sources such as livestock [12, 13]. EC estimates are often combined with
“flux footprint” models to attribute emissions to sources. These models
have traditionally been based on advection-diffusion or Lagrangian
dispersion models [14, 15, 16]. Models of this kind are complex and
utilize many simplifying assumptions – which results in large estimate
and source attribution uncertainties. Researchers have stated that
“additional tracer release studies are necessary to improve the confidence
of EC measurements and validate footprint model estimates” [13].

More reliable methods must be developed before IQTs can be relied
upon by researchers, industries, and governmental policymakers to
replace accurate direct measurements. The hypothesis of this research
was that a combination of two current methods could help to enhance the
estimates of methane mass emissions from the NG infrastructure. We
believed that combining the outputs of currently used methods (EC and
OTM) with machine learning (ML) algorithms would enhance the accu-
racy of single sensor techniques. Such a method could eliminate the need
for complex models and a multitude of assumptions. ML methods can
interpret diverse data and recognize complex patterns. Such attributes
are inherent in problems involving the stochastic nature of micromete-
orological measurements.

Two machine learning methods examined included Random Forests
(RF) and Neural Networks (NN). RF were developed by Breiman in 2001
and have been applied in various scientific fields including ecology,
medicine, astronomy, traffic and transportation planning, and agricul-
ture [17]. RF application is beneficial to large-scale data, provides
resistance to overfitting, and has recently been used to study the
connection between various factors and carbon emissions [18]. RF has
also been used to investigate carbon flux emissions from soils and forests
[19, 20]. Mascaro et al. showed that RF aided in carbon mapping ap-
plications using remote data and models reduced RMSE by over 20%
[19]. Philibert et al. also applied RF to predict greenhouse gases (N2O)
and showed RF performed better than standard regressions models [21].

NN have a longer history and have been developed over decades and
have been applied broadly across the sciences [22]. NN have been used to
predict GHG from transportation systems [23], predict methane
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emissions from biologic sources [24], identify downwind methane spikes
associated with stages of well site development [25], and to locate and
quantify fugitive natural gas leaks [26]. Travis et al. utilized NN along
with new leak detection sensors to detect and estimate methane emis-
sions from mock natural gas sites, but we note their method over-
estimated methane emissions by a factor of 1.77–1.83 depending on pad
size [26]. In addition, Wang et al. have incorporated NN with machine
vision to help detect methane emissions from infrared cameras [27].
Based on these recent research results, both RF and NN will be examined
as machine learning techniques to increase the performance of indirect
methane quantification from a single, stationary sensor.

2. Methodology

The hypothesis was tested through a series of controlled methane
releases, allowing for comparison of traditional methods to the novel ML
models. The DAQ system utilized was a small, mobile EC tower (MECT).
The tower was outfitted with the instrumentation required for collecting
both OTM and EC data. These data were collected at a rate of 10 Hz. The
primary instruments were a LICOR LI-7700 (Lincoln, NE, USA) for
methane concentration measurement and a Gill® Windmaster 3-D sonic
anemometer (Lymington, UK) for wind speed [28, 29]. A more detailed
description of the DAQ system can be found in concurrent literature [30,
31].

The controlled releases of methane occurred from a bluff body in an
open, grass field at the JW Ruby Research Farm located in Reedsville,
WV. The MECT was stationed downwind of the releases based on the
prevailing wind direction. Three release rates (0.04, 0.12, and 0.24 g/s)
were measured at varying distances between 40 and 120 m. The release
matrix is presented in Table S1. Data for controlled releases and back-
ground periods occurred between May 21st and September 11th, 2019.

Measurements from the tower were collected continuously and EC
and OTM estimates were calculated based on the standardmethods. OTM
calculations were performed in Python with scripts based on those
published by the EPA [32]. EC results were determined using EddyPro®

software [33]. More extensive descriptions of the calculations of both
OTM and EC are presented elsewhere [7, 11, 30, 31]. Outputs from OTM
and EC were determined using 15-minute averaging periods.

Averaging periods were eliminated from consideration if either OTM
did not produce a valid mass rate estimate or EC did not produce a valid
flux estimate. They were also eliminated by a wind filter (WF) if the
prevailing wind direction of the period was not within �45� of the
source-to-sensor (STS) direction. Data were not eliminated from
contention for quality indicators of either method; however, such ratings
were included in the ML datasets. A complete breakdown of the 15-min-
ute continuous averaging periods is presented in Table S2. More detailed
information on the data averaging period filtering is found elsewhere
[31].

The outputs from OTM and EddyPro® calculations were used to form
the primary datasets for combined evaluations. There were 804 valid
controlled release periods and 1208 valid background periods. To bal-
ance the dataset, 804 randomly selected background periods were used
in model evaluation resulting in a full dataset of 1608 periods. The var-
iables used for analysis were from both default processing methods.

The OTM outputs were selected based on those relevant to the
method and other available data averages for the period. The number of
valid output variables from the OTM calculations was 27. The number of
EddyPro® variables in the full output file based on the settings used was
182. From this list all non-number or identifying variables were removed
resulting in 146 variables. The distance and StS direction were then
added to the set of variables. The total number of possible variables in the
dataset was 175 and are described elsewhere in detail [31]. These vari-
ables represented inputs to the ML models and were defined as “fea-
tures.” Using all features produced a high ratio (greater than 10%) of
features to data instances (1608). It was expected that not all features
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would have a significant impact on model results. Therefore, methods for
reducing the size of the feature set were explored.

Firstly, all features were removed that did not have a Pearson Cor-
relation p-value less than 0.05 when compared to the controlled release
rate as described by Eq. S(1). This eliminated all features that had no
significant correlation with the controlled release rate. This release-rate-
correlated (RRC) dataset contained only 54 features. Secondly, the
number of features was reduced by eliminating those that were highly
cross-correlated. High correlation reduction was performed by grouping
all features which had cross-correlation coefficients greater than 0.75.
The two major variable groups were those associated with temperature
or atmospheric water vapor, and those associated with methane. There
were 32 highly cross-correlated features that were eliminated by this
filter. The complete list of cross-correlated features is available in
Table S6. This resulted in a dataset that contained only RRC features that
were not eliminated by the high-correlation filter (HCF). The total
number of features in the RRC-HCF dataset was 22.

Several ML models were considered based on the problem space and
recommendations from several sources [34, 35, 36]. The outline and
considerations for model selection are detailed in the SI. Python's
scikit-learn (sklearn) package was utilized for model building and
training. The final evaluated models were the following.

- RF regressor using all scaled features.
- NN using RRC-HCF scaled features.

Since none of the best performing models utilized the same feature
sets, other considerations were used to select the desired set. Datasets
containing fewer features were desired for both interpretability and
simplicity. As such, the RRC-HCF was the most desirable feature set. This
was the best performing feature set of the NN. The next best performing
dataset on the NN was the RRC which resulted in a 33% increase in the
RMSE. Every feature set used in conjunction with the RF produced a
lower RMSE then all but one other model. The difference between the
best and worst performing RF evaluation was only 11%. The best per-
forming NN resulted in an RMSE that was 87% higher than the worst
performing RF. These results suggested that neither scaling nor variable
set had a major impact on RF performance, which is further detailed in
literature [31]. This was also an indication that the RF required only a
few critical features to produce more accurate results than the other
models. The NN had the largest difference between scaled and unscaled
datasets. The NN was also the most affected by the size of the feature set.
A reduction in the number of features by 69% and 87% improved the
results of the NN by 74% and 80%, respectively. These results suggested
the model was sensitive to the number of features used and performed
better when irrelevant features were removed. These factors led to se-
lection of the RRC-HCF as the default dataset moving forward. For the
sake of interpretability, scaling was not implemented for the RF since it
had minimal impact on results. However, without scaling the NN RMSE
increased by 1–5 orders of magnitude depending on the feature set.
Scaling the dataset was considered an essential preprocessing step when
utilizing the NN. To further evaluate model performance, the following
model/feature set combinations were utilized:

1. RF with RRC-HCF unscaled features
2. NN with RRC-HCF scaled features.

During initial ML evaluations, it was clear that the number of features
impacted algorithm performance, particularly the NN. In general, fewer
features led to lower model prediction RMSEs. To evaluate the impact of
the number of features on model performance, both the RF and the NN
algorithms were evaluated by using a dataset that grew by one feature at
a time. Features were added in order of their Pearson correlation co-
efficients (PCC) with respect to release rate. The first feature was the one
most strongly correlated with release rate, the algorithms were trained
and tested, then the next strongest correlated feature was added and so
3

on. This method resulted in 22 evaluations of both the NN and RF and
allowed the number of features required for model optimization to be
determined. The test set RMSEs as well as the percentage of the model
minimum, as a function of the feature added are presented in Table S8.

One advantage of RFs is their ability to quantify the importance of
different features. RFs can produce attributes which define the feature
importance for each variable in the dataset [37]. The feature importance
is a percentage of the impact that each feature has, on average, on the
RF's prediction.

The NN attained its best results using just two features with an RMSE
of 0.0568 g/s. Though it should be noted that the network used here had
only one hidden layer of size 100, a different architecture could have
significantly changed results. The RF achieved its lowest RMSE with the
use of the first 18 features with an RMSE of 0.0434 g/s. These results
further emphasize the importance of input features as optimal selection
reduced the difference between the two models from 61% to 27%.

The minimal feature RF and NN models improved upon their default
RMSEs by 5% and 33%, respectively, for the controlled release dataset.
The NN model was severely limited by only utilizing two features, when
tested on data other than the controlled releases. To compensate for this,
the 18 features identified by the RF feature analysis were used in both
models moving forward as the default feature set. Using the RF identified
features on the NN decreased the test RMSE by 13% from the default
value 0.085 g/s to the new value of 0.074 g/s. Descriptions of these
features and their statistics are presented in Table S6.

A low-cost approach to improve ML algorithms is hyper-parameter
optimization. To improve the performance of the RF and NN models, the
controlled-release dataset was analyzed while tuning the model hyper-
parameters. There are several methods for hyper-parameter tuning
which can be utilized depending on the hyper-parameter search space size,
computational power, and relevance. A random grid search was used to
optimize the parameters of both the RF and the NN. Random searches have
been proven to be more efficient at finding optimal hyper-parameters than
a strict grid search, in which all iterations are tested [38].

A random search with cross-fold validation was utilized for hyper-
parameter search optimization. The search was evaluated for 100 itera-
tions and k cross-fold validation where k was set to three [39]. We note
that choice of k is often five or 10, but for small data sets higher k values
may bias results and so three was selected during our research as balance
of computation effort and to avoid overfitting [40]. We note that Nguyen
et al. recommended at least 3-folds [41] and Lan Vu et al. found that
7-fold cross validation reduced RMSE and increased R2 values for NN
models with skewed datasets [42]. The RF parameters evaluated and how
each one affected the RF, along with the values used to form the random
grid searchmatrix are presented in Table S7. The total number of possible
hyper-parameter combinations was 3960, so utilizing the random search
reduced the number of required computations by an order of magnitude.
However, results of the randomized search did not improve the RF model
performance and the default model was maintained.

For consistency, the same random search with cross-validation was
utilized for hyper-parameter tuning of the NN. Scaled features were once
again used from the controlled release dataset and the RF identified
features made up the inputs to the MLP regressor. NNs have an infinite
number of hyper-parameters because the number of layers and the
number of neurons per layer can be set to any number. For the sake of
minimizing the search space the number of layers tested and the size of
those layers were limited. Eq. (1) was utilized to determine a search space
for number of total neurons based on recommendations [43].

Nhidden neurons ¼ Ntraining samples�
α*

�
Ninputs þ Noutputs

�� (1)

where α is a scaling factor between 2 and 10. Based on the controlled
release dataset the number of training samples was 1206, the number of
inputs was 18, and the number of outputs was one. The α values evalu-
ated were 2, 4, 6, 8, and 10. The total number of layers over which to
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distribute these neurons was also required. Researchers have found that
deeper NNs do not necessarily improve results. To keep the number of
hidden layers to a minimum, up to three hidden layers were tested. The
total number of hidden neurons for each of the different α levels were
distributed evenly amongst the number of hidden layers. As a result, the
number and size of hidden layers tested in the random search were those
presented in Table S8.

In addition to these hidden layer shapes, the other hyper-parameters
tested in the initial evaluation were the activation function, solver, and
L2 penalty. The values utilized in the initial random grid search are
presented in Table S9. The alpha values tested were five evenly spaced
values between 1.0 � 10�5 and 1 on a log-axis.

The search was evaluated for 100 iterations and three cross-fold
validations, which reduced the total number of required iterations by a
factor of three. The randomized search parameters resulted in a 20%
decrease in the test set RMSE. The optimal randomized search parame-
ters are presented in Table S10. The resultant optimal solver was a
limited-memory Broyden-Fletcher-Goldfard-Shanno (lbfgs) which is a
type of quasi-Newton optimization algorithm for finding local minima or
maxima of smaller datasets [44].

A second random search was performed to optimize secondary pa-
rameters related to the solver. These features included the maximum
number of iterations (‘max_iter’, default¼ 200) and the maximum number
of function calls (‘max_fun’, default ¼ 15000). These parameters were
tested with the optimal results from the first iteration random search. The
‘max_iter’ parameter was evaluated on 10 linearly spaced values between
10 and 1000, and the ‘max_fun’ parameter was evaluated on 10 linearly
spaced values between 1000 and 10,000. The random grid for this case
tested all 100 possible combinations on three cross-fold validations to
determine the optimized hyper-parameters. The optimal values of ‘max_-
iter’ and ‘max_fun’ were 450 and 1000, respectively. However, changing
these values only reduced the RMSE by less than 1%. The final NN, which
was optimized for the controlled release dataset, was constructed with the
settings in Table S10. This was a 10% reduction in RMSE over the mini-
mum feature evaluation RMSE using only two features. The resultant
model was also believed to be more robust and less prone to overfitting.

Both the RF and NN models utilized a randomized grid search with
cross-fold validation to optimize the hyper-parameters used. The RF
improvements were minimal with these searches while the NN model
improved by more than 32% when compared to the default model with
the RF optimized feature set on the controlled release test dataset. The
final models were those that resulted in the minimized RMSE without
compromising computational time and expense. The improvements in
both models are presented in Table 1.

3. Results and discussion

3.1. Controlled release estimate results

The final RF and NN models were compared to the OTM results. It
should be noted that some of the periods were likely used in the training
Table 1. RF and NN model iterations.

Features/Model Change Controlled release test RMSE (g/s)

RF NN

RRC-HCF 0.0453 0.085

Minimum Features 0.0434 0.057

RF-Optimized Features 0.0434 0.075

Hyper-parameter Tuning 1 0.0455 0.052

Hyper-parameter Tuning 2 – 0.051

Final 0.0434 0.051

Feature Set RF Optimized RF Optimized

Number of Features (#) 18 18

Tuning Iterations (#) 0 2
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sets of the models, although since the sets were randomized the fraction
of the periods used for training is unknown.

Comparisons were made between the ML models and the OTM re-
sults. These periods were not filtered by any criteria other than the WF
that was initially used. The complete release rate dataset of 804 periods
and the ML test dataset of 402 periods were evaluated against the default
OTM results. The RMSEs of the 402 periods in the test set were compared
from the machine learning models in Table 1. The default OTM RMSE for
this test set was 0.12 g/s.

The complete controlled release dataset was also analyzed from the
perspective of both ML techniques and OTM calculations. The RMSE
results were calculated for the entire controlled release dataset (804
periods). The NN and RF improved upon the default OTM by an average
of 44% and 78%, respectively. The RMSEs by release rate andmethod are
presented in Table 2. The RF RMSE was 44% less on average than the NN
across the three releases. Figure 1 presents the different release rates
(Figure 1A – 0.04 g/s, Figure 1B – 0.12 g/s, and Figure 1C – 0.24 g/s) for
these shared periods (note difference in scales). Data shows that the ML
method means and medians are similar while for the default OTM means
tended to be higher than the medians. Further, we see that all methods
tend to under predict with an increasing release rate. The ML methods
would benefit from increasing the count of periods, which decreased
with increasing release rates, see Table 2. When single point sensor ap-
proaches are deployed for continuous monitoring, underestimated mean
emissions where real release rates are still predicted within the 75th or
95th percentiles are valuable. Industry is seeking to deploy sensor based
systems across the supply chain to monitor and detect methane emis-
sions. While under predictions would skew estimates lower, a conser-
vative method such as this would reduce overestimations produced by
other methods that would contribute to “false” positives for industry.
Such over estimations may alert site operators more frequently to super
emitter events that are falsely predicted. The statistics of these box and
whisker plots are available in Table S11.

3.2. Results of periods with a DQI < 10

Historically OTM uncertainties have been quantified by using statis-
tics of several measurements. Typically, OTM estimations are eliminated
if they produce a DQI value greater than 10, which can significantly limit
datasets, especially when data are collected continuously, and no effort is
made to collect data during optimal conditions. To compare the un-
certainties to previous studies, the entire controlled release dataset was
analyzed by the default OTM, RF and NN.

For comparison to other OTM studies, the periods that produced a
DQI value less than 10 based on the default OTM analysis (n¼ 181) were
analyzed. The percent error distributions are presented in Figure 2 for the
release rates of 0.04 g/s (Figure 2A, n¼ 43), 0.12 g/s (Figure 2B, n¼ 99),
and 0.24 g/s (Figure 2C, n ¼ 39). Comparisons to previous controlled
release studies are presented in Table 3. The RF and NN both improved
upon the default OTM estimates. It is noteworthy that they contained
more periods within �50% than previous studies, suggesting that these
methods may help to reduce the spread of predictions when the models
are properly tuned and trained on similar scenarios. A comparison to
previous studies is presented in Table 3.

We note that our default OTM data had a larger range of errors than
any previous studies, but sample size was 1.6–9.5 times larger than other
Table 2. Comparison of RMSE results of full control release dataset with various
methods.

Release Rate (g/s) Count RMSE (g/s)

Default OTM Random Forest Neural Network

0.036 395 0.059 0.012 0.024

0.119 325 0.19 0.030 0.054

0.239 84 0.25 0.073 0.12



Figure 1. Comparison of OTM, RF, and NN against
controlled releases for (A): 0.04 g/s (B): 0.12 g/s (C):
0.24 g/s. Box data are the predictions from the given
method. The boxes encapsulate the lower and upper
quartiles, the whiskers extend to the 5th and 95th
percentiles, the blue lines represent the means, the
magenta lines represent the medians, green lines
represent the actual release rate. Unlike RF and NN
models, the distributions of default OTM rates are
heavily skewed regardless of the release rates
(0.04–0.24 g/s).
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studies. In addition, our work tended to focus on smaller emissions rates
that may be more indicative of normal operating conditions at well sites
[4, 5]. However, with the use of RF the combined OTM and EC data
reduced the full range of error to that of Edie et al. While the RF and NN
methods tended to underpredict for larger emissions rates, the range of
estimates within the generally referenced range of �50% improved over
others giving more confidence within this range. In addition, we also
recently showed that the minimum attainable uncertainty due to mea-
surement uncertainty and stochastic nature of micrometeorological
conditions was �17.4% for OTM [45]. Here, 85% of the RF results were
within the �30% range.

BothMLmethods improved over the default OTM for our analysis. Our
analysis was conducted on relatively flat terrain with typical emissions
rates for well pads which further challenges IQTs. However, the reduction
in overpredicted values is important as industry moves towards deploying
unmanned monitoring systems at well sites. Erroneously high estimates
could trigger unwarranted site visits and reduce confidence in such sys-
tems. Our ML methods improved results, specifically the RF improves the
range of estimates for �30, �50, and the 68th percentile. Additional
training data would further improve the ML models as is discussed below.

3.3. ML model discussion

The RF and NN models were trained on a subset of the controlled
release dataset and used to predict the mass emissions. Model inputs
5

were selected based on correlations with known release rates, cross-
correlations with other features, and model improvement and robust-
ness. Model improvements were quantified by a reduction in the RMSE of
a test dataset. The final feature set of the models consisted of 18 variables
produced during calculations of OTM and EC methods. Model hyper-
parameters were optimized using random searches with cross-
validation. Optimized feature selection and hyper-parameters reduced
the RMSE produced by the RF and NN by 4% and 40%, respectively. The
ML models were then compared to traditional methods across several
datasets.

Across the three different controlled release rates the NN and RF
reduced the standard deviation of estimates by an average of 70% and
82%, respectively, compared to the default OTM estimates.

The RF, NN, and default OTMmodels were compared across a dataset
of periods with DQI values less than 10 (n ¼ 181). Previous studies
involving OTM have typically discarded measurements with a DQI above
10. The 1σ errors of the default OTM from this dataset were�64%, which
were similar to the 1σ results of previous studies The NN and RF pro-
duced 1σ errors of �34% and �13%, respectively.

The RF and NN models were therefore able to produce estimates
across the entire release dataset (n ¼ 804). Default OTM values were
compared to these estimates, although based on historical OTM research,
many of these periods would have been discarded. Across the three
release rates of the dataset, the NN and RF reduced the RMSE by an
average of 61% and 78%, respectively. Both the NN and RF models also



Figure 2. Comparison of OTM, RF, and NN estimate errors for (A): 0.04 g/s, (B): 0.12 g/s (C): 0.24 g/s for periods with a DQI < 10. Note the dotted lines highlight the
�50% error range about the 0% error reference.

Table 3. Comparison of results to previous OTM studies (DQI < 10).

Previous Studies This Work

Robertson et al. Edie et al. Brantley et al. Default OTM Random Forest Neural Network

Count (#) 19 24 107 181

Release Rates (g/s) 0.03–0.56 0.04–0.6 0.19–1.2 0.04–0.24

Full Range of % Error �75% to 60% �60% to 175% �60% to 52% �95% to 1070% �75% to 186% �78% to 226%

Tests within �30% – – 71% 30% 85% 65%

Tests within �50% 85% – 56% 93% 85%

68th Percentile Error �28% �38% – �66% �13% �34%
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produced estimates closer to zero during periods where no controlled
release was present, compared to OTM results.

3.4. Overall method discussion

Traditional methods for estimating mass emissions from stationary
single sensors are poorly constrained and have high uncertainties. We
demonstrated that methods for improving estimates was possible
through a novel combined (EC and OTM) approach with ML algorithms
(RF or NN). However, neither of the ML algorithms were fully optimized
6

at the conclusion of this research. The limited dataset utilized here
allowed for comparison to a small number of controlled releases. The
efficacy of either of these techniques as a realistic solution for improving
the accuracy of measurements depends on several factors.

The main drawback of the RF was its inability to extrapolate beyond
its initial training scope. This is a critical flaw in the method when
moving from a controlled experiment with a maximum rate of 0.24 g/s to
the potentially higher emissions rates of actual production sites. How-
ever, this could be overcome with a wider range of controlled release
rates, distances, and release geometries. The problem with such an
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approach is that it is a slippery slope. Where does one stop expanding a
controlled release matrix that is meant to encapsulate any real-world
scenario? Even with this downfall, the RF could still provide value and
insight into emissions predictions. The RF could be combined with other
methods such as a NN. In such a scenario, the RF would be relied upon
when the predicted emissions were below a pre-defined threshold based
on its training and a factor of safety. Say that the RF was trained on
release rates up to 0.24 g/s, as was performed here. The algorithm could
say that if the prediction from the RF was above 80% of this threshold,
then an alternative algorithm which allows for extrapolation should be
used. If a RF were not used for any predictions of mass emissions esti-
mates, its ability to identify key features could still be utilized. This
would be valuable when combining with any type of NN as they are
notoriously difficult to interpret and have the stigma of being a “black
box” methodology. The use of a RF to identify features which could be
used as inputs to a robust NN has been used in medical research with the
use of Forrest Deep Neural Networks (fDNN) [46].

A key drawback of using NNs is the requirement that the features be
scaled or normalized. This makes recursive training difficult because the
model cannot simply be “updated” with new data. Instead, if a MLP was
used, as it was here, the entire potential dataset would have to be rescaled
and the NN retrained. This could be overcome by initially testing what are
believed to be the distributions of each variable in a controlled release
dataset. The difficulty of such a taskwould depend on the features believed
to be required for inputs. Suggested limits could be easily defined for some
variables such as temperature, air heat capacity, signal strength, and StS
direction. Such variables have natural bounds. However, it would be much
more difficult to set the bounds of variables such as methane flux, OTM
estimates, or methane variance. The limits of these variables would not
only depend on the ranges of mass emissions rates, but also on-site ge-
ometries, tower placement, and surrounding ecological conditions. These
factors combined with the stochasticity of micrometeorological measure-
ments, would make recursive training without rescaling a near impossi-
bility. In addition, if the standard scaler were used, as in this work, the
distributions of such variables would also be required. This data would be
unknown no matter the scenario. These factors point towards the data
requiring rescaling when the set is expanded.

With such drawbacks or alternatives in mind, the ML models utilized
in this work could overcome significant obstacles with more concurrent
direct measurements. Most models can be improved with higher quality
input data. As measurements were performed in the field, the size and
scope of the available data would continue to grow. Models trained on
datasets of the highest quality would become more robust in their ability
to interpret complex scenarios. The training and testing sets used in this
research were limited to a small series of controlled releases. Ideally
training sets could be expanded in the following ways:

1. More release rates – expanding the controlled release rate limits
would expand the bounds of both models.

2. Different site geometries – better representation of NG infrastructure
sites with the potential for multiple leaks would be of use.

3. Varied atmospheric conditions – changing the time of year of the
training data and ensuring that the same releases were performed
under various conditions would eliminate reliance on unrealistic cor-
relations, which could be a source of error in the models. However, we
note that the controlled release experiments covered a broad range of
stability classes as did controlled releases from previous studies.

One way to rapidly increase the training set would be to deploy the
MECT during LDAR programs that were coupled with quantification ef-
forts. Even if the MECT was only on a site for a few days during a LDAR
and quantification audit, it would add valuable training data to models.
As new regulations move towards multiple annual audits, more training
data would become available. In such a scenario, during a direct quan-
tification campaign the MECT would be positioned on site at the start of
the audit. Observation of wind direction would help with positioning of
7

the MECT. Once deployed, a range finder or GPS coordinates could be
used to estimate distances and StS directions. While the data would be
limited if only deployed for a single day, over the course of a series of
campaigns the dataset would expand and ideally encapsulate a wide
range of scenarios on which the model could be trained. The MECT could
then be deployed at similar sites, long-term, to allow for better under-
standing of the temporal variability of emissions.

Better understanding of the temporal distribution of emissions could
help target reductions. Improvements in long-term IQTs that are low cost
will help researchers and industry understand the problem of “super-
emitters” as well. It may turn out that sites are only “super-emitters”
intermittently, which would drastically change their emissions profiles
compared to simply assuming that emissions are constant. Elucidating a
clearer picture of emissions profiles both temporally and geo-spatially
will drastically improve our understanding of the NG methane prob-
lem. While this work has not solved the problem explicitly, the research
has identified methods that could enhance OTM alone, by reducing
variability and increasing average accuracy. By using data from multiple
approaches and with the inclusion of ML methods, the work performed
here could provide a pathway to a better understanding of emissions.

4. Conclusions

Recent research has led to the development of new, cost effective
methane sensors and proposed regulations may enable their deployment
at natural gas sites to monitor emissions as part of leak detection and
repair programs. To improve accuracy and confidence in indirect quan-
tification techniques, we examined a novel approach of combining OTM
and EC methods along with ML including RF and NN. We collected
extensive controlled leak experiments over a broad range of atmospheric
conditions to test our approach, its impacts on accuracy (RMSE), and the
spread of estimates (standard deviations and various accuracy windows).
In summary, some key quantifiable findings were:

- RF and NN models were developed and optimized, reducing baseline
RMSEs by 4% and 40%, respectively.

- The optimized models reduced the RMSE of all datasets compared to
the default OTM measurements.

- The NN and RF reduced the standard deviation of estimates with a
DQI less than 10 by an average of 70% and 82%, respectively,
compared to default OTM estimates.

- Across the full release dataset, the NN and RF RMSEs were 61% and
78% lower than default OTM; however, OTM errors were initially
higher than other studies due in part to larger more variable data set
conditions.

- Future research should examine 5-fold and 7-fold cross validation to
examine benefits on error reduction as compared to model overfitting.

With these benefits, our approach could be deployed with new single
sensor monitoring systems to improve accuracy of continuous estimates,
while reducing anomalously high estimates that could trigger unwar-
ranted site visits. Further, as more systems are deployed, periodic
quantification efforts could expand the training datasets to further
improve the methods.
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