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A B S T R A C T

The United States and Canadian Academy of Pathology (USCAP) leadership undertook a high level, global review of educational product outcomes data using high
reliability organization (HRO) principles: preoccupation with failure; reluctance to simplify; sensitivity to operations; commitment to resilience; and deference to
expertise. HRO principles have long been applied to fields such as aviation, nuclear power, and more recently to healthcare, yet they are rarely applied to the field that
underpins these—and many other—complex systems: education. While errors in education are less calamitous than in air travel or healthcare delivery, USCAP's
educational products impact over 15,000 learners a year, and thus have important implications for the future practice of pathology. Here we report USCAP's expe-
riences using HRO principles to evaluate our keystone educational product, the “USCAP Short Course.” Following this novel method of data review, USCAP leadership
was able to better understand diverse learner needs based on practice venue, training level, and course topic. Unexpected lessons included the identification of
specifically challenging educational topics, such as molecular pathology, and a need to focus more resources on emerging fields such as quality and patient safety. The
results allow USCAP to assess educational product performance using HRO tools, and provide strong data-driven decision support for future national pathology
education strategy.
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Introduction

In 1906, Drs. Maude Abbott, William Osler, and others founded the
United States and Canadian Academy of Pathology (USCAP)—then
called the International Association of Medical Museums—to promote
pathology education and scholarship.1 Since that time, USCAP's educa-
tional reach has grown, with the organization now counting over 8000
pathologists as members.2 USCAP members span the professional spec-
trum from pathology trainees to established practitioners, with a wide
variety of clinical practice settings represented, including academic
medical centers, community-based practices, reference laboratories, and
industry.

As part of its core educational mission, USCAP produces educational
products that are available to both members and non-members. USCAP's
educational products are accredited by the Accreditation Council for
Continuing Medical Education (ACCME), making participants eligible for
Continuing Medical Education (CME) credits. As part of the ACCME
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accreditation requirements, USCAP surveys participants on learner
change.3 However, while the ACCME, similar to laboratory regulatory
accreditation agencies like The Joint Commission4 and the College of
American Pathologists,5 requires data collection on specific metrics, it
does not necessarily require that the organization act on this information,
nor is the ACCME regulatory body resourced to follow-up on action
taken. Although the USCAP Education Committee (EC) has always
reviewed the evaluations of USCAP's courses, the USCAP leadership
lacked a systematic approach to interpreting signals from the large
quantities of data gathered. To better understand diverse participant
needs and to identify potential areas for improvement, USCAP's
Continuing Medical Education Subcommittee sought a method to eval-
uate the educational product quality.

There were many educational evaluation models to choose from. The
four most common, however, are the experimental/quasi-experimental
approach to evaluation, Kirkpatrick's four-level evaluation model, the
Logic Model, and the Context/Input/Process/Product (CIPP) model.6 As
l Hospital, 55 Fruit Street, Boston, MA 02114, USA.

022, Available online xxxx
ation of Pathology Chairs. This is an open access article under the CC BY-NC-ND

mailto:yheher@mgh.harvard.edu
http://crossmark.crossref.org/dialog/?doi=10.1016/j.acpath.2022.100048&domain=pdf
www.sciencedirect.com/science/journal/23742895
https://doi.org/10.1016/j.acpath.2022.100048
www.journals.elsevier.com/academic-pathology
https://doi.org/10.1016/j.acpath.2022.100048
http://creativecommons.org/licenses/by-nc-nd/4.0/


C.K. Harris et al. Academic Pathology 9 (2022) 100048
the name suggests, the experimental/quasi-experimental approach iso-
lates individual elements for evaluation, much as one would in a sci-
entific experiment.7 While this model is successful in the (more)
controlled environment of scientific experimentation, the complex and
dynamic nature of education typically precludes isolating a single var-
iable for study. Kirkpatrick's four-level evaluation model looks at four
levels of outcomes from an educational program: (1) Reaction (learner
satisfaction with the program); (2) Learning (knowledge gained from
the program); (3) Behavior (changes in learner behavior after the pro-
gram); and (4) Results (changes in outcomes related to the program's
content).8 Kirkpatrick's model involves a focus on outcomes that goes
beyond learner satisfaction, but it has been criticized for a narrow focus
on outcomes that can prevent a full evaluation of an educational pro-
gram.9 The Logic Model proposes a clear, linear relationship between
inputs and ultimate outcomes.10 The linearity and rationality implied
by the Logic Model can lead an educator to (consciously or subcon-
sciously) ignore unexpected, paradoxical, inconsistent, or highly vari-
able outcomes.11 The CIPP model looks the following components of
an education program: Context (setting, utility, and resources); Input
(implementation strategies, particularly feasibility, and likely efficacy);
Process (assessment of the implemented program); and Product (pro-
gram outcomes).12,13

Although the overarching structural elements of the CIPP model were
utilized when evaluating the USCAP educational product, the committee
specifically sought a lens through which to understand the evaluation of
the educational product. In other words, while the CIPP model is inten-
ded to evaluate educational outcomes by gathering data like participant
feedback, the USCAP committee was looking for a lens through which to
understand that feedback. The lens was high reliability.

Originally used in the fields of aviation and nuclear power, high
reliability is, fundamentally, persistent mindfulness at the level of an
organization that leads to consistently excellent outcomes.14,15 While
errors in education are less calamitous than in air travel or healthcare
delivery, USCAP's educational products impacted over 16,000 learners
in 2017, and thus have important implications for the future practice of
pathology. There are five principles of a High Reliability Organization
(HRO): (1) preoccupation with failure; (2) reluctance to simplify; (3)
sensitivity to operations; (4) commitment to resilience; and (5) defer-
ence to expertise. HROs are defined by their preoccupation with failure,
by the refusal to “rest on their laurels” and to instead seek out imper-
fections. This preoccupation with failure roots out even the smallest of
potential errors rather than being complacent and content with the
already success achieved. Once an error is found, an HRO-mindset de-
mands that simplistic explanations be rejected in favor of nuanced,
thoughtful, and well-researched explanations. Part of that nuanced
explanation involves a sensitivity to operations, a focus on the actual
current performance as related by those on the frontline. Without a
commitment to resilience, an HRO's preoccupation with failure could
lead to a paralytic pessimism, but instead a resilient organization views
failure as an opportunity for growth and further excellence. Finally, like
sensitivity to operations, the principle of deference to expertise prior-
itizes the voices of those with hands-on knowledge and training over
those in leadership positions who are abstracted from the day-to-day
processes.

Using these HRO principles, we performed root cause analyses of
educational product performance variation and empowered course
planners and course faculty to make changes. Here we report our orga-
nization's experiences using HRO principles to evaluate and improve our
keystone educational product, the “USCAP Short Course.”

Materials and methods

Study period

All short courses from the 2017 USCAP annual meeting, which took
place in San Antonio, Texas, on March 4 to 10, 2017, were studied.
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Short course

Short courses are the most highly attended and topically diverse
primary educational product at the USCAP annual meeting, the
largest annual USCAP gathering. At any given USCAP annual meeting,
a broad range of typically focused organ system-based short courses
are offered to cover a deep and comprehensive range of pathology
sub-specialties. Short courses are typically 120 min in length, can be
didactic or interactive in format, and are taught by two or more
faculty members who are subject matter experts. They are tradition-
ally offered live for a 3-year period at consecutive annual meetings.
They are often recorded and offered online as enduring educational
products on demand.

Evaluation survey

At the end of the short course, short course learners were emailed a
link to the web-based course evaluation. In accordance with ACCME
requirements, CME credit was only awarded following completion of the
course evaluation. Participant feedback was obtained using a 44-question
course evaluation survey designed by the EC. Of the original 44 survey
questions, 29 questions were included in the data analysis. The questions
were categorized into four focused sections: (i) participant demographics
(Q1-2); (ii) course design and delivery (Q3-11); (iii) course outcomes
(Q12-22) and; (iv) learner perception of faculty performance (Q23-29;
see Supplemental Appendix 1: Original Survey Questions). Section i (Q1-
2) documented the participant's current role (i.e., practicing pathologist,
pathologist-in-training, other) and primary practice venue (i.e., univer-
sity/medical school, community practice, independent laboratory, com-
mercial laboratory, other). Sections ii, iii, and iv (Q3-29) consisted of
statements about course design, course delivery, course effectiveness,
and learner perception of faculty performance. A 5-point Likert scale was
used, which ranged from strongly disagree to strongly agree, with a
neutral midpoint. Participants were able to skip survey questions by
selecting “not applicable.” Free text space was provided for general
comments on participants' overall experience (Q30).

Data analysis

Raw survey data from 58 short courses were imported from USCAP's
survey website and aggregated into Excel spreadsheets. “Not applicable”
entries were excluded from analysis. Likert scale data were converted
into numerical scores with the assumption that the interval scale of Likert
categories were equal (1 ¼ strongly disagree, 2 ¼ disagree, 3 ¼ neutral,
4 ¼ agree, 5 ¼ strongly agree). Descriptive statistics were used to derive
percentages and frequencies for categorical data. Converted Likert scale
data were expressed as median, mean, and standard deviations. Violin
graphs with boxplots were generated to display data distribution. A
scatter plot was used to identify clusters and explore the relationship
between learner perception of faculty performance and course content
evaluation data by analyzing dual metrics. The one-way analysis of
variance (ANOVA) test was applied to determine whether there were any
statistically significant differences between themeans of converted Likert
scale data among different survey questions, participant roles, or primary
practice venues. A p-value less than or equal to 0.05 was considered
statistically significant. Statistical analyses were performed in SAS 9.3
(SAS Institute Inc., Cary, NC) and charts were generated by Power BI
(Microsoft, Redmond, Washington).

Results

Survey participant demographics (section i)

There were 3617 participants registered for 58 short courses at the
2017 USCAP annual meeting with an absolute survey response rate of
29.6%. A total of 48,161 data points were collected from 1072 unique
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respondents. Of the 1072 survey respondents, the vast majority were
practicing pathologists (n ¼ 981, 91.5%) with fewer pathologists-in-
training (n ¼ 80, 7.5%), and only a small number of other pro-
fessionals (n ¼ 11, 1.0%). Survey respondents were from university/
medical schools (45.9%), community practices (37.5%), independent
laboratories (9%), commercial laboratories (2.9%), and other venues
(4.7%) (Table 1).

Survey responses for course design, delivery, and effectiveness
(sections ii and iii)

Greater than 90% of respondents either strongly agreed or agreed
with survey statements in section ii (Q3-11), which asserted that the
short course was well-designed, delivered, and carried out effectively.
The average quantified score was 4.50 (std ¼ 0.60) out of 5 for nine
questions in this section. The differences in the average quantified score
between questions were statistically significant (P¼ 0.03). The statement
“content was current and evidence-based” achieved the highest average
quantified score at 4.53 (std ¼ 0.57), while the statement “the learner
was encouraged to evaluate this session” had the lowest average score at
4.45 (std ¼ 0.62). Violin charts for Q3–Q11 (course design and delivery)
show a clear bimodal distribution with clustering towards “strongly
agree” (quantified score ¼ 5) and “agree” (quantified score ¼ 4). Every
question in this section achieved a median response of “strongly agree”
(quantified score ¼ 5). (Fig. 1).

Questions in section iii (Q12–22) were designed to assess whether
courses expanded learners' medical knowledge, enhanced their diag-
nostic/clinical practice skills, led to improvement in their performance,
and/or benefitted patients. The average quantified score was 4.35
(std ¼ 0.70) out of 5 for all eleven questions. Out of 1067 respondents,
1023 (95.7%) strongly agreed or agreed that the short course enhanced
their knowledge base, and 92.8% of the respondents would recommend
the course to colleagues. However, scores varied on questions like
whether courses “helped create or revise protocols, policies, and pro-
cedures”, “provided knowledge, strategies, and skills to improve effi-
ciency”, or “provided knowledge, strategies, and skills to improve
safety”. Over 12% of the total responses to these three statements were
negative or neutral, which led to lower quantified average scores of less
than 4.30 out of 5 (Table 2). Differences observed in average quantified
score between questions in section iii were statistically significant
(P < 0.001). Violin charts for Q13–Q22 (related course outcomes)
showed more multimodal distribution. Small groups of “neutral” re-
sponses (quantified score ¼ 3) were identified. Only two out of eleven
questions in this section had a median response of “strongly agree”, and
median response for the remainder of section questions was “agree”.
(Fig. 1).

Statistically significant differences were found in average quantified
scores for course design and delivery statements in section ii: course
design and delivery (4.35, std¼ 0.70) when compared to course outcome
statements in section iii: related course outcomes (4.50, std ¼ 0.60;
p < 0.001).
Table 1
Survey demographics.

N %

Total short courses 58
Participant status 1072
Practicing pathologist 981 91.5%
Pathologist-in-training 80 7.5%
Other 11 1.0%
Primary practice venue 1071
University/Medical school 492 45.9%
Community practice 402 37.5%
Independent laboratory 96 9.0%
Commercial laboratory 31 2.9%
Other 50 4.7%

3

Table 3 and Fig. 2 provide a breakdown of data on quantified scores
grouped by respondent role. Responses were consistent between the
“pathologist-in-training” group and the “practicing pathologist” group
with no statistically significant difference detected for course design and
delivery questions. However, a notable gap between groupswas identified
in results for Q13 to Q19 (questions on whether courses would prompt
changes in practice). Pathologists-in-training responded with statistically
significant higher agreement scores than practicing pathologists did in
statements on whether the courses “helped learner create/revise pro-
tocols, policies, and procedures” (p ¼ 0.04), “addressed professional
practice gaps in learner's knowledge base” (p¼ 0.04), and “learned a skill
that learner needs to improve or change practice” (p ¼ 0.05).

Table 4 and Fig. 3 provide data breakdown on quantified scores
grouped by respondent primary practice venue. The overall responses
from those who practiced at academic medical centers and community
hospitals showed similar patterns. Respondents from independent labo-
ratories gave the lowest agreement scores to many of the survey ques-
tions, while those from commercial labs assigned highest average scores
to each statement in survey section ii and iii.

When asked whether the courses provided knowledge, strategies, and
skills to improve efficiency, safety, patient outcome and satisfaction
(Q20–22), all attendees from 58 short courses scored these questions
lower regardless of their practice level or venue. Average quantified score
for these three questions was 4.31, while other course outcome questions
(Q12–19) achieved an average of 4.37. The difference was statistically
significant (P < 0.001).

Survey responses for learner perception of short course faculty
performance (section iv)

Table 5 summarizes data on respondents' assessment of course faculty
performance. The average quantified score was 4.47 (std¼ 0.66) out of 5
for the seven questions in this section. The survey statement on whether
the “instructor utilized non-conventional techniques (e.g. audience
response system)” received the lowest score (4.16, std¼ 0.90). More than
95% of respondents strongly agreed or agreed that the faculty member
“disclosed relevant financial relationships”, “clearly had expertise in the
subject area”, “slides and other educational materials were useful,
effective, and appropriate”, “maintained the audience's attention”, “was
enthusiastic”, and “is an effective teacher”. Fig. 4 illustrates the distri-
bution of responses for Q23 to Q29. Q26, which addressed non-
conventional interactive methods of teaching, was an outlier result.
The root cause of this lower performance is uncertain; however, may
represent lack of both teacher and learner familiarity with non-
conventional teaching methods such as audience response systems.

Average learner perception of faculty performance scores (Q23-29)
for each short course were plotted together with average overall course
evaluation scores (Q3–22) in a scatter chart to examine the relationship
between the two sets of metrics and a positive correlation was identified
(Fig. 5). Courses in orange dots had relatively lower quantified scores on
both course content and learner perception of faculty performance met-
rics. By contrast, courses in green dots had higher quantified scores on
both course content and learner perception of faculty performance.

A subgroup analysis on ten courses (orange dots/lower overall per-
formance) was conducted to explore the possible contributing factors for
lower scores. Six of ten were identified as new short courses that were
taught for the first time at the 2017 annual meeting. Five of the ten
courses covered molecular pathology related topics. As a result of this
subgroup analysis, data were re-categorized according to course status
(“new” and “continued”) and course topic (“molecular-related” and
“other”). Average scores for questions in survey section ii, iii, and iv were
further calculated for each subgroup. Results confirmed that new
molecular-related courses had the lowest average score of 4.28, while
scores for other subgroups such as “continuedmolecular related courses”,
“continued other courses”, and “new other courses” were higher and
more consistent (Table 6).



Fig. 1. Results for USCAP annual meeting 2017 short course design, delivery, and outcomes, boxplot and violin charts. The distribution of responses for Q3 to Q22 use
a combination of boxplots and violin charts. Boxplots display plain data distribution by outlining the mean, median, and interquartile ranges. Violin charts offer more
detail on probability density using width and length (shape area). They are useful for showing multimodality in the dataset. The shaded blue and orange areas
represent the density estimate of the responses: the more answers that fall in a specific range, the larger the violin shape for that range. Solid black dots represent the
response means and dashed black lines represent medians.

Table 2
Results for overall course design, delivery, and outcomes.

Strongly
Disagree ¼ 1

Disagree ¼ 2 Neutral ¼ 3 Agree ¼ 4 Strongly
Agree ¼ 5

N Mean Median Std

Course design and delivery 4.50 5 0.60
03. Content was adequately described 2 0.2% 5 0.5% 19 1.8% 457 42.8% 584 54.7% 1067 4.51 5 0.58
04. Target audience was clearly defined 1 0.1% 2 0.2% 29 2.7% 465 43.6% 570 53.4% 1067 4.50 5 0.57
05. Learning objectives were clearly stated 1 0.1% 2 0.2% 29 2.7% 452 42.4% 583 54.6% 1067 4.51 5 0.57
06. Learning objectives were appropriate 1 0.1% 4 0.4% 20 1.9% 456 42.7% 587 55.0% 1068 4.52 5 0.57
07. Content was current and evidence-based 2 0.2% 2 0.2% 25 2.3% 440 41.2% 598 56.0% 1067 4.53 5 0.57
08. Syllabus was comprehensive and
well-organized

2 0.2% 6 0.6% 53 5.1% 422 40.7% 555 53.5% 1038 4.47 5 0.64

09. I was encouraged to evaluate this session 1 0.1% 3 0.3% 54 5.2% 455 43.5% 534 51.0% 1047 4.45 5 0.62
10. Pace of this session was appropriate 2 0.2% 10 0.9% 29 2.7% 464 43.5% 561 52.6% 1066 4.47 5 0.62
11. Met the stated educational objectives 1 0.1% 8 0.7% 36 3.4% 446 41.8% 577 54.0% 1068 4.49 5 0.61
Course outcomes 4.35 4 0.70
12. Enhanced my current knowledge base 1 0.1% 13 1.2% 30 2.8% 453 42.5% 570 53.4% 1067 4.48 5 0.62
13. Helped me create/revise protocols, policies,
and or procedures

3 0.3% 14 1.3% 122 11.7% 447 42.9% 457 43.8% 1043 4.29 4 0.74

14. Addressed professional “practice gaps”
in my knowledge base

2 0.2% 9 0.8% 84 7.9% 490 46.2% 476 44.9% 1061 4.35 4 0.68

15. Provided me with information/knowledge
to close the practice gap

2 0.2% 11 1.0% 76 7.2% 494 46.6% 476 44.9% 1059 4.35 4 0.68

16. learned a skill that I need to improve/
change my practice

2 0.2% 14 1.3% 104 9.8% 480 45.3% 460 43.4% 1060 4.30 4 0.71

17. High-quality course that I would
recommend to colleagues

4 0.4% 16 1.5% 56 5.3% 452 42.5% 535 50.3% 1063 4.41 5 0.70

18. Contributed to enhanced competence as a
health care provider

2 0.2% 9 0.8% 58 5.5% 490 46.3% 500 47.2% 1059 4.39 4 0.65

19. I feel I am a better pathologist 2 0.2% 13 1.2% 73 6.9% 486 46.0% 483 45.7% 1057 4.36 4 0.68
20. Provided knowledge, strategies,
and skills to
improve efficiency

2 0.2% 19 1.8% 109 10.4% 457 43.6% 461 44.0% 1048 4.29 4 0.74

21. To improve safety in my practice 2 0.2% 19 1.8% 124 11.9% 436 41.9% 460 44.2% 1041 4.28 4 0.76
22. To improve patient outcomes
and satisfaction

1 0.1% 13 1.2% 85 8.1% 474 45.0% 480 45.6% 1053 4.35 4 0.69
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Discussion

Any organization seeking to improve the quality of an educational
product must answer two questions. First, who is responsible for
measuring quality? Second, how will the quality of the educational
product be measured?
4

Governance of the educational product

Broadly, the USCAP's Education Committee (EC) is responsible for
overseeing delivery of the USCAP educational product. The EC is an
oversight body responsible for soliciting and selecting educational con-
tent and ensuring that the information presented is educationally and



Table 3
Results for course design, delivery, and outcomes group by participant role.

Practicing pathologist Pathologist-in-training p-value Other

Mean Std N Mean Std N Mean Std N

Course design and delivery
03. Content was adequately described 4.51 0.59 975 4.58 0.52 80 0.35 4.36 0.50 11
04. Target audience was clearly defined 4.50 0.57 975 4.54 0.59 80 0.57 4.36 0.50 11
05. Learning objectives were clearly stated 4.51 0.57 975 4.51 0.60 80 0.97 4.36 0.50 11
06. Learning objectives were appropriate 4.52 0.57 976 4.59 0.52 80 0.29 4.36 0.50 11
07. Content was current and evidence-based 4.52 0.58 976 4.58 0.57 79 0.39 4.45 0.52 11
08. Syllabus was comprehensive and well-organized 4.46 0.64 946 4.53 0.59 80 0.41 4.27 0.65 11
09. I was encouraged to evaluate this session 4.45 0.61 955 4.47 0.67 80 0.72 4.36 0.50 11
10. Pace of this session was appropriate 4.47 0.62 974 4.53 0.64 80 0.47 4.36 0.50 11
11. Met the stated educational objectives 4.49 0.61 976 4.53 0.59 80 0.59 4.45 0.52 11
Course outcomes
12. Enhanced my current knowledge base 4.47 0.63 975 4.54 0.57 80 0.39 4.45 0.52 11
13. Helped me create/revise protocols, policies, and or procedures 4.27 0.75 953 4.45 0.65 80 0.04 4.33 0.71 9
14. Addressed professional “practice gaps" in my knowledge base 4.33 0.68 970 4.50 0.64 80 0.04 4.40 0.70 10
15. Provided me with information/knowledge to close the practice gap 4.34 0.68 969 4.47 0.64 80 0.09 4.44 0.73 9
16. learned a skill that I need to improve/change my practice 4.29 0.72 970 4.45 0.63 80 0.05 4.44 0.73 9
17. High-quality course that I would recommend to colleagues 4.40 0.70 973 4.52 0.64 79 0.14 4.50 0.53 10
18. Contributed to enhanced competence as a health care provider 4.39 0.65 969 4.51 0.62 80 0.09 4.33 0.71 9
19. I feel I am a better pathologist 4.35 0.69 968 4.46 0.64 79 0.19 4.33 0.71 9
20. Provided knowledge, strategies and skills to improve efficiency 4.29 0.73 958 4.29 0.84 80 0.94 4.33 0.71 9
21. To improve safety in my practice 4.28 0.75 951 4.30 0.83 80 0.81 4.33 0.71 9
22. To improve patient outcomes and satisfaction 4.35 0.68 963 4.34 0.79 80 0.90 4.44 0.73 9

Fig. 2. Results for USCAP annual meeting 2017 short course design, delivery, and outcomes grouped by participant role: trainee versus attending pathologist
and other.
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scientifically relevant, high quality, evidence-based, and free of bias. The
EC is a 25-person committee composed of practicing pathologists who are
nominated by USCAP leadership and then elected by standing members
of the EC. Typically, members have been in practice more than five years,
have experience serving on USCAP subcommittees, and are published
experts in their subspecialty areas.

Elected members are, while not universally, largely involved with
trainee education at their respective home institutions. The Chair of the
EC serves a 4-year term and is responsible for reporting the findings and
activities of the EC to the USCAP Board of Directors and President
(Fig. 6).

Quality assessment of the educational product

Prior to our study, the quality of the educational product was assessed
in two ways: learner surveys and direct in-person auditing by EC mem-
bers. As an ACCME accredited organization, USCAP collects data on
learner change to assess overall program effectiveness.16 This data
5

collection was accomplished using online surveys filled out by learners at
the conclusion of the short course. In addition to the enrolled learners, EC
members also audit new courses at the live annual meetings and fill out
the same course evaluation survey at the end. While the surveys provided
largely quantitative data, the in-person auditing by ECmembers garnered
more qualitative data on the overall effectiveness of the educational
product, based on the institutional and specialty experience of EC
members. The EC has historically reviewed the survey responses and
shared them with the teaching faculty after each annual meeting; barring
any major issues, it has been left up to individual teaching faculty
whether or not to analyze trends in performance or make any changes.
Thus, while these two methods of evaluation generated large amounts of
valuable data, the outcomes were superficial and tended towards
continuation rather than innovation. Like many organizations confronted
with large volumes of data, the EC struggled with how best to use those
data to drive broad, meaningful change, and improvement. In addition,
much like laboratory accreditation, the increasing regulatory burden of
the ACCME challenged even the most dedicated educational leaders in



Table 4
Results for course design, delivery, and outcomes group by primary practice venue.

University/
Medical school

Community
practice

Independent
Laboratory

Commercial
Laboratory

P-value Other

Mean Std N Mean Std N Mean Std N Mean Std N Mean Std N

Course design and delivery
03. Content was adequately described 4.50 0.57 488 4.56 0.59 401 4.47 0.60 96 4.65 0.49 31 0.21 4.33 0.63 49
04. Target audience was clearly defined 4.48 0.57 488 4.55 0.57 400 4.36 0.58 96 4.61 0.50 31 0.01 4.40 0.61 50
05. Learning objectives were clearly stated 4.48 0.58 487 4.56 0.57 401 4.43 0.59 96 4.65 0.49 31 0.04 4.48 0.50 50
06. Learning objectives were appropriate 4.50 0.55 488 4.56 0.57 401 4.44 0.59 96 4.65 0.49 31 0.09 4.44 0.61 50
07. Content was current and
evidence-based

4.51 0.58 487 4.57 0.58 401 4.41 0.59 96 4.65 0.49 31 0.05 4.50 0.54 50

08. Syllabus was comprehensive and
well-organized

4.45 0.64 469 4.50 0.64 393 4.38 0.64 95 4.61 0.50 31 0.21 4.38 0.64 48

09. I was encouraged to evaluate this
session

4.50 0.63 482 4.50 0.59 390 4.33 0.66 96 4.65 0.55 31 0.02 4.39 0.49 46

10. Pace of this session was appropriate 4.48 0.59 486 4.52 0.64 401 4.31 0.65 96 4.58 0.72 31 0.03 4.36 0.56 50
11. Met the stated educational objectives 4.47 0.61 488 4.54 0.60 401 4.39 0.62 96 4.61 0.62 31 0.08 4.40 0.64 50
Course outcomes
12. Enhanced my current knowledge base 4.46 0.62 487 4.53 0.62 401 4.33 0.66 96 4.61 0.50 31 0.02 4.42 0.64 50
13. Helped me create/revise protocols,
policies, and or procedures

4.27 0.74 479 4.33 0.74 394 4.06 0.80 93 4.71 0.46 31 <0.001 4.23 0.77 44

14. Addressed professional “practice gaps”
in my knowledge base

4.33 0.67 485 4.38 0.68 401 4.18 0.71 93 4.71 0.46 31 <0.001 4.33 0.69 49

15. Provided me with information/
knowledge to close the practice gap

4.33 0.66 485 4.39 0.68 401 4.17 0.73 93 4.71 0.46 31 <0.001 4.34 0.70 47

16. learned a skill that I need to improve/
change my practice

4.29 0.71 485 4.35 0.71 401 4.08 0.77 93 4.68 0.48 31 <0.001 4.27 0.68 48

17. High-quality course that I would
recommend to colleagues

4.40 0.67 487 4.46 0.70 400 4.14 0.80 94 4.65 0.61 31 <0.001 4.41 0.57 49

18. Contributed to enhanced competence
as a health care provider

4.37 0.66 485 4.45 0.63 401 4.25 0.71 92 4.65 0.49 31 0.01 4.31 0.62 48

19. I feel I am a better pathologist 4.32 0.69 481 4.41 0.68 401 4.23 0.72 94 4.65 0.49 31 0.01 4.33 0.66 48
20. Provided knowledge, strategies,
and skills to improve efficiency

4.27 0.75 479 4.33 0.72 399 4.26 0.77 92 4.52 0.81 31 0.23 4.18 0.75 45

21. To improve safety in my practice 4.25 0.77 476 4.31 0.74 399 4.27 0.74 88 4.45 0.93 31 0.43 4.29 0.69 45
22. To improve patient outcomes
and satisfaction

4.31 0.72 481 4.41 0.65 400 4.27 0.66 92 4.58 0.67 31 0.03 4.28 0.71 47
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their ability to go above and beyond simply being compliant with what
was mandated. For the USCAP leadership, there was a frustrating
disconnect between the high-quality, granular input gained from lengthy
course surveys and its effect on specific course improvement and overall
product quality. This led the EC to undertake a higher-level analysis of
educational product evaluation data, through the lens of high reliability,
to gain insight into current performance and identify potential targets for
improvement.
Fig. 3. Results for USCAP annual meeting 2017 short course design, del
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Assessment of the educational product using HRO principles

Any organization can achieve a positive outcome; what sets a (HRO)
apart is the consistency of positive outcomes.14,17 Achieving high reli-
ability necessitates evaluating, analyzing, and only then improving com-
plex systems. Despite its increasing presence in many areas of healthcare,
including pathology,18 applying a high reliability framework to educa-
tional products is remarkably rare.19 Although there are five principles of
ivery, and outcomes grouped by respondent primary practice venue.



Table 5
Results for learner perception of overall faculty performance.

Strongly
Disagree ¼ 1

Disagree ¼ 2 Neutral ¼ 3 Agree ¼ 4 Strongly
Agree ¼ 5

N Mean Median Std

Faculty Performance 4.47 5 0.66
23. This faculty member disclosed
(before the presentation began)
relevant financial

1 0.0% 3 0.1% 49 1.8% 1067 38.7% 1637 59.4% 2757 4.57 5 0.54

24. This faculty member clearly had expertise
in the subject area

1 0.0% 3 0.1% 59 2.1% 1039 37.2% 1688 60.5% 2790 4.58 5 0.54

25. Slides and other educational materials were
useful, effective, and appropriate

3 0.1% 12 0.4% 99 3.6% 1154 41.5% 1513 54.4% 2781 4.50 5 0.60

26. The instructor utilized non-conventional
techniques (e.g. audience response systems)

18 0.7% 110 4.4% 414 16.4% 883 34.9% 1102 43.6% 2527 4.16 4 0.90

27. This faculty member maintained
the audience's attention

5 0.2% 23 0.8% 102 3.7% 1124 40.4% 1528 54.9% 2782 4.49 5 0.63

28. This faculty member was enthusiastic 4 0.1% 13 0.5% 113 4.1% 1082 38.9% 1570 56.4% 2782 4.51 5 0.61
29. Overall, this faculty member is an
effective teacher

7 0.3% 14 0.5% 108 3.9% 1104 39.8% 1540 55.5% 2773 4.50 5 0.62
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HRO, the most fundamental for an organization seeking to improve is
“preoccupation with failure.” Our educational products had received
positive feedback, but rather than stop there, we analyzed specific data
outliers from the broader trend of positive reception. This willingness to
confront shortcomings and to seek out areas for improvement led us to
analyze subgroups of learners and course topics. Our “reluctance to
simplify” our findings led us to perform root cause analyses on our
educational products. Although the EC has historically reviewed learners’
evaluations, the “sensitivity to operations” recommended in HRO meant
the opinions of those on the frontline (learners, educators) were priori-
tized over the opinions of leadership. As previously discussed, the short
courses are offered over a 3-year period and, while they may be modified
between annual meetings, short courses are typically relatively un-
changed over their 3-year run. This inherent longitudinal component
Fig. 4. Results for learner perception of faculty performance at USCAP 2017
annual meeting short courses visualized in boxplot and violin charts.
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meant that the short course was the ideal focus as interventions could be
undertaken prior to the completed delivery of the educational product.
Following review of evaluations and root cause analysis by the EC, course
planners partnered with faculty, sharing the results, and empowering
them to make changes. This “commitment to resilience” ensured that the
course offeringswere dynamic and adaptable, rather than static. The EC is
comprised of pathologists, medical education consultants, business
development staff, the chief operating officer, and quality and safety an-
alysts. This multidisciplinary committee is organized around the final
HROprinciple, “deference to expertise,”with the expertise of the different
members prioritized over a hierarchical structure. We discuss the main
lessons learned here, through the lens of HRO principles (Table 7).

1. Does the educational product lead to changes in learners' practice?

Although overall learner self-reported experience was positive, there
was less agreement on whether short course experiences led to changes in
practice, such as creating or revising protocols, closing practice gaps,
assuring competence, or impacting efficiency and patient safety. The
scores were significantly lower for this set of questions, though still on
the higher end of the Likert scale.

Major barriers exist tomeasuring the effect of educational interventions
on practice outcomes and patient safety in medicine in general, let alone in
the pathology community. The first barrier is the general reluctance of
medical professionals to adopt new evidence-based guidelines in a timely
fashion even when they are mandated by major, validated organizations.
One landmark study showed that it takes an average of 17 years for phy-
sicians to implement new guidelines broadly after they are published.20,21

Another barrier lies in the very practice of pathology and the
changing landscape of disease diagnosis and treatment.22 Emerging
testing areas, especially in oncology and molecular pathology, are
prone to rapid change and so clinical practice gaps and ambiguous
recommendations are inevitable. Additionally, diagnostic testing has
become complex and costly, and institutions of various types, sizes,
and economic models may vary in availability of testing. Case
consultation, practice subspecialization, and reference laboratory
testing have all become more common. Thus, one of the results of
learning more may be the awareness that instead of changing current
practice to reach a new standard, it may make better sense for a subset
of learners in certain practice settings (e.g., community practice or
independent labs) to partner with more specialized groups such as
subject matter experts or reference laboratories to provide excellent
patient care. This reality makes a simple survey question around
changing personal protocols, practice, and outcomes more challenging
to answer positively.

2. Are there differences between types of learners?



Fig. 6. USCAP Education short course educational product oversight organizationa
course content, faculty, quality, and integrity.

Table 6
Average quantified scores by course status and course topic for USCAP AM 2017
SCs.

Course topic

Molecular topics Other topics Overall

Course status New (1st year) 4.28 4.47 4.44
Continued 4.47 4.44 4.45
Overall 4.42 4.45

Fig. 5. Scatter chart of total average learner perception of faculty performance score and average course content score.
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Trainees versus attending pathologists

Despite general challenges in impacting learner change for pa-
thologists in practice, one group did note a statistically significant
affirmative response to questions about practice changes: pathologists-
in-training. Trainees generally agreed that their learner experience
would cause them to change their practice, close practice gaps,
enhance their knowledge, and improve their overall performance as
pathologists.
l chart. The Education Committee (EC) oversees USCAP annual meeting short



Table 7
High reliability organization principles as applied to USCAP educational product improvement.

HRO Principle Definition Conventional model HRO-driven model Outcome

Preoccupation with failure Identify and analyze failures,
rather than ignoring minor (or
major) weaknesses

SC are generally well-received and
renewed, barring major concerns

Analyze specific data outliers from
broader trend of positive reception

Molecular pathology (especially
new courses) and quality and
safety identified as an area
requiring further action

Reluctance to simplify Embrace complexity; conduct root
cause analyses; challenge long-
held beliefs

A generally well received meeting
means the educational product is
acceptable, a poorly performing
SC means a bad faculty lecturer

Analyze subgroups of learners;
analyze course content quality
versus teaching faculty quality,
root cause analysis of “events”
with educational product

Aggregate data on true root causes
of poor educational product
performance and act on
information

Sensitivity to operations Voices on frontline prioritized
over those in leadership

Senior leaders audit portions of SC
to vouch for quality

Learners directly surveyed on their
experiences, feedback is analyzed

Accurate and meaningful
information on the quality of the
educational product from the
learner perspective is collected
and acted upon going forward

Commitment to resilience Anticipating areas of trouble and
recovering quickly

Feedback shared directly with
teaching faculty with no
discussion or action unless
extenuating circumstances, SC
(educational product) completes
3-yr cycle, then either extended or
discontinued based on evaluations
and faculty availability

Course planners partner with all
faculty to make improvements
annually using data gathered and
root causes of challenges
identified

Poorly performing educational
products are continuously
improved (before the following
meeting) based on real, granular,
actionable data directly obtained
from learners

Deference to expertise Expertise is prioritized over
authority

Committee of faculty pathologists
review evaluations and make
recommendations for educational
product and faculty members,
audit courses, and make sure
faculty receive comments from
learners

Multidisciplinary committee
comprised of pathologists,
medical education consultants,
business development staff, chief
operating officer, quality and
safety analysts, and others analyze
educational product performance
data, and provide actionable
feedback to faculty, strategize
about future courses

Future goal: continuous data
feedback leads to thoughtful and
deliberate designing of
educational product with metrics
for evaluation of outcomes on
practice, continuous improvement
of product delivered to learners
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It is possible that practicing pathologists rated sessions lower in terms
of educational value because they already consider themselves to be
subject matter experts. Having deeper knowledge of the subject may
make them more critical of the content and less responsive to proposed
suggestions, or the information presented may confirm their current
practice. For pathologists-in-training, the information being presented is
likely new, therefore they are more receptive to suggested practice
changes. It makes sense that learners still in training to become fully
autonomous pathologists found educational content delivered from ex-
perts in the field more impactful on their practice and learning.
Academic versus community practice pathologists

Given the changing landscape of anatomic pathology testing and the
trend towards referral and subspecialization, we expected to see a dif-
ference in outcomes measures between academic and community prac-
tice pathologists. This was not the case. There was no statistically
significant difference between pathologist practice venue in metrics
assessing outcomes or changes in practice. These data point to higher
level barriers to change implementation than the basic differences be-
tween university-based practices and community practices. Barriers such
as cost control, administrative hurdles, time, and a reluctance to adopt
“new” practices (see item 1 above) can exist for pathologists from all
backgrounds and practice settings and can be challenging to address with
a single annual educational intervention.

3. Are there specific areas of weakness?
Quality and safety education

Irrespective of practice, practice venue, or course topic, learners
assigned significantly lower scores to questions assessing whether
courses addressed practice efficiency, patient safety, and patient out-
comes. Of course, there is a lack of clear published definitions of these
9

relatively new concepts, particularly as they pertain to pathology. This
gap likely affects the ability of learners to recognize to what extent the
educational product fits into the broader framework of patient safety,
outcomes, and efficiency. Recently, a new mandate from the Accredi-
tation Council for Graduate Medical Education (ACGME) has led to
refocusing on quality and patient safety in pathology training educa-
tion.”23 Pathology training programs are responding to the mandate by
developing and implementing quality and patient safety education na-
tionally to meet the new Graduate Medical Education accreditation
standards, and USCAP is participating in these efforts.24 In addition,
there has been a call to action from pathology leaders that pathologists
join the patient safety movement following the publication of the most
recent Institute of Medicine/National Academy of Medicine (IOM/-
NAM) report “Improving Diagnosis in Medicine.”25 It follows that as
training programs and the pathology community adapt to adopt patient
safety principles, pathologists identify knowledge and practice gaps and
seek to close them. USCAP's EC is aware of this need and has worked to
address it in part by emphasizing special offerings on patient safety
education. The integration of quality and safety principles into a
broader set of USCAP educational products is a long-term commitment
of the organization.

Molecular pathology

There was a significant difference in course performance in those
courses with a topic centered on molecular pathology (Table 6). This
finding is challenging to explain. Molecular pathology is a rapidly
growing and changing field, where some senior practicing pathologists
may feel uncomfortable and may have not received much formal
training. Learners have a more difficult time with course content for
which they have minimal comfortable basic knowledge. It is likely
learners will show limited ability to understand and implement changes
related to a topic where they are learning new, rapidly evolving, and
challenging concepts for the first time, similar to the findings in the
quality and safety education section.
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4. How can faculty performance be separated from course performance?

Although separate survey questions existed for “faculty quality” versus
“course quality,” we found that these results clustered together. For
example, despite asking questions about faculty enthusiasm, expertise, and
engagement, we found that these metrics followed overall course content
scores. In other words, when learners rated faculty highly, they rated
courses highly. This positive correlation makes intuitive sense and besides,
education policy researchers have long shown that teacher quality has a
strong effect on learner experience and even subsequent learner perfor-
mance.26,27 Although the EC recognizes the value in choosing high quality
faculty, these data are useful in validating that learner perception of faculty
performance is closely tied to overall course experience.

Study limitations

This study looked at the survey results for one year for all learners
who attended one type of educational offering: the short course. Only
29.6% of learners completed the survey. Organization-level surveys have
an average response rate of 35.7%,28 so our response rate is comparable
to the expected response rate. However, as survey completion is tied to a
learner's receiving CME credit, a selection bias may have impacted our
findings, with meaningful differences between the survey respondents
and the overall cohort of learners.

There are inherent challenges with studying survey evaluation data.
The format is by design self-reported and highly subjective. Additionally,
the results and conclusions from the survey questions are inextricable
from the way questions are asked, and a poorly worded question can lead
to garbled conclusions.29,30 Another challenge is to not overburden
learners with evaluation material while still collecting as much useful
data as possible. While there are some questions that must be asked as an
ACCME accredited organization, USCAP worked to clarify the wording
and to winnow out the valuable questions. The authors did not attempt to
analyze non-numerical data (i.e. survey comments) for the purposes of
this study. Although narrative feedback was utilized for individual course
director planning and EC planning, it was challenging to aggregate into
meaningful data for this broad, high-level study.

One of the most important ACCME metrics is the intention to change
clinical practice following an educational activity. This metric is chal-
lenging to evaluate. For example, although learners may report that they
gained knowledge or made practice changes, the authors were not
actually able to measure the efficacy of educational interventions using
validated knowledge or practice assessment tools. One future possibility
would be to use pre- and post-test data for courses where this data is
available and study changes in test performance as these data relate to
subjective reports on educational experience. Although we did observe
that it was difficult for pathologists to report a change in practice
following course attendance, it may be that the time interval between
when responses were measured was too short to observe an effect on
practice. It may also be that a single 3-h course is, by nature, insufficient
to effect practice changes, but repeated exposure to similar information
over a few cycles may be sufficient.

Finally, it is important to note that this study looked at the learners'
perception of course and faculty efficacy, as a surrogate marker of the
actual course and faculty performance. This is an imperfect surrogate at
best, as some studies have found that there is no correlation between the
perception of learning and the actual learning that takes place.31 We did
not measure learners’ pre and post course knowledge, only their
perception of acquired knowledge and course and faculty efficacy. This is
a qualitative and secondary measurement, based on the available learner
survey data. A possible future direction for USCAP educational product
improvement is implementation of pre and post short course tests, which
would allow for a more quantitative and primary measurement of course
and faculty efficacy.
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Conclusions and future directions

By analyzing USCAP's educational product through the lens of HRO
principles, we were able to mindfully sift through a large data set to
identify concrete lessons, hidden beneath an otherwise satisfactory per-
formance. While learners were generally pleased with the quality of the
educational product, ratings varied based on participant training level and
practice venue; thus, there may be an opportunity to further customize
short courses to meet the specific needs of different types of learners. A
trend across all levels of training and practice venues was the identified
need to integrate more patient safety and quality educational components
into USCAP CME activities. The results also highlighted a few key areas for
improvement including providing increased support for courses with
challenging content such as molecular pathology. The EC will seek to
understand these opportunities for improvement and work to further grow
its offerings in these emerging areas of quality and safety and molecular
pathology.

Following the in-depth review of the evaluation survey data, USCAP's
EC assembled an annual meeting focus group composed of pathologist
learners of diverse backgrounds, levels of training, and practice venues.
These learners are being followed and studied more closely over time, with
quarterly surveys and annual in-person bidirectional information exchange
on educational experience, opportunities for improvement, and resources
needed. Focus group data together with CME evaluation data should
continue to provide useful feedback on the educational gaps and needs of
pathologist learners. USCAP's EC and its leadership aim to use these data to
optimize planning of future educational activities and programs to better
serve pathologists, their clinical partners, and patients.

For other educational bodies interested in utilizing HRO principles to
make educational improvements, we acknowledge that the level of data
analysis involvement in this endeavor is daunting and even prohibitive;
however, we believe that these principles can be applied in a scaled way
that is appropriate to organizations of all sizes and resource-levels. As
already stated above, the first two questions that must be answered are
who is responsible for measuring quality and how will quality be
measured. Once the team has been assembled and the mode(s) of eval-
uation determined (direct observation, participant surveys, pre and post
examinations, comparison of outcomes with similar programs, etc.), the
team can then analyze that data looking for areas of underperformance.
The goal need not be about finding statistical significance, rather it can be
about looking for any easily identifiable outliers. If a Likert scale is used,
it is worth noting that the Likert scale tends to give very tight results with
most respondents giving a rating between a 3 and a 5. This means that
while a 4.3 and a 4.7 may seem similar at first glance, the difference
between those ratings is actually a meaningful difference (regardless of if
it is statistically significant or not). Once any outliers and areas of
underperformance are identified, we recommend picking 1–3 of them to
focus on improving. Be thoughtful about the planned intervention(s),
implement the intervention(s), and then the following year look at the
new set of data. This recommendation takes its cue from the iterative
model for improvement known as the plan-do-study-act (PDSA) cycle. As
the name suggests, the PDSA cycle involves identifying a goal (“plan”) (in
this case, improving the educational outlier or underperformer), enacting
a change (“do”) (implementing the agreed upon intervention), observing
the result (“study”) (gathering the new crop of pertinent data), and then
acting on what is learned (“act”) (continuing the intervention or
changing the intervention).32,33 Finally, while we did not discuss the
qualitative survey comments in this article, they are an invaluable source
of feedback and ideas for directions of improvement. An educational
organization looking to improve quality would be well-served by
spending considerable time looking through learners’ comments. By
uniting HRO principles and a PDSA cycle, educational organizations can
make powerful and meaningful improvements to their educational
products in a short amount of time.
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