
As the population ages, there is a noticeable increase in the 
prevalence of hip diseases and fragility fractures. In light 
of this demographic shift, total hip arthroplasty (THA) has 
emerged as one of the most effective treatment options for 

elderly patients.1,2) It is estimated that hundreds of thou-
sands of THA procedures are performed each year in the 
United States alone.3) The procedure is typically performed 
to alleviate pain and improve mobility in people with hip 
joint disorders such as osteoarthritis, rheumatoid arthritis, 
and avascular necrosis. Recently, fast recovery has been 
possible after THA with the development of bearing tech-
nology and the rapid development of minimally invasive 
technologies, including the direct anterior approach (DAA). 
In addition, the accuracy of surgery using navigation has 
been proven, it is widely used in the clinical field, and the 
surgical results of THA using robots have been reported.4)
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To satisfy the needs of these patients, orthopedic 
resident education programs should train doctors to per-
form THA effectively, and it is necessary to establish a pro-
gram development and evaluation system that can rapidly 
improve the learning curve. In the real clinical field, mas-
tering THA can be challenging for orthopedic surgeons, 
and, as suggested, educating effectively on challenging 
surgical approaches like the DAA poses even greater dif-
ficulties. Therefore, the measurement and evaluation of 
quantitative indicators of surgical techniques will be an 
important task for the next generation of surgeons and the 
safety of patients.

However, the evaluation of competency for these 
surgeries is not being performed properly in the hospital 
field. As a method of analyzing and evaluating the learn-
ing curve of a surgical technique, it is difficult to represent 
the learning curve prediction of surgeons because only 
the operation time and the frequency of complications are 
used.5,6) To solve these problems, the entire process of sur-
gery must be classified based on the video of the surgery, 
and each classified technique must be evaluated. 

Recently, technologies such as computer vision, 
machine learning, and deep learning are rapidly develop-
ing.7-9) In particular, for video channels such as YouTube, 
video indexing technology using artificial intelligence (AI) 
is developing and becoming more accurate.10,11)

Therefore, the purpose of this study was to classify 
THA videos using deep learning algorithms and evaluate 
the accuracy of the labelling of the classified videos. Fur-
thermore, the study aimed to train and assess AI that can 
automatically classify and recognize surgical instruments 
and surgical steps used in THA procedures when applied 
to real-time video footage.

METHODS
This study adhered to the principles of the Declaration 
of Helsinki and was approved by the Institutional Review 

Board of Gyeongsang National University Hospital (No. 
GNUH 2019-05-018-01). All individuals included in this 
study have given their informed consent for the publica-
tion of the results. 

Data and Reference Standard
Our training dataset consisted of videos of 10 THA surger-
ies performed by faculty surgeons and recorded between 
July 2019 and June 2020. The surgical approach for THA 
performed in this study was a posterolateral approach. To 
verify the results, we used 2 different datasets: an external 
dataset and an internal dataset. The first dataset was made 
up of education videos from the American Academy of 
Orthopaedic Surgeons (AAOS) website and the second 
dataset was our own learning data. This study followed the 
Strengthening the Reporting of Observational Studies in 
Epidemiology (STROBE) reporting guideline.

Surgical Video Recording Protocol for Training and 
Test Set 
Focusing on the distance from which the surgical field and 
surgical equipment can be shot, the camera (EOS 100d 
18–55 mm, Canon) was fixed to the operator’s head us-
ing Jimmy Jib (YB-K275, Horusbennu) and then recorded 
the video. When recording video, the camera angle was 
maintained at 30° as shown in Fig. 1, and filming was con-
ducted. 

Annotation for Surgical Procedure
Using prespecified definitions for the 7 phases, 1 surgeon 
(JIY) annotated the start and end of the phases in each 
video. Manual annotations were performed in 7 phases in 
THA: skin incision, broaching, exposure of acetabulum, 
acetabular reaming, acetabular cup positioning, real stem 
insertion, and skin closure (Fig. 2). The total number of 
captured pictures was 210, with 30 pictures used for each 
phase.

3030

Fig. 1. Surgical video recording system.
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Annotation for Surgical Instruments
Within each phase, another trained annotator (JIY) 
marked the beginning and end of the use of the following 
instruments: skin blade, forceps, Bovie, suction device, su-
ture material, retractor, rasp, real stem, acetabular reamer, 
head trial, real head (Fig. 3). The total number of captured 
pictures is 330, with 30 images used for each equipment. 
For the annotation of operational phases, we made bound-
ing boxes on the representative scenes (e.g., skin incision 
phase can be represented by a long-stretched skin cut). For 
the annotation of operational tools, we also made bound-

ing boxes on the corresponding tools. Annotation of 
bounding boxes was implemented by software Labelling.

Model Training and Validation for Object Detection
Using the object bounding box annotations, we imple-
mented the YOLO3 model for the training.12) For the 
implementation of the training, Keras platform was used 
(https://keras.io/). The predicted bound box labels and the 
corresponding time point of selected scenes were extract-
ed, and their combinations were converted to infer the 
operational phases. The inferred operational phases and 

Skin incision Broaching Exposure of acetabulum Skin closure

Real stem insertionAcetabular cup positioningAcetabular reaming

Fig. 2. Seven phases in total hip arthroplasty. 

Skin blade Bovie Forceps Real head

Suction device Suture material Retractor Head trial

Rasp Acetabular reamer Real stem

Fig. 3. Eleven Surgical instruments for total hip arthroplasty.

https://keras.io/
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the time points were recorded on the original input video 
based on in-house Python code.

Firstly, we downloaded 540 operation capture im-
ages of THA procedures from internal surgical videos to 
build a stem detection model using YOLOv3. It consisted 
of 330 images of surgical instruments and 210 images 
of surgical procedures. Manually labelled images were 
successfully used to train the video indexing model. To 
generate a cross-section of labels for each phase instance, 
we sampled frames with a unique combination of instru-
ments used during the phase (https://github.com/tzutalin/
labelImg). The absence of task-specific images has been a 
significant impediment in the development and training of 
recognition models. To increase the training data, we ap-
plied image augmentations such as histogram equalization, 
flipping, and rotation to the original captured operation 
images, resulting in augmented images. These augmented 
images were subjected to our pre-trained video indexing 
model to crop operation procedure fields.

Using a simple Convolution Neural Network (CNN) 
architecture consisting of 6 layers, we developed a feature 
extractor based on these THA procedure images. This 
extractor was able to effectively cluster query images into 
known THA procedures. The input to the CNN was a set 
of 224 × 224 grayscale images, which were passed through 
2 convolution layers and a max pooling layer to generate a 

feature map. This map was then fed into 2 fully connected 
layers, which generated class outputs. Finally, validation 
was performed on 3 external and internal videos.

Seven Phases Model Construction for Video Indexing
A total of 7 phases represented by 11 instruments for THA 
were predicted from the operation videos.

RESULTS 
Tables 1 and 2 are the results of verification using 3 videos 
of our dataset. Table 1 shows the mean average precision 
(mAP) results for 7 phases in THA. The relatively clear 
classification of surgical techniques such as skin incision 
and closure, broaching, acetabular reaming, and real stem 
insertion showed relatively high accuracy with mAP of 0.75 
or higher. However, in cases where definitive classification 
was difficult, such as the definition of acetabular exposure 
and cup position, the mAP was also 0.33, which is less ac-
curate than other classifications. Table 2 shows the mAP 
results for the 11 instruments for THA. Except for the 
suction device, suture material, and retractor, most of the 
equipment showed good accuracy of mAP 0.7 or higher.

The results of the 3 education videos of the AAOS 
website are shown in Tables 3 and 4. Table 3 shows the 
mAP results for 7 phases in THA using the external data-

Table 1. Accuracy for Labelling of the Classified 7 Phases in Total Hip Arthroplasty (Training-Validation Set: Same)

Skin incision Broaching Exposure of 
acetabulum

Acetabular 
reaming

Acetabular cup 
positioning

Real stem 
insertion Skin closure

Accuracy (mAP) 0.84 0.97 0.33 0.97 0.12 0.75 0.84

mAP: mean average precision.

Table 2. Accuracy for Labelling of the Classified 11 Instruments for Total Hip Arthroplasty (Training-Validation Set: Same)

Skin 
blade Forceps Bovie Suction 

device
Suture 

material Retractor Rasp Real 
stem

Acetabular 
reamer

Head 
trial

Real 
head

Accuracy (mAP) 0.97 0.87 0.72 0.33 0.21 0.56 0.80 0.82 0.87 0.70 0.72

mAP: mean average precision.

Table 3. Accuracy for Labelling of the Classified 7 Phases in Total Hip Arthroplasty (Training-Validation Set: Different)

Skin incision Broaching Exposure of 
acetabulum

Acetabular 
reaming

Acetabular cup 
positioning

Real stem 
insertion Skin closure

Accuracy (mAP) 0.94 0.71 0.23 0.68 0.10 0.72 0.94

mAP: mean average precision.

https://github.com/tzutalin/labelImg
https://github.com/tzutalin/labelImg
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set. The relatively clear classification of surgical techniques 
such as skin incision and closure, broaching, and real stem 
insertion showed good accuracy with mAP of 0.71 or 
higher. However, the identification of the acetabular pro-
cedure showed low accuracy as in the same test-validation 
set. Table 4 shows the mAP results for the 11 instruments 
for THA using the external dataset. In the case of different 
test-validation sets, the recognition accuracy of surgical 
instruments was mostly lower than 0.6 (mAP).

DISCUSSION
This study suggests that using deep learning techniques, 
THA images can be accurately identified with a small 
amount of data. The relatively clear classification of surgi-
cal techniques, in particular, demonstrated relatively high 
accuracy with both the same and different test-validation 
sets. Surgical image analysis has several potential areas 
of study. The use of AI cameras with deep learning algo-
rithms in surgical video recording and analysis has the 
potential to be enhanced with automatic zoom and focus 
technology at each stage. This advancement could im-
prove the accuracy and efficiency of the analysis process 
and improve the viewing experience for medical profes-
sionals and students.13-15) AI cameras equipped with deep 
learning algorithms have various clinical applications 
in surgical images. For example, they can be used for 
computer-assisted surgery by providing real-time analysis 
and guidance to surgeons.16-18) Additionally, deep learning-
powered analysis of surgical videos can be utilized in the 
training and education of medical students and profes-
sionals.13,14,19) Furthermore, these algorithms can aid in the 
diagnosis and treatment planning of diseases by analyzing 
surgical images.20) It is possible that there are additional, 
unexplored clinical applications for AI cameras in surgical 
images. As technology advances, it is likely that we will see 
more ways in which it can be used to enhance patient care 
and outcomes.15,18)

The second potential area of research involves the 
automatic organization of surgical records. As an example, 
deep learning-based automatic surgical record organiza-
tion utilizes machine learning algorithms to analyze and 

categorize surgical records and documents.19,21,22) One 
potential benefit of this approach is an improvement in 
the efficiency of medical record keeping and information 
management through the automatic classification and 
organization of surgical records.19,22) This can allow medi-
cal professionals to more easily access and review relevant 
information, potentially saving time and resources.19) Ad-
ditionally, automatic surgical record organization using 
deep learning may be able to identify patterns and trends 
in surgical data, which could be useful for research and 
analysis.23) For instance, machine learning algorithms 
could analyze a large number of surgical records to identi-
fy common complications or effective treatment strategies.

Another area of study could involve the automatic 
calculation of blood loss within the surgical field.24,25) 
Bleeding during surgery is a key factor in patient progno-
sis, and using image analysis to objectively track blood loss 
over time could be valuable.24,25) Additionally, it is worth 
exploring the potential applicability of this AI model to 
different surgical approaches, which could expand its util-
ity and impact in various surgical settings.

In addition, there are several other potential re-
search areas. One of these is the measurement of time for 
each surgical procedure. Operation time is a crucial health 
indicator, particularly for elderly patients whose anesthe-
sia time is influenced by the length of the surgery and can 
affect their recovery.13,26) Automating intraoperative time 
tracking can help reduce surgical time, standardize operat-
ing room appointment times, and reduce patient costs.26) 
In addition, analyzing the time spent in each stage of simi-
lar surgeries can provide insights into the relationships 
between those stages.

Lastly, research on learning curves could be con-
ducted using surgical image analysis.13) It is believed that it 
takes at least dozens of surgeries to become proficient in a 
particular skill, and tracking where the time required for 
a skill decreases through image analysis can be useful in 
understanding the learning curve.

This study has some limitations. The first is the 
small sample size. In this study, 10 videos were used, and 
in the process, the number of samples was expanded by 
applying various conversion techniques. Since learning 

Table 4. Accuracy for Labelling of the Classified 11 Instruments for Total Hip Arthroplasty (Training-Validation Set: Different)

Skin 
blade Forceps Bovie Suction 

device
Suture 

material Retractor Rasp Real 
stem

Acetabular 
reamer

Head 
trial

Real 
head

Accuracy (mAP) 0.60 0.34 0.40 0.56 0.24 0.21 0.56 0.47 0.50 0.48 0.47

mAP: mean average precision.
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was conducted in a state where the number of initial im-
ages was small, a process to further improve performance 
was additionally required. If the number of initial images 
is sufficient, high performance can be obtained with only 
existing images, and richer verification and test data sets 
can be built when various conversion techniques are ad-
ditionally applied.

The second limitation can be grouped into envi-
ronmental factors. During the process of deep learning, 
the recognition rate may decrease when the proximity or 
external screen is dark or when similar procedures such 
as skin incision and closure are recognized incorrectly. 
To improve the recognition rate in these situations, the 
data images must be rearranged according to the frame 
sequence. Additionally, the recognition rate can be im-
proved by recognizing important surgical equipment and 
surrounding procedures together.16) Therefore, it is crucial 
to select important tools and scenes for each procedure 
and include them in the learning process to increase accu-
racy.16)

In addition to the mentioned limitations, it is es-
sential to consider the complexity of surgical procedures 
and the diversity of surgical instruments when discuss-
ing the performance of AI models in real-world surgical 
applications. As observed in our study, different surgical 
procedures exhibit varying levels of complexity, and this 
intricacy can pose challenges for the accurate classifica-
tion of surgical steps and instruments by AI models. The 
performance of these models may depend on their ability 
to comprehend and distinguish the nuances between the 
steps and instruments associated with each procedure. 
Moreover, the diversity in surgical instruments, charac-
terized by differences in shapes and sizes, as well as their 
varied usage across different procedures, is a critical factor 
influencing AI model performance. During our research, 
we noted that the model’s exposure to a broad spectrum of 
instruments during training significantly impacted its abil-
ity to recognize and classify these instruments accurately 
during testing scenarios. The limitations associated with 
instrument recognition may arise if the model has not en-
countered certain instruments during its training phase.

Furthermore, factors such as shooting distance, 
angle, lighting, training environment, and tool shape can 
significantly impact deep learning performance.24,25) As a 
result, it is crucial to gather high-quality data through the 
use of an auto-focusing function and technique that can 
consistently maintain the appropriate shooting distance, 
angle, and brightness.27) Additionally, the factors of shoot-
ing distance, angle, lighting, training environment, and 
tool shape all influence the effectiveness of deep learning. 

As such, it is essential to collect high-quality data through 
the use of an auto-focusing function and method that 
can consistently maintain the proper shooting distance, 
angle, and brightness.27) Endoscopic surgery conducted in 
a closed field seems to be more readily classified; however, 
external factors must be fully taken into account when 
performing surgery in an open field. Further research will 
be necessary to address this issue in the future.

The feasibility and accuracy of using deep learning 
techniques for the automated identification of surgical 
phases in THA videos were demonstrated in our study. 
Our results showed that the femoral stem selection in 
THA patients could be identified with a high degree of ac-
curacy, with mAP values of 0.7 or higher, except for a spe-
cific step in the 2 validation datasets. Therefore, our pro-
posed method can be a reliable and efficient alternative to 
the traditional manual method, which may help improve 
surgical efficiency, reduce the risk of errors, and ultimately 
lead to better patient outcomes.
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