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ABSTRACT
Artificial intelligence (AI) systems are quickly gaining 
ground in healthcare and clinical decision- making. 
However, it is still unclear in what way AI can or should 
support decision- making that is based on incapacitated 
patients’ values and goals of care, which often requires 
input from clinicians and loved ones. Although the use 
of algorithms to predict patients’ most likely preferred 
treatment has been discussed in the medical ethics 
literature, no example has been realised in clinical 
practice. This is due, arguably, to the lack of a structured 
approach to the epistemological, ethical and pragmatic 
challenges arising from the design and use of such 
algorithms. The present paper offers a new perspective 
on the problem by suggesting that preference 
predicting AIs be viewed as sociotechnical systems 
with distinctive life- cycles. We explore how both known 
and novel challenges map onto the different stages of 
development, highlighting interdisciplinary strategies for 
their resolution.

INTRODUCTION
In clinical settings, preference- sensitive decisions 
regarding diagnostic and treatment options often 
need to be determined when patients are incapac-
itated and unable to make such choices for them-
selves. Advance directives, which allow patients to 
declare preferences regarding future care while still 
competent, are often lacking or inconclusive. In 
such cases, surrogate decision- makers or next- of- kin 
help establish what the patient would have presum-
ably wanted. Ideally, their insight into the patient’s 
preferences along with clinicians’ expertise come 
together in a process of shared decision- making that 
aims to define the best possible treatment for the 
patient. However, effectively determining what is in 
the patient’s best interest in accordance with their 
values and goals on their behalf can be challenging 
in practice.

This is especially true in the case of severe and 
unexpected events that necessitate timely intensive 
care interventions. In these situations, providing 
goal concordant care, that is, care that corre-
sponds to patient preferences, requires clarity 
around whether patients would prefer palliative 
approaches or lifesaving interventions depending 
on the likelihood and extent of cognitive or motor 
deficits, survival rates and the burden of the treat-
ment itself. Clinicians must balance a range of ethi-
cally challenging and complex demands, including 
providing treatment consistent with the patient’s 
presumed preferences and values; supporting the 
patient’s family and loved ones; ensuring timely 
decision- making and overseeing clinical care.1 
However, as the literature has shown, there is often 

a considerable gap between the care that is received 
and the care patients would have wanted.2 3 More-
over, available instruments to record goal of care 
preferences, such as advance directives, still do not 
provide the guidance clinicians often need to iden-
tify patient preferences.4 5 Moreover, those close to 
the patient tend to be part of the decision- making 
process, but research has shown that surrogates and 
next- of- kin are often limited in their ability to accu-
rately predict their loved ones’ preferred care6 7 and 
often suffer emotional distress in the face of such 
decision- making.1

Researchers have proposed to address the afore-
mentioned challenges by designing and imple-
menting algorithms that would compute the most 
likely preferred treatment of the incapacitated 
patient.8–10 To the best of our knowledge, the first 
of these proposals dates back to 2010, when Rid 
and Wendler introduced the idea of using patients’ 
sociodemographic data to predict preferred treat-
ment options.1 Since 2010, other algorithmic 
proposals have been made: they all share the idea 
that algorithms can learn patterns in data that 
correlate individual- level information to preferred 
treatments for a variety of clinical scenarios. Despite 
preliminary evidence suggesting that patients, surro-
gates and clinicians may respond positively to the 
use of these algorithms in clinical practice,9 11 12 and 
the successful use of artificial intelligence methods 
in other medical applications,13 a decade after Rid 
and Wendler’s proposal, no working example of 
systems to predict patient’s preferences in clinical 
practice has yet emerged.

The reasons, we argue, are manifold. First, 
the idea of using algorithms to predict patient’s 
preferred treatments is fraught with theoret-
ical challenges that pertain to epistemology and 
ethics. Some of these challenges relate to patient 
autonomy,14–16 the difficulty of avoiding bias and 
the importance of addressing explainability given 
the ‘black box’ nature of many artificial intelligence 
(AI) algorithms.8 Second, the design, development 
and use of these algorithms need to address prag-
matic and human–computer interaction (HCI) 
driven challenges, such as safety, reliability and 
adequate testing to foster usability and trust among 
clinicians.17 18 Lastly, the literature mostly addresses 
the aforementioned theoretical and pragmatic 
challenges separately, missing the opportunity to 
promote a more comprehensive discussion that 
considers the relationship between the two and 
would be better positioned to address such interdis-
ciplinary concerns.

The goal of the present paper is to support both 
the design of algorithms to predict patient prefer-
ences and their implementation in clinical practice 
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by centring questions of ethics and considering a life- cycle 
perspective of the clinical AI systems in which these algorithms 
ought to be embedded.i This view moves away from the existing 
algorithm- centred perspective, instead recognising that an AI in 
clinical applications is more than an algorithm and a data flow: 
it is a system interacting with stakeholders according to the 
different stages of its life- cycle embedded in a particular socio-
technical context.19 Focusing on the particularities of all stages of 
the AI system life- cycle, the aim is to capture the relevant inter-
actions with stakeholders without limiting the discussion exclu-
sively to the challenges stemming either from conceptualisation 
(eg, data collection) or from the integration in clinical decision- 
making (eg, during the possible interactions with surrogates). In 
fact, we consider the before, the during and the after of the AI 
system use in clinical practice and the relation between these 
phases. To do so, we break down the life- cycle of the clinical 
AI system in five sequential steps, highlighting theoretical and 
pragmatic challenges sequentially. To guide our exposition, we 
focus on a use case of relevance for goal concordant care, namely 
decision- making in the intensive care unit (ICU). However, the 
proposed approach can be generalised to other use cases of clin-
ical relevance, such as incapacitation in cases of severe dementia.

The main benefits of our approach are the following. First, 
it allows us to map systematically existing epistemological, 
ethical and pragmatic challenges, such as the necessity to respect 
patient autonomy or to promote appropriate explanations of the 
predicted treatments, onto the different steps of the AI system 
life- cycle. Second, it allows us to identify and discuss novel chal-
lenges, such as those tied to the methodology of studies retro-
spectively evaluating critical care. Finally, it provides actionable 
recommendations to support the design and use of these systems 
in concordance with normative design requirements. As a result, 
we argue, our approach could promote an interdisciplinary 
dialogue between ethicists, clinicians and computer scientists 
focusing on the still- standing challenges that arise from the 
concept of AI- assisted prediction of patient preferences and 
finally supporting the integration of such systems into clinical 
practice.

The plan of the paper is as follows. First, we introduce a 
clinical use case that will guide the discussions throughout the 
paper. Then, we discuss the current state of debate on algo-
rithmic prediction of patient preferences. Finally, we introduce 
our approach. We then present our conclusions.

A USE CASE FOR PREDICTING PATIENT PREFERENCES: 
DECISION-MAKING IN THE ICU
Decisions in the ICU must be made quickly due to the severity 
of the fast- evolving clinical presentation and the time- sensitive 
nature of many of the interventions. In addition, in the ICU, 
patients are often incapacitated, such as in the case of haemor-
rhagic stroke, and cannot directly consent to or refuse interven-
tions. While clinicians primarily seek to follow the will of the 
patient, including in the form of respect for any existing advance 
directive, input may be needed from loved ones and health-
care professionals if the patient is incapacitated and an advance 
directive is either not available or not readily applicable to the 
presenting scenario.

i The life- cycle is a representation of the process of design, devel-
opment, deployment and maintenance of a system, such as an AI. 
In this work, the life- cycle of the AI predicting goal of care pref-
erences comprises five steps: (1) ‘Data Collection’, (2) ‘Mmodel-
ling’, (3) ‘System Design’, (4) ‘Deployment’ and (5) ‘Evaluation’.

De facto, ethical, institutional, social and pragmatic 
constraints, such as time pressure and whether there is any indi-
cation of relevant care preferences, may influence which treat-
ments are administered and hamper clinicians’ efforts to provide 
patient- centred, goal concordant care. The above specificities 
make the ICU a paradigmatic case where methods of evidence- 
based technological support to promote shared decision- making 
can be implemented and where well- considered innovation can 
have significant impact on the quality of care.20

Advance directives, a form through which users leave written 
instructions outlining their future healthcare preferences, play 
an important role in determining care for incapacitated patients. 
Although research has shown that patients desire advance direc-
tives and that surrogate decision- makers find them helpful,21 22 
completion rates remain generally low.4 Moreover, advance direc-
tives have significant shortcomings, such as content that can be 
difficult to understand or have limited relevance to the concerns 
of certain ethnic and social groups.5 Finally, advance directives 
may be unavailable when needed, even if completed, or may fail 
to provide relevant guidance for the scenario at hand.23

If an incapacitated patient does not have an advance directive, 
then surrogate decision- makers or next- of- kin help to identify 
the presumed will of the patient, drawing on past conversations 
or comparable life choices. However, literature shows that these 
stand- in decision- makers have a limited ability to accurately 
predict the goal of care preferences of their loved ones.6 24 More-
over, making such life and death decisions for another often 
generates significant emotional distress1 and needed guidance 
from ICU clinicians can be lacking.25 Finally, surrogate decision- 
makers may not be available for consultation when needed, 
leaving the burden of deciding whether or not to pursue certain 
treatments to clinicians.

In the remainder of this paper, we will use decision- making 
in the ICU as a use case to clarify our discussions on the predic-
tion of patients’ preferred treatments with the use of technology. 
However, our considerations apply to other clinical settings, 
such as the emergency and palliative care unit, and can be gener-
alised to other scenarios of incapacitation, such as cases of severe 
dementia.

ALGORITHM-AIDED PREDICTION OF PATIENT PREFERENCES
In light of the difficulties arising from the shortcomings of 
advance directives and the limitations of stand- in decision 
makers, researchers have suggested the potential value of 
designing algorithms that predict patients’ most likely pref-
erences to support clinical decision- making for those unable 
to make or express decisions on their own behalf.1 8–10 26 ii 
Rid and Wendler’s patient preference predictor (PPP) is an 
early example of such an algorithm.1 Once fed on appropriate 
data, the algorithms would compute a preferred treatment for 
a pre- selected variety of clinical interventions. More recent 
contributions suggest the use of AI rather than algorithms that 
use a pre- defined set of criteria,iii projecting use cases such 
as a Do- Not- Attempt- to- Resuscitate Predictor.9 As input data, 
demographic information that influences care preferences, 

ii In this context, an algorithm is a set of deterministic of prob-
abilistic rules run by computer systems to predict an output of 
interest, given input data.
iii An example is the population- based rule stating that any inca-
pacitated patient will prefer life- saving treatment ‘when there is 
at least a 1% chance, following the intervention, that the patient 
will reach a health state which includes the ability to reason, 
remember and communicate’.24
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such as age, gender, marital status, health condition and 
previous healthcare experiences, could be gathered alongside 
more general aspects of the person’s known goals and values 
to produce either a population- based or individual- based 
prediction.

The working hypothesis states that an accurate algorithm 
increases the chance that patients receive treatment consis-
tent with their preferences.14 The hypothesis is supported 
by empirical evidence showing that an average predictor is 
epistemically comparable to surrogates and next- of- kin in 
predicting preferences.24 27 28

The use of AI methods, such as machine learning (ML), that 
have proven to deliver high performance in multiple clinical 
use cases,13 would allow for the generation of personalised 
predictions of goal of care preferences, instead. It is likely 
that these personalised predictions will be more accurate (on 
average) than those of surrogates or next- of- kin.1

Moreover, high- performing AI- based algorithms have the 
potential to reduce the distress of those asked to make treat-
ment decisions for an incapacitated loved one29 by aiding 
them in incorporating patients’ values and preferences into 
considerations in an evidence- based way.20

However, although preliminary studies show that clinicians, 
patients and surrogate decision- makers are in favour of the 
introduction of algorithms to support decision- making,9 11 12 
iv and despite the increasing use of AI in healthcare,13 no such 
algorithm has been integrated into clinical practice.

Actually, the proposal of using algorithms to predict patient 
preferences is not free from criticism pointing to unresolved 
theoretical and practical challenges. However, the former, 
which pertain to the epistemology and ethics of algorithms, 
rarely inform the latter, which discuss limitations in the 
design and possible use of algorithms in clinical practice. For 
example, some authors highlight the necessity of tackling bias 
in data collection; promoting the use of methods to increase 
explainability of opaque AI algorithms; and providing trans-
parent, secure and reliable infrastructure for their use.8 Others 
focus on ethical challenges, highlighting how such algorithms 
could potentially endanger patient autonomy and the impor-
tance of addressing the perceived acceptability of such tools 
on the part of potential users.16 26 30 These criticisms often 
emphasise concern over how algorithms might diminish or 
confound the role of patients and their families as decision- 
makers. The problem of limiting freedom of choice by using 
demographic data as predictors of preferred treatments is also 
a common concern.16 30 Despite recent efforts,14 these chal-
lenges remain largely unaddressed.

In summary, these discussions capture some of the limita-
tions stemming from algorithmic predictions of patient prefer-
ences, with and without AI. Attention typically centres on the 
algorithm and its input- output data flows at specific stages. 
This perspective, however, falls short by neglecting explora-
tion of the sociotechnical context of such a decision support 
system at all stages of its use. An alternative approach would 
support researchers in responsibly closing the gap between 
conceptualisation and actual use in clinical practice, providing 

iv This evidence, together with the possibility of a timely and 
consistent computation of personalised predictions, the privacy- 
preserving management of patient’s information, and the oppor-
tunity of conducting extensive validations of the AI accuracy 
over time, ‘provide compelling reason to pursue future work 
to evaluate the acceptability and feasibility of using (AI- based) 
predictions of patients’ treatment preferences in practice’.1

a structure for discourse around epistemological, ethical and 
pragmatic challenges and subsequent strategies of resolutions. 
We defend this proposal in the forthcoming sections.

ALGORITHMS TO PREDICT PATIENT PREFERENCES: A 
SOCIOTECHNICAL SYSTEM APPROACH
A sociotechnical system is the result of a technical artefact, for 
example a computer system, in a dialogue with human agents set 
within the specification of social norms or rules that regulate the 
interactions.19 A clinical AI that predicts patient preferences is an 
example of a sociotechnical system: the technical artefact, that 
is, a computer system, generates suggested treatments and inter-
acts with a set of human agents (eg, patients, clinicians, nurses 
and loved ones), from within the set of social norms specified by 
practices relating to emergency decision- making and the value 
of respect for patient- centred care. In particular, social norms 
inform a series of normative requirements deemed necessary for 
the acceptance and use of AI in clinical practice. Examples include 
safety, robustness, reliability, privacy, security, transparency, 
explainability, algorithmic fairness and non- discrimination.18

We have previously shown that the algorithm and data flow 
centred debate on predicting patient preferences has prompted 
noteworthy research efforts. Still, the articulated theoretical 
considerations have not yet informed the development of such 
algorithms or their testing in empirical studies. Vice versa, tech-
nical system requirements are not discussed through the lens of 
epistemology and ethics beyond high- level proposals8 or discus-
sions limited to specific topics, such as the design of surveys for 
data collection.26

In summary, we argue that a siloed approach falls short of 
appropriately tackling the complexity of the problem at hand. 
Therefore, our proposal is to leverage the complexity by 
promoting a structured discourse that holds a clinical AI prefer-
ence predictor as a sociotechnical system that evolves over time. 
By definition, this means considering the technical artefact (ie, 
the clinical AI of which the evolving algorithm for preference 
predictions is a part), user interactions, and the social institu-
tions at each relevant point of time within the system life- cycle. 
To do so, we model the system life- cycle as a sequence of five 
steps: (1) ‘Data Collection’, (2) ‘Modelling’, (3) ‘System Design’, 
(4) ‘Deployment’ and (5) ‘Evaluation’. These are presented in 
figure 1.v At each life- cycle step, we highlight theoretical and 
pragmatic challenges and discuss the relevant interactions with 
stakeholders, including the use of additional digital tools. The 
normative requirements for clinical AIs18 underline all steps of 
the AI system life- cycle.

Following this approach, we can map the challenges discussed 
in the literature, such as respecting patient autonomy or fostering 
the explainability of predictions, into different steps of the AI 
life- cycle, and therefore, discuss step- specific strategies for reso-
lution. Moreover, the discussion of the steps of the AI life- cycle 
supports the identification of new challenges that designers, 
ethicists and clinicians need to address. As a result, our approach 
provides a theory- driven yet application- oriented roadmap to 
the implementation of AI systems to predict patient preferences 
in clinical practice. We collect the steps, their corresponding 
challenges and our recommendations in figure 2. These are 
discussed in detail in the forthcoming sections.

v For the sake of readability, we avoid showing the feedback loops 
between the different life- cycle phases, such as from ‘Modelling’ 
to ‘Data Collection’ that may occur in practice.
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Data collection
Collecting treatment scenarios
When surveying for treatment preferences, the following dimen-
sions must be weighed against one another: the burden of treatment, 
that is, the hardship endured while being treated; the outcome, that 
is, the health state and length of life after treatment; and the like-
lihood of any such outcome.31 Given this complexity, the number 
of questions needed to capture someone’s preferences represents 

a challenge for data collection. For example, Rid and Wendler 
suggest 110–130 questions that may cover 10–20 treatment 
scenarios,10 which is, arguably, a rather intensive exercise for any 
respondent. Few studies have explored the validity of instruments 
for eliciting input to determine preferred treatments. One example, 
the WALT instrument, does so in fewer questions, considering 
multiple aspects of treatment preferences while presenting only 
six clinical scenarios.31 Wendler et al’s study11 puts forward only 

Figure 1 The AI system life- cycle. At each step, we highlight the main theoretical and pragmatic challenges. The 
normative requirements for clinical AIs underline all steps of the life- cycle. AI, artificial intelligence.

Figure 2 The steps of the AI system life- cycle, their challenges and our recommendations. AI, artificial intelligence.
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a single- scenario questionnaire in which respondents express their 
preferences in the case of lost mental capacity due to a car accident. 
It is still uncertain what is necessary and sufficient for such tools 
to capture the respondent’s position well. In summary, a key step 
in generating data that preference predicting algorithms could use 
is to successfully manage the complexity of the variables involved: 
clinically relevant granularity must be captured, but the number of 
variables and scenarios should not overwhelm the respondent or 
interpreter.

One solution we suggest would be to fix an outcome for 
each treatment of interest and ask respondents to indicate the 
minimum or maximum likelihood of the outcome at which 
they would consent to treatment and, where relevant, for what 
minimum duration following. For example, respondents may 
be asked to indicate the maximum likelihood of severe cogni-
tive impairment following cardiopulmonary resuscitation they 
would accept and still desire resuscitation or the minimum 
number of years of survival following an invasive procedure 
that would be necessary for them to desire the treatment. 
Respondents could indicate their choices through a simple 
sliding scale on a digital interface. The benefit of this approach 
is that it would allow for the collection of responses regarding 
a higher number of treatments and outcomes and, therefore, 
generate a finer- grained understanding of highly individual-
ised perspectives on future health scenarios.vivii

A meaningful way to then refine an understanding of the 
respondent’s position would be to complement such sliding 
scales with ranking questions where respondents prioritise 
general goals of care and indicate the relative importance of 
certain personal values. This can become a reference point to 
better understand the profile of decision makers and serves 
as another valuable input for making judgements when the 
elicited scenario does not directly correspond to the real- 
life clinical scenario that presents. It could also function as a 
reflection point, enriching respondents’ consideration of their 
choices, and possibly serve to validate the consistency of their 
stated preferences with their stated goals and values. Finally, 
the use of an algorithm to predict patients’ preferences 
may give rise to fairness concerns. Although the existence 
of demographic disparities is not necessarily indicative of a 
discrimination32 and stated goal of care preferences can be the 
result of different cultural norms and belief systems,33 future 
research should investigate whether indicators of harmful 
demographic disparities, such as financial indicators and their 
proxies, may impact the process of stating goal of care pref-
erences.viii To do so, they may consider collecting feedback on 
the role of financial considerations during data collection via 
questionnaires and interviews, and applying fairness criteria 
while training the model at the life- cycle ‘modelling’ step.32

vi The AI would then compute the likelihoods for each treatment 
and outcome.
vii This approach holds a few additional advantages. The task of 
selecting min/max likelihood on a sliding scale allows the expres-
sion of clinically appropriate and outcome- specific preferences. 
Thus, it offers a narrowly confined target variable allowing the 
collection of preferences at a very granular level (as opposed to, 
eg, binary target variables). Moreover, it needs no human anno-
tation (as opposed to collecting free text).
viii For example, financially disadvantaged participants to data 
collection may repeatedly state refusals of medical treatments 
(eg, indicating min/max likelihoods close to 100%/0%), even in 
presence of favourable functional outcome levels in the proposed 
scenarios, due to the fear of becoming a burden for their fami-
lies in case of prolonged medical treatments and post- treatment 
interventions.

Bias in future-self forecasting
In the context of predicting patients’ preferred treatments, designers 
must address a peculiar source of bias: the one that emerges in the 
very act of declaring preferences. Research shows that biases distort 
people’s ability to accurately recall past experiences and realistically 
forecast future scenarios, leading to errors in decision- making.34 
Even competent patients with high levels of health literacy often 
have difficulty realistically anticipating how they would respond to 
future disability.34 The main example is impact bias,35 produced by 
focalism, that is, focusing excessively on what is lost (eg, as a conse-
quence of a disability), and by immune neglect, that is, the underes-
timation of coping strategies. As a result, people are poor safeguards 
of their future well- being: their biases affect the formation of real-
istic beliefs about their future quality of life and lower their ability 
to make meaningful and accurate preference predictions. Moreover, 
preferences tend to evolve over time, affected by one’s physical and 
psychological condition. Although studies have explored mitigating 
such bias in medical decision- making,36 more research is needed 
to develop methods for assessing and managing bias in predicting 
future- self preferences. The same is true for further decisional chal-
lenges such as decision- making under conditions of uncertainty and 
probabilistic thinking.

To address these limitations, researchers have advocated for 
the use of technology to improve people’s decisional capacity 
when completing advance directives.23 37 Existing efforts include 
multimedia tools, low- health- literacy multilanguage printouts 
and ‘e- planning’ solutions, that is, web- based applications.5 23 
Some authors have recently remarked that, more broadly, digital 
technologies have the potential to aid informed advanced care 
planning by supporting the four components necessary for deci-
sional capacity38, that is, understanding, appreciation, reasoning 
and communication. Using digital technology (eg, a browser- 
based app), those completing advance directives can be guided 
towards supportive elements such as video accounts from others’ 
lived experiences,39 forums for peer exchange and interactive 
thought exercises38. By engaging with this interactive material, 
users can familiarise themselves with future scenarios, gaining 
insights into how they themselves might adapt and respond 
to changing circumstances38. This interactive material might 
improve user’s ability to vividly project themselves into future 
healthcare scenarios, leading to a more likely hypothetical 
picture of the respondents future care goals and preferences38. 
These are concrete ways that digital technology can be applied 
to enhance future forecasting. Moreover, this support of the 
process of preference elicitation would both improve standard 
advance directives and set a foundation for gathering good 
quality data to train preference predicting algorithms.

Moreover, the use of digital tools would ensure the scalability 
of data collection and allow reaching far more participants 
than traditional methods.5 Even if biases and other challenges 
were not completely eliminated, a significant improvement as 
compared with the status quo would–in the absence of other 
disadvantages–be enough to justify the use of AI- based advanced 
decision support.

Modelling
Multiplicity in modelling
An open question is the number of ML models required to 
implement an AI to predict patient preferences. The literature 
does not investigate this point, instead referring to ‘the’ algo-
rithm that would predict preferences.10 However, the specifici-
ties of data collection and ML modelling suggest a more complex 
picture. In fact, designers would need to train one ML model per 
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treatment scenario, either to classify the likelihood of agreeing 
with the proposed treatment in the scenario or to compute the 
maximum (or minimum) likelihood of outcome that would 
make the patient consent to the proposed treatment. This results 
in the maintenance of tens of ML pipelines, each one possibly 
characterised by different modelling procedures. To solve this 
challenge, designers may try reducing the number of treatment 
scenarios to be collected depending on the different levels of 
ML model performance, aggregating ‘contiguous’ scenarios 
while preserving clinical relevance,ix or ranking them and then 
repeating the modelling procedures. As a result, the AI would 
predict only a selection of all possible treatments yet retain its 
relevance for shared decision- making and system manageability 
across the different steps of its life- cycle.

Technical bias and transparency
The technical choices that designers make during modelling are 
another potential source of bias. Bias can be introduced through 
the choice of ML models, the selection of performance measures, 
and the methodologies to reduce class imbalance in data, that is, 
the presence of an unequal distribution of classes (eg, ‘interven-
tion: yes’ and ‘intervention: no’) per each treatment scenario.x 
These design choices may be dictated by theoretical reasons, 
such as different accuracy- complexity trade- offs, or pragmatic 
reasons, such as regulatory requirements. As a result, it becomes 
necessary to align the implementation of technical choices with 
the epistemic and ethical expectations of AIs. To do so, designers 
can draw on recent accounts of AI transparency, such as ‘design 
transparency’,40 that support the disclosure of ‘the standards, 
norms and goal that were implemented in the system’,40 how 
those norms were translated into technical requirements, the 
choice of performance measures and the consistency of these 
choices throughout model retraining.

Explainability in modelling
Without appropriate ‘epistemic guarantees’ during ML modelling, 
clinicians may feel compelled to thoroughly validate each AI predic-
tion during decision- making, undermining the benefits and feasi-
bility of AI support. Relatedly, clinicians may be concerned that they 
must accept the opacity of the algorithms and accept an inability 
to satisfactorily trace the justification for the given suggestion. The 
challenge posed by explainability emerges at multiple stages: when 
data scientists and clinicians aim to validate the ML models through 
an understanding of the underlying logic of outcomes; when they 
assess performance; and when they identify patterns, including 
errors. Although explainability has been evoked as a requirement 
for algorithms that predict patient preference,8 9 no explicit recom-
mendations have been made.

Here, we propose a two- step approach to address the need for 
explainability during ‘Modelling’. First, as the overall input needed 
for training a preference predictor model is relatively small compared 
with other deep learning use cases in healthcare,13 designers should 
start by training models that are interpretable by design. Examples 
include generalised additive methods and decision trees.41 Second, 
while testing more complex models to improve performance and 
better capture patterns in data, they should rely on methods such as 

ix Such as those describing the same treatment and outcome, 
but different (eg, ‘high’, ‘medium’ and ‘low’) likelihoods or 
durations.
x For example, during data collection, only 2% of respondents 
could agree on undergoing cardiopulmonary resuscitation 
procedures in the case of a high risk of cognitive deficit and low 
likelihood of survivability. Class imbalance seems reasonable in 
presence of particularly unfavourable treatment scenarios.

Shapley values42 to compute feature importance scores and provide 
a degree of protection against spurious correlations. Moreover, they 
should use post hoc interpretability methods, such as counterfactual 
explanations,43 to explain any given conclusion. Counterfactuals 
elucidate a suggestion (ie, avoid subjecting the patient to a certain 
procedure) by providing an alternative scenario that describes the 
conditions under which the alternative prediction would have 
emerged. Counterfactuals are algorithmically easy to generate and 
similar to how clinicians often communicate. For example, in the 
ICU, a counterfactual may explain the suggestion against the place-
ment of a shunt to drain cerebrospinal fluid in a 67- year- old inca-
pacitated patient that would have a 90% likelihood of leading to 
moderate cognitive disability:

If the patient had been 60 years old and the likelihood of moderate 
cognitive disability 75%, then he might likely have chosen shunt 
placement instead of palliative care, ceteris paribus

However, although explanations, such as counterfactuals, are 
a valuable tool in the ‘Modelling’ step of the AI system, they are 
neither necessary nor sufficient to justify the ethically sound use of 
AI, foster trust in it and increase its acceptance rates.17 44 Therefore, 
designers should consider their use only in addition to extensive 
performance evaluation of the AI and its empirical testing with 
stakeholders.

Performance evaluation: AI versus surrogates
In the ‘Modelling’ step, the accuracy of the proposed AI is tested 
against the baseline of surrogates’ performance in predicting pref-
erences of their loved ones. The importance of this comparison 
is often emphasised in the literature on algorithmic prediction 
of patient preferences1 10 26; in fact, the key assumption is that a 
high performing AI will promote goal concordant care better than 
stand- in decision- makers. However, this assumption must be tested 
with appropriate methods.xi Surrogates and next- of- kin may have 
limited knowledge of the patient’s preferences; their perceptions of 
the patient’s values and goals may be biased; and the knowledge 
they do have may not directly relate to the situation at hand. The 
decision- making of surrogates and next- of- kin may be guided by 
salient memories and their own life views and additionally shaped 
by interactions with other loved ones and stakeholders.

In summary, surrogates’ predictions are the result of the 
accrual of disparate information over time in processes that 
cannot be a priori modelled or appropriately elicited in a labo-
ratory setting. Therefore, we argue, the epistemic value of an AI 
versus surrogates performance comparison is to provide a prima 
facie evidence of the accuracy of the algorithm and should not 
be overestimated. It should be complemented by other perfor-
mance assessment routines and allow informing refinements of 
the ‘Data Collection’ and ‘Modelling’ steps based on surrogates’ 
feedback and decision- making procedures.

System design
Embedding values in system design
The lack of a structured body of HCI research specific for AI 
systems, especially for clinical applications, affects the development 
of an AI to predict patient preferences. AI systems often fail to 
move to practice since clinicians are reluctant to use them despite 

xi To compare the accuracy of the AI versus the stand- in deci-
sion maker at predicting goal of care preferences, one can adapt 
the empirical protocols of the studies where only the accuracy 
of surrogates is tested24 by letting the AI compute predictions 
independently of the surrogates and comparing error rates with 
respect to the stated preferences of patients.
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good in vitro performance.45 Moreover, when implemented in 
clinical practice, the subpar integration of these systems into the 
workflow impedes clinician motivation to use them.46 Therefore, 
designers can promote a sociotechnical- aware design of clinical AIs 
supporting decision- making by implementing value- sensitive and 
user- centred design principles. Value- sensitive design accounts for 
human values throughout the design process, allowing developers 
to translate a set of values into system requirements.47 Here, the 
values of interest are the embedded values, or ‘values that have 
been intentionally, and successfully, embedded in an AI system by 
its designers’.19 For example, value- sensitive design can be used to 
introduce requirements that translate the values promoted by the 
European Union guidelines for trustworthy AI,48 such as transpar-
ency and explainability. In the case of AIs that predict patient pref-
erences, relevant values would include respect for patient autonomy, 
non- maleficence, preservation of clinician agency, promotion of 
shared decision- making, timeliness and commitment to providing 
goal concordant care. The translation of values in a set of compat-
ible system requirements can be facilitated by using structured ques-
tionnaires and design workshops involving clinicians, surrogates 
and, possibly, patients enrolled from studies on retrospective agree-
ment (see the ‘Evaluation’ section).

What is a good system design?
Finally, user- centred design offers the possibility of developing 
systems based on the characteristics and tasks of their users.49 
Designers should leverage user- centred design of clinical AIs to 
ensure high degrees of usability and robustness, considering different 
interfaces (eg, tablets, computer monitors, interactive screens); 
the particularities of the clinicians’ working schedule; clinicians’ 
comfort with technology; and the characteristics of the location for 
the consultation with loved ones. Moreover, if the AI is directly used 
with loved ones, the display of patient information and treatment 
predictions should allow the assessment of the system trustworthi-
ness by heterogeneous populations of stakeholders with diverse 
languages and belief- systems. Therefore, designers should consider 
multilingual interfaces, using vocal support functionalities or simpli-
fied content and interactions in the case of specific decision- maker 
impairments. Finally, the integration of AI into clinical workflows 
should support timely decision- making and the collection of patient 
data after the choice of treatment, such as in the case of studies on 
retrospective agreement (see the ‘Evaluation’ section).

Deployment
Integration into clinical shared decision-making
Another key consideration is how a decision- making process 
involving clinicians, loved ones and an AI might unfold. On the 
one hand, the AI may be implemented in a workflow to provide 
predictions only to clinicians. As a pilot study has shown, healthcare 
professionals may be quite open to the use of an AI to inform what 
treatment a patient may likely want.9 In this scenario, loved ones 
would not be presented with an algorithmic prediction of preferred 
treatments but, rather, with a suggestion by a ‘clinicians+AI’ dyad.17 
Similar to the ‘modelling’ step, explainability methods would 
support clinicians in forming a mental model of the AI prediction 
to then take into account its suggestion as part of their preparation 
for consulting with loved ones.xii Consideration would need to be 
given to how the best clinicians should, if at all, present the infor-

xii Although the provision of epistemic guarantees is considered 
to be necessary to hold justified beliefs on the trustworthiness of 
an AI,44 the nature of these guarantees is currently under discus-
sion. Specifically, it is debated whether explainability methods 
are an example of such guarantees.17 44

mation provided by the AI. An AI- based decision- support designed 
primarily for clinician use may be especially useful when no surro-
gates are available or surrogates are unable or unwilling to assume 
their role.

In another scenario, both clinicians and stand- in decision makers 
could consult the AI and its predictions, either individually or in a 
joint process. Surrogates or next- of- kin would be given the possi-
bility to interact with the AI to improve their understanding of its 
prediction through explanations that might at the same time foster 
their trust in the system. Recent empirical evidence supports this 
possibility, suggesting that surrogates may respond positively to the 
support of an AI to predict the preferences of their loved ones.12 
Stand- in decision makers may benefit from having a guide in the 
deliberation process and feel less isolated in decision- making; 
however, AI should be limited to the role of a support tool, since 
surrogates rightly emphasise their unique role and authority to 
decide which treatments their loved ones would want accepted or 
refused.12

One concern is that surrogates or next- of- kin may disagree with 
the AI and its predictions, perceiving the AI as challenging their 
decision- making or undermining their confidence.26 Potential 
conflict between surrogates and an AI tool would undermine the 
key hypothesis that ‘if a[n] [AI] can accurately predict patient treat-
ment preferences, it also may reduce surrogate distress’.11 Therefore, 
conflicts arise when accurate predictions on historical dataxiii are not 
sufficient for the surrogates to trust the AI prediction, leading, argu-
ably, to surrogates’ stress in decision- making. In summary, surro-
gates and next- of- kin may approve of having a guide in the form of 
an AI- based PPP, and this support may improve efforts to provide 
goal concordant goal.12 However, outcomes perceived as surprising, 
puzzling or incorrect may still result in discord. Such conflict may 
undermine the value of using the AI in clinical practice.26

This said, we argue that the emergence of conflicts between 
those close to the patient and an AI- based PPP is to be managed, 
not pre- emptively avoided. Conflicts can also emerge between 
loved ones and clinicians when clinicians have a position on what 
is in the patient’s best interest. In this case, disagreements are often 
resolved through consultation–possibly involving a clinical ethicist–
and discussion of the different options at stake. Similarly, we argue, 
when there is disagreement with a suggestion generated by an AI, it 
becomes relevant to support understanding of what underlies the AI 
prediction, creating space to reflect on potential biases while mini-
mising distress from lack of appropriate information, inadequate 
explanations, or inefficient communication.

We believe it remains an open question for now which scenarios 
of AI- assisted decision- making are ethically sound to implement: 
should such AI be reserved for aiding clinician decision- making or is 
there a potential application for direct use by loved ones? Although 
the literature agrees on the supporting role of an AI predicting 
patient preferences,1 9 12 it is not yet clear who should draw on its 
predictions, at what point and why. We argue that, at the time of 
writing, more empirical research is needed to better understand 
the interactions of loved ones, clinicians and such an AI system. 
However, in general, we think access should be provided to both 
clinicians and loved ones with due explanations and as desired. 
Also, the AI- assisted decision- making process may benefit from 

xiii Accuracy is a property of an AI that is measured on a given 
dataset during a performance evaluation of the system. It refers 
to a performance on historical data and cannot be computed 
for a given prediction. Therefore, expressions such as ‘the PPP 
increases surrogates’ predictive accuracy’12 and cognates refer 
to a standard that is achieved before decision- making in clin-
ical practice. As a result, during decision- making, accuracy may 
support loved ones in assessing the trustworthiness of the AI.
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professional moderation through a clinical ethics consultant, partic-
ularly if loved ones are uncomfortable with the AI suggestions. In 
addition, an important ethical consideration to probe is how clini-
cian use of such AI might augment the clinician’s authority and 
affect the power balance in decision- making between clinicians and 
surrogates or next- of- kin. On the one hand, there is concern that 
lack of explainability and insufficiently transparent AI suggestions 
may erode trust and detract from the value of clinician input.17 44 
On the other hand, there is concern that the perceived credibility of 
the AI suggestion may discourage clinicians from applying their own 
judgement or may unduly weigh decision- making in the direction 
of the augmented AI- clinician recommendation diminishing loved 
one’s sense of empowered involvement in joint decision- making.50 
Therefore, the way in which AI recommendations might influence 
the weight of various stakeholders’ input in shared decision- making 
is something to be considered carefully and further explored.

Finally, should AI- assisted decision- making in the future prove 
to be vastly superior to unaided decision- making and become the 
gold standard, the voluntariness of its use by healthcare profes-
sional might need to be revisited. In that case, the AI might hold an 
assumed role as quasi- surrogate, and patients would need to explic-
itly state in an advance directive their preference to decline its use.

Evaluation
Performance evaluation: goal concordant care
Retrospective agreement studies offer the possibility of testing the 
performance of the proposed AI in supporting goal concordant 
care. This performance validation process makes use of qualitative 
and quantitative metrics41 and is grounded by studies set in realistic 
settings, as opposed to the validation in the ‘Modelling’ step.

Considering the ICU use case again, two distinct types of studies 
on retrospective agreement can be used to evaluate performance 
of the proposed AI. In the first study, the predictions computed at 
relevant ICU decision- making moments may be compared with 
the decisions made by clinicians for a sample of patients following 
discharge. This would minimise risk during the training phase by 
presenting clinicians with the AI predictions only after patients are 
discharged. Clinicians could then review all cases by means of the 
patient charts, describing their decision- making processes (with 
or without surrogate decision- makers, available ADs, etc), and 
comparing their outcomes with the preferences predicted by the 
clinical AI at each selected decision- making moment. This type of 
study evaluates the rationale behind the clinical AI predictions as it 
compares to clinicians’ judgement. It could be run when the AI is 
newly deployed in the clinical workflow, periodically to monitor the 
accuracy of the system, or to train clinicians in AI- assisted decision- 
making on selected ethically sensitive patient cases.

A second type of study on retrospective agreement may involve 
patients and their loved ones in a period 6–12 months following 
discharge from the ICU. Questionnaires and structured phone 
interviews could explore and quantify the extent of retrospective 
agreement to intensive care, which is the stated approval of the 
applied treatments, depending on functional outcome as measured 
by, for example, the modified Rankin Scale (mRS) and patient satis-
faction.51 Then, to assess AI performance, one could analyse how 
functional outcome and satisfaction influence retrospective agree-
ment to intensive care qualitatively and identify predisposing factors 
(eg, demographic and clinical data, such as preadmission mRS) for 
retrospective agreement to intensive care.51 This type of study may 
allow comparing the decisions that the AI suggested with those that 
have been made for all patients. As a result, one could analyse for 
which cases, following the AI predictions, it would have resulted in 
higher rates of retrospective agreement to intensive care, as well as 
satisfaction.

These evaluations of the AI would contribute to a better under-
standing of the potential of these systems to foster goal concordant 
care, providing a degree of protection against violations of patient 
autonomy, avoiding preference misdiagnoses and prointervention 
treatment biases that may not correspond with patients’ interests.

Performative prediction
Data generated in the studies on retrospective agreement can be 
collected and used for the modelling of the (updated) ML models 
predicting patients’ preferred treatments. To do so, the personal- 
level information, the preferred treatments and the feedback from 
the interviews of patients following an ICU stay can be added to the 
existing database (or overwrite existing data points). Therefore, the 
deployment of an AI predicting patient preferences allows new data 
to be generated via studies on retrospective agreement and these 
data, in turn, affect the update procedures of the AI, namely the 
retraining of the ML models that predict the preferred treatments. 
This phenomenon is an example of ‘performative prediction’, that 
is, the occurrence of a shift in the distribution of patients’ data 
that results from the deployment of an ML model.52 Performative 
prediction breaks the common assumption in ML modelling that 
data distributions are somehow static or that their change over time 
depends on exogenous causes–such as a pandemic–providing an 
endogenous cause for the shift of the patient data distribution: the 
deployment and use of ML models to assist decision- making.xiv

As a result, if an AI to predict patient preferences is incorpo-
rated into use, designers have to acknowledge that the choice of 
which patients to interview in studies on retrospective agreement, 
how to proceed with data collection, and the methods of analysis 
of their data all potentially introduce biasxv that affects the ‘Data 
Collection’ and ‘Modelling’ steps due to performative prediction. In 
particular, this process may contribute to reinforce class imbalance. 
Management of this occurrence suggests that the sampling strategies 
and experimental protocols of studies on retrospective agreement 
become part of the documentation supporting the transparency of 
the AI system and its maintenance. Finally, model retraining routines 
have to be scheduled to cope with the patient data distribution shift 
over time.xvi

CONCLUSIONS
The integration into clinical practice of algorithms that predict care 
preferences, particularly when involving advanced AI, is a complex 
and interdisciplinary exercise that draws on ethicists, computer 
scientists, designers, clinicians, loved ones and patients. In this work, 
we have proposed a new approach to organise this endeavour, 
suggesting actionable recommendations to hopefully fill a gap that 
has persisted since the early days of the proposed PPP. At the basis of 

xiv An exogenous source of shift of the patient data distribution 
could be the COVID- 19 pandemic. In fact, during a pandemic, 
an increasing number of people face the possibility of hospi-
talisation—including incapacitation—and become more knowl-
edgeable on the risks and consequences of medical treatments 
through media. This may affect the process of elicitation of goal 
of care preferences, as noted by Auriemma et al.53

xv This bias may manifest, for example, in collecting data mostly 
from patients who survived at after discharge or from those with 
low levels of cognitive deficit, so they can actively participate 
in the study.
xvi Model retraining can be performed periodically, that is, once 
per year, or ad hoc depending on cues on the shift of the data 
distribution (eg, analyses of feature and target variable distribu-
tions over time) and other constraints (eg, the resources needed 
for studies on retrospective agreement, fairness or explainability- 
driven requirements).
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our approach lies the conviction that the interdisciplinary nature of 
all stages of the design of AIs to predict patient preferences should 
be harnessed yet organised appropriately, moving beyond taking 
either theoretical or pragmatic questions in isolation. To do so, we 
have proposed to consider AIs as sociotechnical systems, considering 
their life- cycle as a guide for our discussions. This theory- driven yet 
application- oriented approach has allowed us to discuss existing and 
new challenges for implementation of AI preference predictors into 
clinical workflows. Our attempt aims to ignite a critical discussion 
on how to best shape the use, evaluation and continuous improve-
ment of algorithms assisting ethically challenging decisions in clin-
ical practice. Hopefully, this discussion will lead to the generation 
of sought- after evidence regarding the performance of AI and its 
potential supporting role of human decision- making around most 
likely preferred treatments.
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