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Model-based assessment of replicability for
genome-wide association meta-analysis
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Genome-wide association meta-analysis (GWAMA) is an effective approach to enlarge
sample sizes and empower the discovery of novel associations between genotype and
phenotype. Independent replication has been used as a gold-standard for validating genetic
associations. However, as current GWAMA often seeks to aggregate all available datasets, it
becomes impossible to find a large enough independent dataset to replicate new discoveries.
Here we introduce a method, MAMBA (Meta-Analysis Model-based Assessment of replic-
ability), for assessing the “posterior-probability-of-replicability” for identified associations by
leveraging the strength and consistency of association signals between contributing studies.
We demonstrate using simulations that MAMBA is more powerful and robust than existing
methods, and produces more accurate genetic effects estimates. We apply MAMBA to a
large-scale meta-analysis of addiction phenotypes with 1.2 million individuals. In addition to
accurately identifying replicable common variant associations, MAMBA also pinpoints novel
replicable rare variant associations from imputation-based GWAMA and hence greatly
expands the set of analyzable variants.
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ARTICLE

enome wide association meta-analysis (GWAMA) is an

effective approach to enlarge sample size and empower

the discovery of genetic variants associated with complex
traits. In the past decade, GWAMA identified numerous genetic
variants that are associated with various complex traits, including
cardiovascular diseases!?, diabetes’, and cancer®>. These asso-
ciated variants helped narrow down the list of potential causal
genes, and provided numerous targets for biological follow-up
and drug development®-8. For the years to come, it will be a
central focus of disease biology to understand the functional and
clinical consequences of GWAS loci.

A critical step preceding any functional follow-up is to confirm
the validity of the identified association signals. Ascertainment
bias, phenotyping or genotyping error, population structure, or
cryptic relatedness can all cause false positive discoveries and
mislead downstream functional studies that are costly to perform.
To minimize false positive findings, replication is often conducted
using an independent dataset. If the identified association remains
significant, the signal is considered as replicated and likely valid.
While replication is the gold standard for validating GWAS dis-
covery, there is always a tension between the motivation of des-
ignating a suitably sized replication dataset, and aggregating all
available cohorts in a discovery sample to maximize the power of
genetic discovery. Just as in discovery samples, replication studies
can also have type I or type II errors, so it is important that
replication studies should be of sufficient sample size to convin-
cingly distinguish the non-zero effect from the null effect’. As
GWAS discovery sample sizes increase, newly identified loci tend
to have smaller effect sizes, or come from variants with rare
minor allele frequency!®, which makes finding a sufficiently
powered replication dataset increasingly challenging. Moreover,
after replication, studies often seek to jointly analyze the dis-
covery and replication datasets to discover additional loci, which
will be left unreplicated. As such, there is a compelling need to
develop a principled statistical model-based approach to assess
the replicability of genetic association studies when a suitable
replication dataset is unavailable.

Classical approaches for meta-analysis, such as fixed effects!],
random effect meta-analysis!?2, or their adaptations in
GWAS!314, do not specifically address the replicability problem.
These methods may produce spurious meta-analysis results when
some participating studies contain false positive signals. In
practice, some ad hoc procedures may be applied to examine the
validity of the results!®, e.g. if the association signal is supported
by a certain number of participating studies or if the hetero-
geneities of the genetic effect between genetically similar popu-
lations are small!®, which can be hard to reproduce and
generalize. Also, in order to protect against spurious associations,
some overly conservative criteria may be applied in the quality
control, e.g. studies may attempt to remove all low-frequency
variants from imputation-based GWAS!7, even though many of
the imputed low-frequency variants may still be informative and
causative. Some principled methods exist for assessing the
replicability for biological experiments, including repfdr and
SCREEN which were developed specifically for GWAMA18-20,
These existing methods seek to leverage the strength and con-
sistency of the signals between biological replicates to distinguish
replicable and non-replicable signals. Yet there are several lim-
itations to these approaches when applied to GWAMA. For one,
they only rely on the statistical significance of the association but
do not consider the estimated effect sizes, or the potential sample
size differences between participating studies. Large datasets
produce more significant p-values compared to smaller studies
when the estimated association effect size (either genuine or
spurious) is the same, so the significance of association in each
cohort is not a reliable measure for replicability. Also, some of

these methods (e.g. repfdr'8) were developed for a few biological
replicates and cannot scale well with meta-analyses with many
participating studies.

We address the limitations of existing methods by developing a
principled approach MAMBA (Meta-Analysis Model-based
Assessment of replicability) to assess the replicability of
GWAMA association signals. Our approach models the genetic
effects as a mixture of SNPs with real non-zero effects, normally-
behaved null SNPs, and SNPs that have null effects but appear as
spurious association signals in some participating studies due to
artifacts in the data. MAMBA performs meta-analysis for
genome-wide SNPs and calculates a posterior probability of
replicability (PPR) that a given SNP has a non-zero replicable
effect. Similar to other methods for assessing replicability, our
method exploits cohort-level summary association statistics from
multiple studies in GWAMA. It assigns a higher PPR to an
association signal, if the SNP is significantly associated with the
phenotype and its estimated effect sizes are consistent across
multiple studies. Compared to other meta-analysis methods,
MAMBA is much more robust to outlier studies. In the special
case that fixed effects assumptions hold, and no heterogeneity or
outliers are present, MAMBA is similar to a standard inverse-
variance weighted meta-analysis (except that MAMBA imposes a
prior on the distribution of effect sizes across SNPs), resulting in
virtually no loss of power compared to the widely used fixed effect
meta-analysis. We conduct extensive simulations to evaluate the
performance of our approach in assessing the replicability of
association signals in meta-analysis across a wide range of sce-
narios. We show that MAMBA can powerfully identify replicable
association signals. It also improves the genetic effect estimates by
borrowing information across genome-wide SNPs and applying
shrinkage. We further demonstrate the value of the method by
applying it to a GWAMA of several smoking and drinking
addiction phenotypes from the GWAS and Sequencing Con-
sortium of Alcohol and Nicotine use (GSCAN), where summary
statistics are aggregated from 35 individual study cohorts of
European ancestry, and up to 1.2 million research participants!”.
In the published meta-analysis!’, a stringent quality control was
conducted and only variants with MAF > 0.1% were analyzed to
ensure the quality of the results, yet it potentially left out well-
imputed rare frequency variants with MAF < 0.1%. In this study,
we reanalyze the common variants (with MAF >1%) and low-
frequency variants (0.1%<MAF <1%) analyzed in the original
study, as well as the rare imputed variants (with MAF <0.1%)
using MAMBA. Among the 556 published common and low-
frequency variant signals, we identify only one with low PPR
(<10%), while 529 have PPR greater than 99%. In our extended
analysis of ~4300 rare imputed variants, we identify 2,807 var-
iants with PPR greater than 99% with many being coding var-
iants. These identified rare variant association signals pinpoint
potential new loci with pleiotropic effects on lipids metabolisms,
immunity, and substance use. MAMBA hence further expands
the utility of imputation-based genetic studies to robustly study
rare variants.

In this work, summarily, we propose methods for assessing
replicability from GWAMA, reanalyze an ultra-large-scale
GWAMA of tobacco and alcohol use phenotype, and identify a
number of interesting rare variant associations. The proposed
methods and software will benefit future large-scale genetic stu-
dies using biobanks.

Results

A motivating example. The MAMBA model was motivated by the
observed patterns of outliers from multiple large-scale GWAMA on
lipids levels and smoking drinking traits. As a motivating example,
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Fig. 1 Cohort level Z-scores for a genome-wide significant SNP that was
identified as non-replicable for a Smoking Initiation (SmkInit) phenotype
from GSCAN Consortium. Cross-mark indicates the meta-analysis z-score
from a two-sided hypothesis test unadjusted for multiple comparisons.
The size of the dot is proportional to the sample size of the cohort.
Identified “outlier” summary statistic is marked as orange, which has a
disproportionally large Z-score and drives the meta-analysis association
results. The purple triangle indicates the MAMBA estimated Z-score, the
posterior probability of replicability is 9 x 10-22, very close to 0. Source
data are provided as a Source Data file.

we plotted the contributed summary association statistics (i.e. the
Z-score statistic) from each participating study (Fig. 1) for a SNP
for a Smoking Initiation (SmkInit) phenotype in GSCAN. Under
the assumption that the genetic effects are similar in different
studies, the magnitude of the Z-score statistic should be approxi-
mately proportional to the square root of the sample size. However,
as shown in Fig. 1, there is an outlier study that contributes a
disproportionally large Z-score, which leads to a significant fixed
effect meta-analysisp-value (p = 1 x 10~°). Just as in this example,
an outlier from a contributing study may easily dominate the result
in a fixed effect meta-analysis, even if a majority of the test statistics
follow the null distribution. This insight motivated us to model the
effect size estimates from participating studies as a mixture of
outliers with inflated variance and normal well-behaved estimates.

Methods overview. MAMBA is a two-level mixture model that
takes the genetic effect b; and its standard deviation s; from
participating studies as input for a particular SNP j, ie. b; =
(b, ..., bjx) and s; = (sj;, ... ,six). To mathematically describe
this model, we define indicator variable R; ~ Bernoulli (), with R;
=1 if the SNP has a real non-zero effect. When the SNP has null
effect (i.e. R;=0), we further define an indicator variable Oj, ~
Bernoulli (A) indicating whether the SNP is a spurious association
with inflated variation (i.e. Oy =1) in study k, or it is a well-
behaved null SNP (i.e. Oj = 0). Conditional on the indicators, the
distribution of the genetic effect by satisfies

P(bl;, Ry = 1) ~ N (g, 55) with p(g|R; = 1) ~ N(0,7%)
p(bjk|yj =0,R;=0,0; =0) ~ N(o,s}k)
p(byly; = 0,R; = 0,0 = 1) ~ N(o, asfk)
(1)
Here a is an inflation factor which captures the extent of
inflation in the observed effect sizes for outlier summary statistics
(ie. Rj=0, Oy =1). As a special case, when no outliers exist,

conditional on the mean value parameter y;, the MAMBA model
reduces to that of a fixed effect meta-analysis®!, i.e. p(bylu;) ~

N(y;,s3) for all SNPs. As the goal of the model is to identify
replicable associations, we do not allow for outliers or model

variance inflation when a SNP has real non-zero genetic effect
(i.e. the case R;=1, Oy =1 is not considered in our model). To
assess the replicability of GWAS loci, we choose the sentinel
variant from each locus as input, which is pruned based upon
linkage disequilibrium. We assume that the SNPs used in the
model are independent, so the likelihood for all SNPs becomes
the product of the likelihood of individual SNPs. When it is of
interest to estimate the genetic effect sizes of all variants in a locus
(and not merely the sentinel variants), we found that fitting the
same model using correlated SNPs led to similar improvements as
MAMBA in estimating genetic effect size. In this case, the model
can be considered as a composite likelihood (MAMBA-est),
which takes all SNPs in the identified loci as input. This allows for
genome-wide estimates of genetic effect size, which can be used
for many downstream analyses. If the primary goal of the analysis
is assessing replicability, MAMBA is preferred to MAMBA-est
due to its computational convenience. A more detailed compar-
ison of MAMBA and MAMBA-est can be found in “Results”.

Using an expectation-maximization algorithm, we estimate the
hyperparameters from the data, and calculate the PPR. MAMBA
(and MAMBA-est) give improved estimates of the genetic effect
by modeling the joint distribution of the effect sizes across
different genetic variants. To facilitate the comparison with
frequentist methods, we further developed a parametric bootstrap
method to calculate p-values testing Hy:y; = 0 for each SNP. More
model details can be found in the “Online Methods”.

Simulation studies. We conducted extensive simulations to
compare the performance of MAMBA with existing meta-analysis
and replicability analysis methods. We assessed the models in terms
of type I error control, power, and estimation of the underlying
effect size. The models considered for comparison include

1. fixed effects inverse variance weighted meta-analysis (FE);
. random effects DerSimonian-Laird model (RE)!%;

3. Han and Eskin’s random effects model (RE2) that assumes
no heterogeneity across studies under the null hypothesis!3;

4. Binary effects model (BE)!* that assumes for each SNP, a
portion of the studies in the meta-analysis have null effects
while the rest of the studies have fixed effects;

5. SCREEN method for replicability analysis!®, a method
which calculates the posterior probability that a SNP has
non-zero effect in at least a given number of studies.

As each method makes different assumptions regarding the
distribution of the estimated effect sizes across studies, we
considered 5 different data generation processes (DGP) to
facilitate a comprehensive and fair comparison between different
methods. Under each DGP, we simulated 60 million independent
SNPs, and randomly picked 1% of SNPs to have true non-zero
effect, which are normally distributed with mean zero and
variance 72. The effect size estimate variances ka were generated

in our simulation by sampling with replacement from the
variance of the observed genetic effects calculated from existing
GSCAN study summary statistics. The effect size estimates were
then simulated based upon the estimated true effect sizes and
standard errors sampled from the GSCAN studies, following the
assumptions of each DGP.

For the MAMBA DGP, we varied the severity of outlier test
statistics, while for RE and RE2 DGP we varied the amount of
effect heterogeneity across cohorts. For FE DGP we considered
different magnitudes of fixed effects sizes. For BE DGP we
randomly selected a fraction of the studies where the genetic
effect of causal variants is non-zero. A complete and detailed
breakdown of simulation scenarios considered can be found in
the Supplementary Note.
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Fig. 2 Comparison of power and the mean square error for different methods in simulation studies. a The power was evaluated using 1 million
replications at the significance threshold of @ =1x10-%. b The mean-squared error for the genetic effect estimates were evaluated for MAMBA, fixed
effect (FE) and random effect meta-analysis (RE). The RE2, BE, and SCREEN methods do not produce genetic effect estimates and thus were not
considered. Scenarios under different data generation process (DGP) were considered. Source data are provided as a Source Data file.

Simulation evaluation of type I error. We evaluated empirical
type-I error rates at a = 1 x 1076, 1 x 107>, 1 x 1073, and 0.05 for
each method under different DGPs (Supplementary Data 1). The
type I error was evaluated using 60 million simulated genetic
variants for each DGP.

First, we found that under the fixed effects assumption
(DGP=EE), all methods have controlled type I error for different
significance thresholds, except for the RE method which tends to
be conservative. When outliers are present in the dataset
(DGP=MAMBA), all models except for MAMBA have inflated
type-1 error. The inflation of the type-I error rate becomes
increasingly severe as the significance level becomes more
stringent. For example, at a=1x 1073, type I error for the FE
method is 5 times inflated relative to the significance threshold,
and BE and RE2 methods are both >10 times inflated. At a more
stringent threshold of a =1x 1075, the type I error for the FE
method is >400 times the significance threshold, whereas BE and
RE2 both have type-I error rates of more than 4000 times the
significance threshold.

Interestingly, the RE method does not have well-controlled
type-I error even when the data are generated under a RE DGP.
This is in fact consistent with previous investigations*2-24. The
type I error inflation is due to the challenge of accurately
estimating the heterogeneity in a set of meta-analysis studies. On
the other hand, the MAMBA model produces better-calibrated p-
values compared to the RE model even when the data is generated
according to a RE model. For example, at a =1x 1079, the RE
method type-1 error rate is 9.7 x 1076, close to 10 times the
significance threshold, while the type I errors for FE, RE2, and BE
methods are all greater than 20 times the nominal threshold. The
SCREEN model was not considered here, as it does not calculate
meta-analysisp-values.

Simulation comparison of power. We next compared each method
in terms of power under different DGPs (Fig. 2a). As some
methods have inflated type-I error rates, we recalibrated the
significance threshold for each method so that all methods have

an empirical type-I error rate a =1 x 1076 The power compar-
ison was based upon the recalibrated threshold (Supplementary
Data 2). We first note that when standard fixed-effects assump-
tions hold (DGP=FE), power for the MAMBA model is nearly
equal to that for fixed-effects meta-analysis, and larger than any
alternative methods. When the data are generated with outliers or
heterogeneity (DGP=MAMBA or RE DGP), the power of the
MAMBA model is also greater than that of any other method.
Under an RE2 DGP, where heterogeneity exists only under the
alternative hypothesis, MAMBA and FE have nearly identical
power, and both are slightly more powerful than the RE2 method.
This comparison is in fact consistent with Han and Eskin’s
finding!3, and is reflective of the amount of between-study het-
erogeneity (0.05-0.3) we used in the simulation studies. In gen-
eral, one would expect some advantages for the RE2 method over
alternatives in cases of more extreme effect heterogeneity. Finally,
while the BE model has superior power when less than 90% of the
studies are associated with the phenotype, the MAMBA and FE
models are the most powerful methods when the genetic variant
is associated with the phenotype in 90% or more of the studies. As
the goal of the MAMBA model is to identify real and non-zero
replicable associations where effects are present in all cohorts, the
comparison result with BE is expected in cases where only a small
proportion of studies are associated with the phenotype.

Improved accuracy for genetic effect estimates. In assessing the
accuracy of effect size estimation, we observed that the MAMBA
model exhibits lower mean-squared error (MSE) between the
estimated and true effect sizes compared to FE or RE methods
regardless of the DGP (Fig. 2b). This is likely because the
MAMBA posterior estimator benefits from shrinkage achieved by
jointly modeling all SNPs. Under the FE, RE, RE2, and MAMBA
DGP, we noted that the MSEs of genetic effect estimates from FE
and RE models are more than 40 times larger than that of the
MAMBA model. The BE, RE2, and SCREEN models were not
considered for comparison here as they do not directly estimate
effect size.
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Table 1 Sample size for discovery and replication cohorts for
smoking and drinking phenotypes in GSCAN.

Phenotype Discovery N (number of Replication sample size

contributing studies) (23andMe)
CigDay 263,954 (34) 73,380
DrnkWk 537,349 (33) 403,931
SmkCes 366,740 (36) 234,398
Smklnit 651,337 (35) 599,289

Estimation of MAMBA Hyperparameters. A summary of hyper-
parameter estimates across all simulated DGP is shown in Sup-
plementary Data 3. When the data are generated according to the
MAMBA model, average estimates of MAMBA hyperparameters
are close to the true values used in the simulation. Under a FE
DGP, the inflation factor a converges to nearly 1, which indicates
no inflation and is equivalent to the FE DGP assumption. We
found that under RE or RE2 DGP with the I heterogeneity
statistic between 5-30%, the fraction of estimated outlier studies
was large (~0.6), but the estimate of variance inflation o was
moderate (between 1 and 1.6). As indicated by well-controlled
Type I error, MAMBA appears to be flexible enough to ade-
quately model a RE DGP. Under all DGP, the estimated pro-
portion and variance of replicable non-zero effect SNPs were well
estimated by the MAMBA model. We also ran additional simu-
lation scenarios, considering cases where the MAMBA inflation
factor was large and the proportion of outliers was small (a =
100, A = 0.001), and where the inflation factor is relatively modest
(a=1.1, A =0.025). These scenarios are reflective of the models
estimated for GSCAN addiction phenotypes. We found that
MAMBA hyperparameter estimates remained unbiased with well-
controlled Type-I error rates, with power and MSE of effect sizes
improved compared to alternative methods (Supplementary
Data 4).

Application to GSCAN meta-analysis of addiction phenotypes.
We also used the GSCAN dataset to compare meta-analysis
methods and their potential to assess replicability in GWAS. The
GSCAN study consists of 35 contributing research studies and a
combined sample size of up to 1.2 million participants!’. In this
study, a total of 406 novel loci were identified. Here, we consider
analyzing Drinks per Week (DrnkWk), Smoking Initiation
(SmkInit), Smoking Cessation (SmkCes), and Cigarettes Per Day
(CigDay) phenotypes. Table 1 displays the sample sizes for each
trait. More detailed information on the participating cohorts can
be found in Supplementary Data 5-6. Minor allele frequencies
from all variants in each GSCAN cohort were shared in meta-
analysis, and the overall MAF was calculated across cohorts using
the individual cohort MAFs. All GSCAN cohorts were of Eur-
opean ancestry. Participating studies in the meta-analysis were
approved by their local Institutional Review Board.

To evaluate different methods, we treated the 23andMe dataset
as the replication cohort as it is the largest contributing study. We
performed discovery meta-analysis using the remaining cohorts.
In this way, we ensure that both the discovery and replication
cohorts have adequate sample sizes and power. For each
phenotype, we first conducted a fixed effect inverse variance
weighted meta-analysis combining the genetic effect estimates. We
analyzed all SNPs which were imputed in at least four cohorts.
Among variants with marginal p-values < 1x 107>, we applied
clumping?® and retained the SNP with the most significant p-value
in each locus, and removed any SNPs within 500kB that have an
LD coefficient of > 0.1 with the sentinel variant?. These retained
SNPs were combined with non-significant (i.e. p-value > 1 x 107°)

pruned variants with minor allele frequency (MAF) > 0.01 to fit
the MAMBA model. The non-significant pruned variants are
included in the dataset to ensure that the non-replicable mixture
component of the MAMBA model is represented and can be
accurately estimated. Their inclusion is for numerical considera-
tions. We also applied MAMBA-est to all SNPs in identified loci.
For both MAMBA and MAMBA-est, a separate model was
estimated for each chromosome to allow the hyperparameters to
vary across chromosomes. The average time for model conver-
gence was less than 2 minutes for MAMBA models and less than
5 minutes for MAMBA-est (Supplementary Data 7). Estimated
model parameters for all GSCAN models are shown in
Supplementary Data 8-11. A layered Manhattan plot illustrating
the results of the MAMBA method for Smkinit is displayed in
(Fig. 3).

GSCAN Analysis Demonstrates that MAMBA is More Powerful
and Robust Than Alternative Methods. We ranked the p-values in
the discovery and replication cohort separately, with smaller p-
values given lower numerical rank. In assessing whether a SNP
has a replicable association, we expect that the p-values for
replicable signals will be consistently highly ranked in both the
discovery and replication cohorts, while spurious signals from the
discovery cohort will likely become insignificant and low-ranked
in the replication cohort. To compare different methods we used
Kendall’s-tau%’ to assess the concordance between p-values in
discovery and replication phase.

The p-values from both MAMBA and MAMBA-est had higher
levels of concordance with the replication cohort p-value for
every phenotype compared to alternative methods (Table 2). In
addition, a visual comparison makes it clear that, compared to FE
meta-analysis, the MAMBA method tends to produce less
significant p-values for SNPs with low ranks in the replication
dataset (which are more likely to be spurious associations), but
similar results for the higher-ranking SNPs (which are more likely
to have true non-zero effects) (Fig. 4a). This demonstrates
improved power and robustness for MAMBA. In contrast, the RE
method can be underpowered, as many SNPs which are ranked
highly in the replication cohort do not have significant p-values in
the discovery cohort, which makes Kendall’s tau correlation
coefficient lower (Fig. 4b). On the other hand, BE and RE2
methods tend to produce p-values similar to FE regardless of the
replication rank of the SNP (Fig. 4c, d), suggesting that they may
be sensitive to outliers and detect spurious associations as
significant. Compared to MAMBA, MAMBA-est had a slight
decrease in the concordance, as more noise was introduced as
numerous correlated SNPs were fitted (Table 2).

The MSE and Pearson correlation coefficient between dis-
covery and replication cohort effect sizes were improved for all
phenotypes and for practically every comparison considered, in
particular for the genetic effect estimates for low and rare
frequency variants with MAF < 1% (Supplementary Data 12). For
example, low-frequency variant correlation (defined here as MAF
< 1%) was improved from ~0.05 for FE and RE methods to 0.33
using the MAMBA method for the DrnkWk phenotype, along
with a greater than 5-fold reduction in MSE. For the CigDay
phenotype, correlation was improved from ~0.01 to 0.12 using
the MAMBA method, along with a greater than 6-fold reduction
in MSE (Fig. 5 and Supplementary Data 13). We plotted the
estimated effect sizes from the FE and MAMBA method against
the replication effect size estimates to demonstrate the improve-
ment and shrinkage applied for each GSCAN phenotype
(Supplementary Fig. 1). MAMBA-est had either nearly equal or
slightly improved concordance and MSE with the replication
dataset at the same pruned set of SNPs as the MAMBA method.
This indicates that composite likelihood using information shared
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Fig. 3 Layered Manhattan plot for smoking initiation (SmklInit) phenotype. Each vertical line represents a SNP analyzed by the MAMBA, where the line
extends to a purple cross indicating the fixed-effects p-value. Orange triangles on the same line indicate the MAMBA p-values for the same SNP. Green
points are the p-values for randomly pruned markers included in the MAMBA model to ensure that both non-replicable and replicable associations are
incorporated. P-values for the MAMBA model were calculated through a bootstrap procedure. All p-values are two-sided and not adjusted for multiple

comparisons. Source data are provided as a Source Data file.

Table 2 Kendall's tau correlation of p-values between
discovery meta-analysis and replication p-value. The highest
correlations were marked by an asterisk.

Phenotype

Method CigDay DrnkWk SmkCes Smkinit
MAMBA 0.28* 0.29* 0.13* 0.37*
MAMBA-est 0.27 0.28 0.13* 0.36

FE 0.26 0.26 0.12 0.20
RE 0.7 0.12 0.01 0.09
RE2 0.25 0.27 0.12 0.3

BE 0.24 0.27 0.10 0.09

across SNPs in LD may in some cases benefit effect-size
estimation compared to the LD pruned model. The agreement
in the estimated outputs of the MAMBA and MAMBA-est
models was high overall, with high correlations in both PPR
(Pearson p = 0.85, Spearman p = 0.875), and estimated P-values
(Pearson p=10.92, Spearman p =0.76) between MAMBA and
MAMBA-est.

Evidence also suggests that SNPs identified by MAMBA have
improved rate of replication in the 23andMe dataset, and this
improvement is consistent at different replication significance
thresholds (Supplementary Data 14).

MAMBA identifies outliers and non-replicable associations. Using
MAMBA model outputs, we summarize the predicted number of
outliers at each SNP and across GSCAN phenotype and MAF
ranges (Table 3). We observed an increase in the predicted
number of outliers for rare variants (MAF < 0.1%) compared to
more common variants across phenotypes. For some traits, such
as Smklnit, false positive associations may be pervasive prior to
standard quality control procedures, and were detected even for
common frequency variants (MAF >1%). Among 2274 SNPs
with suggestive evidence of association (ie. p<1x107>), 87
SNPs had MAMBA PPR less than 0.1 (This includes 6, 7, and 74
loci from the CigDay, DrnkWk, and SmkInit phenotypes) (Sup-
plementary Data 15). We made a Manhattan plot for detected
SNPs with low PPR for the SmklInit phenotype and also high-
lighted SNPs within 1 MB of each detected non-replicable SNP
(Supplementary Fig. 2). We see that in several cases, SNPs in LD

with the detected outlier SNP are also significant, and form a
misleading “peak” in the Manhattan plot typically indicative of a
strong clear signal. Other outlier SNPs do not have significant
SNPs in LD, thus may be challenging to judge for authenticity by
visual inspection of the Manhattan plot. In addition, replicable
rare-variant associations will inherently have fewer SNPs in LD,
which would make visual judgement challenging. When exam-
ined in the replication data from the 23andMe cohort, only 4 of
these 87 variants with low MAMBA PPR were replicated at a
nominal significance threshold of p <0.05, and 39 of these SNPs
which were measured in the replication cohort have effect size
estimates in the opposite direction of the discovery sample.
Surprisingly, 25 of these SNPs for the SmklInit phenotype have
reached genome-wide significance in the discovery cohort using a
fixed effect meta-analysis. (See Supplementary Fig. 3 and Sup-
plementary Data 15 for a description of detected non-replicable
SNPs). On the other hand, among the 986 SNPs with estimated
PPR >99%, 47% were nominally significant with p <0.05 in the
replication cohort 23andMe, and 79% with consistent direction of
effects. Clearly, our comparison showed that MAMBA is very
effective filtering out non-replicable signals, which we found to
generally occur more frequently as MAF decreases. At the same
time, it can recover many replicable low and rare frequency
variant effects, which may be filtered out under more stringent
quality control criteria (e.g. removing all variants with MAF<0.1%
or with imputation R2<0.3). MAMBA thus can maximize the
utility of the imputation-based GWAS, in particular for the dis-
covery of associated lower frequency variants.

Improved robust modeling of rare variants. The promising results
from simulation and real data analysis encouraged us to reanalyze
the GSCAN data using all available studies including 23andMe.
We leveraged MAMBA to determine replicable and non-
replicable signals without imposing any preset filtering criteria.

We first examined the replicability of the 556 reported hits
(MAF > 0.1%) in the original GSCAN study, where we found
555 signals have PPR>99%. We identified rs79631993 to have low
probability of replicability for the SmkInit phenotype (PPR = 0.08,
MAMBA PVALUE=0.2). This SNP was highly significant as an
outlier in one cohort, but became insignificant when meta-analyzed
using the rest of the cohorts (Fixed Effects PVALUE=0.6).

Next, we explored if MAMBA can identify additional rare
frequency (MAF < 0.1%) association signals which may be
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Comparison of Alternative Meta-analysis Methods
with Fixed Effects P-values and Rank of SNP in Replication
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Fig. 4 Comparison of the p-values from MAMBA, RE, RE2, and BE meta-analysis with that of a fixed effects meta-analysis combined across all GSCAN
addiction phenotypes in the discovery cohorts. Each panel includes two-sided unadjusted p-values for 1,982 SNPs which were significant at P <1x 105 from
a fixed effect meta-analysis and also tested in the replication dataset. We compare the p-values of fixed effect meta-analysis with those obtained from

(@) MAMBA, (b) RE, (¢) RE2, and (d) BE methods. The variants are colored by their p-values in the replication cohort, with brown dots indicating SNPs with the
most significant replication p-values. The gray shaded region labeled ‘gw-sig’ indicates where the alternative method to fixed effects meta-analysis produces
meta-analysis p-values < 5x10~8. The number of variants represented in each boxplot is denoted underneath the boxplot. Each boxplot denotes 25th percentile,
median, and 75th percentiles with whiskers extending by 1.5 times the inter-quartile range below and above the 25th and 75th percentiles. For SNPs with more
significant replication p-values, MAMBA produces similar results as fixed effect meta-analysis in the discovery cohorts. For SNPs with insignificant replication p-
values, MAMBA produced much more conservative p-values in the discovery cohorts. Source data are provided as a Source Data file.

functionally important but were not identified in the original
analyses. For GSCAN phenotypes, 4337 rare variants with MAF <
0.1% were analyzed, of which 2807 had PPR greater than 99%. We
used the Ensembl Variant Effect Predictor?8 to determine potential
effects of these variants on genes and transcript sites, and found
262 SNPs which may function as either stop-gain or missense
mutations, or are intronic mutations with genome-wide significant
p-values (Pyiamea < 5 % 1078) (Supplementary Data 16).

We subsequently checked whether these associations were
related to terms of “Alcoholism”, “Alcohol Drinking”, “Smoking”,
“Tobacco Use Disorder”, and “Substance-Related Disorders”
using PheGenI Phenotype-Genotype Integrator?’. We found that
39 of the 262 SNPs corresponded to genes with previously cited
associations for another smoking-drinking trait, with 5 being
associated with both smoking and drinking phenotypes30-3°

(GRMS5, PCDHY, CDH13, DPP6, ESR1) (Supplementary Data 16).
This highlighted the pervasive pleiotropy of rare variants for
smoking and drinking addiction.

Among the 262 identified variants, a number of them are rare
coding variants that point to genes with relevant mechanisms in
addiction. The SNPs (rs121908486 and rs140272400) function
as missense mutations, and reside in known lipids-associated
genes (SLC7A9 and LIPC). rs121908486 is a known pathogenic
variant for the SLC7A9 gene, and is identified as replicable for
both DrnkWk (PMAMBA <7.6 X 1077) and SmkCes (PMAMBA <
3x10~8) phenotypes. SLC7A9 is located within “amino acid
transport across the plasma membrane” pathway which has also
been associated with alcohol dependence3’. A missense variant
(rs28936679) in the AANAT gene is significantly associated
with SmkCes (Pyampa < 3 % 1078), and moderately associated
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Correlation with Replication Set Effect Sizes
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Fig. 5 Pearson Correlation of meta-analysis estimated effect sizes with replication cohort effect sizes. \We separately considered the correlation for (a)
all variants (b) low-frequency variants (MAF < 0.01) (¢) rare variants (MAF < 0.001) (d) genome-wide significant SNPs (two-sided unadjusted p-value <
5x10-8). Source data are provided as a Source Data file.

8 NATURE COMMUNICATIONS | (2021)12:1964 | https://doi.org/10.1038/s41467-021-21226-z | www.nature.com/naturecommunications


www.nature.com/naturecommunications

ARTICLE

Median # of outliers
at each SNP

0.007

0.015

0.043

0.04

Maximum # outliers
at each SNP

2.151

1.027

2173

1.349

0.276

Average of average # of
outliers per study®

0.026
0.027
0.027
0.046

Non-replicable SNPsb

Total expected # of
64.85

22.73
4.63
22.62

6.09

Total expected # of
26.09

outlier statistics?

62.83
229

Number of significant SNPs

analyzed (P<1x10-5)

306
87
301
424

0 < MAF < 0.001
0.001 < MAF < 0.01
0.01 < MAF <05
0 < MAF < 0.001

Table 3 Estimated Number of Outliers Statistics and Non-replicable SNPs in the GSCAN Dataset.

Phenotype MAF range

SmkInit
SmkInit
SmkInit
SmkCes

with SmkInit (Pyampa<1.39x1077). AANAT is involved
in melatonin synthesis and controlling night/day rhythm in
melatonin production. Mediation of circadian rhythm-driven
mechanisms and synthesis of melatonin through AANAT
expression has been proposed as an influential mechanism for
cocaine and potentially other drug addictions38.

0.025
0.013
0.01
0.003
0.025
0.012
0.002

Discussion

In this article, we presented a model-based method, MAMBA, for
identifying non-zero replicable signals from a GWAMA and
refining genetic effect estimates. We demonstrated using simu-
lated and real datasets that MAMBA is capable of identifying
non-replicable SNPs with high accuracy, and the refined effect
size estimates from MAMBA have smaller MSE and are more
concordant with estimates from independent datasets.

There are some existing methods for assessing the replicability
of GWAS results!®19, which seek to identify the studies with non-
zero genetic effects. However, because most of the genetic effects
identified in GWAMA are small, statistical power to identify
associations from each participating study is often limited, as
evidenced by the low power of the SCREEN method. In contrast,
our method focuses on quantifying whether the aggregated
genetic effect in meta-analysis is non-zero, leveraging the strength
and consistency of association signals between contributing stu-
dies and consequently leading to improved power and robustness.

Our approach implicitly assumes that the genetic effects for gen-
uine association signals are relatively homogeneous. Though this
assumption may be violated in practice, our simulations based upon
the random effect model with considerable heterogeneity showed that
the method still yields well-calibratedp-values, demonstrating the
robustness of the method. For most identified genetic variants from
GWAS, genetic heterogeneity for genuine association has typically
been shown to be small®3, particularly for studies that use only
European samples. Currently, there is limited knowledge on the
genetic heterogeneity in multi-ethnic studies that involve non-
European samples, as a majority of existing large-scale genetic studies
were based upon samples of European ancestry. In practice, the
genetic effect heterogeneity may depend on the extent of gene by
environment interaction, on whether the causal variant has different
frequencies between populations, or on differences in linkage dis-
equilibrium between ancestries. When multi-ethnic studies are con-
sidered, MAMBA can be applied to analyze each ancestry separately
if there is strong evidence suggesting between-ancestry genetic effect
heterogeneities.

In real data analysis of addiction phenotypes, we found
MAMBA outperforms conventional heuristic quality control
procedures that are being used in GWAS studies, such as
examining if a GWAS “peak” has a strand of neighboring variants
in LD which are also significantly associated. As we showed in the
results, some spurious association signals also have supporting
neighbors, which would likely be missed by visual inspection but
were correctly pinpointed by MAMBA. We also found that our
method can reliably identify replicable low-frequency SNPs and
improve the coverage of imputation-based GWAMA to lower
frequency variants. In practice, imputation-based GWAS meta-
analyses often remove all low-frequency variants (i.e. MAF<0.1%
or imputation quality R? < 0.3) to protect against false positives.
However, many of the low-frequency SNPs may still provide
valuable association information. For future studies, we suggest
using a more lenient filtering criteria in combination with PPR
estimated by MAMBA to identify replicable associations, as
current procedures for filtering variants may be overly con-
servative but can still fail to filter out spurious association signals.

The MAMBA model was developed to assess the replicability
for the sentinel variants. When there are multiple independent

0.252
0.874
0.051
0.04
0.817
0.104
0.1

0.043
0.045
0.041
0.042
0.042
0.042
0.038
0.04

3.93
4.81
17.42
0.7
0.73
19.86
0.96
0.99

5.01
7.09
12.72
0.81
0.91
112
1.27

16.2

(RJ\: 0) > Pr(0y =1)1.

bThe total expected number of non-replicable SNPs is calculated by Z] Pr(Rl = O).

229
74
1
203
7
aThe total expected number of outlier statistics is calculated by Z/ [Pr

61

1
201

0.001 < MAF < 0.01
0.01 < MAF < 0.5
0 < MAF < 0.001
0.001 < MAF < 0.01
0.01 < MAF < 0.5
0 < MAF < 0.001
0.001 < MAF < 0.01
0.01 < MAF < 0.5

Using estimated hyperparameters from MAMBA, we estimated the number of non-replicable SNPs and outlier statistics in each study as a way to quantify the extent of outlier statistics in real data.

CThe average number of outliers per study is calculated by the total number of outliers divided by the number of studies that contributed to the meta-analysis.

SmkCes
SmkCes
DrnkWk
DrnkWk
DrnkWk
CigDay
CigDay
CigDay
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signals in a locus, conditional analysis can be applied by first
adjusting for the association signals from the top variant. The
conditional p-values and effect sizes can be used as input for
assessing the replicability for secondary signals. We also devel-
oped an extension to MAMBA called MAMBA-est, which
extends MAMBA in a composite likelihood framework and can
analyze correlated SNPs in each locus. A major application of
MAMBA-est is to obtain more robust marginal effect size esti-
mates for SNPs across the genome, which may be utilized in a
variety of downstream analyses and in conjunction with other
methods which take summary statistics as input, such as Pre-
diXcan“? or LD Score regression*!. When the interest is to assess
the replicability of sentinel variants, MAMBA should be used
instead of MAMBA-est, as it yields slightly more accurate esti-
mates of the posterior probability of replicability.

Similar to the other meta-analysis methods we compared in
this paper, MAMBA implicitly assumes that summary statistics
from contributing studies are independent. General metho-
dology has been proposed for decoupling the summary statis-
tics from GWAS when there are overlapping subjects across
studies??. These methods can be applied before assessing
replicability with MAMBA. Extensions of MAMBA to over-
lapping subjects in meta-analysis is also a promising area of
future research.

As the sequencing and genotyping cost continues to decrease,
more genetic datasets will be generated and analyzed, and more
studies will probe rare variants and variants with small genetic
effects. Given the difficulty of finding a sufficiently sized repli-
cation cohort that is powerful enough to validate rare variant and
small effects, model-based assessment of replicability in GWAMA
should be seriously considered. We expect our method MAMBA
will be a very useful tool for this purpose.

Methods

Model details. MAMBA is a hierarchical mixture model, which takes the SNP
effects and their standard errors from participating studies as input. We define
b=, ... ,ij)T and s; = (s, ... ,st)T, where by, and s, are the genetic effect

estimate and standard error for SNP j in study k. We further use b = (b, ... , by) ’
denote the effect size estimates for all M SNPs analyzed in the model.

In the MAMBA mixture model, we use the latent variable R;to model whether
SNP j has real non-zero effects, and the latent variable Oy to denote whether a null
SNP is a spuriously associated outlier in some studies. Replicable SNPs are assumed
to have underlying marginal effect sizes y, which follows a normal distribution with
mean 0 and variance 2. The proportion of replicable non-zero effect SNPs is
denoted as 7. The effect estimates for outlier SNPs is assumed to follow a normal
distribution with inflated variance, and the proportion of outlier summary statistics
for non-replicable zero-effect SNPs is denoted as A.

Together, the distribution for the summary statistics by follows

N si), Rj=1
Nowd) B=00,=1. O
N(0,57),R; = 0,05, =0

bix|R;, Ojs p; =

where y; ~ N(0,72), R;~ Bernoulli (71), Ojx ~ Bernoulli (1)
The hyperparameters of the model are denoted by 6= (72, a, 7, A), among
which a is used to model the inflated effect sizes for “outlier” summary statistics.
Here, we assume that the contributed studies in a meta-analysis are non-
overlapping and independent of each other, so the probability density function for
a SNP j is

p(b;) = [/;(:P(HAR;' =1) Hlep(bjk“”ijj = l)dﬂj} +(1—m)

K
TT, [Ao(bulR = 0,05 = 1) + (1 = Vp(byIR; = 0,0, = 0)]

As pruned SNPs are independent of each other, the joint likelihood satisfies:

®3)

P(b) =[] p(5) @
j=1

In fact, the likelihood in (4) can also be viewed as a composite likelihood when
used to analyze genome-wide correlated SNPs and improve accuracy of genetic
effect estimates (i.e. MAMBA-est).

We fit the joint model in (2) using an empirical Bayes approach, and estimate
the hyperparameters 6 = (72, a, 7, A) with an Expectation and Maximization
(EM) algorithm (See Supplementary Note for details). The resulting estimated
parameters are denoted as 7, #2,, and & While the likelihood and EM algorithm
used to estimate both MAMBA and MAMBA-est models are the same, the
hyperparameter estimates may not be comparable between the two models. This
is because different sets of input summary statistics are provided for MAMBA
and MAMBA-est. Given that our primary interest is to assess replicability and
improve genetic effect estimates, the hyperparameters may be considered as
nuisance parameters.

The posterior probability of a SNP having replicable effect (PPR) is estimated by

P(b;|R; = 1)P(R, = 1)
P(bj|R; = 1)P(R; = 1) + P(b;|R; = 0)P(R; = 0)
[/ P(BIR, = 1, )P 172, R = 1)y

- AP (B IR, = 1, )P 172 R = V)| + (1= ) [T, [IN (55,0, 853) + (1 = DN (B 0,53 |

P(R; = 1|b;) =

()
and the posterior mean effect size for SNP j can be derived as
i = P(R; = 1|b)E(w|R; = 1,b;)
. X 2 6
=P(R = 1\bj)72k i ©

ey 1/

(See Supplementary Note for a detailed derivation.)

In practice, the contributed summary association statistics often contain missing
data, and the level of missingness is often higher for lower frequency variants*3. This
can be due to the low imputation quality for some variants, or because different
studies use slightly different reference panel for imputation and hence harbor
slightly different variant sites. When a genetic variant j is missing from cohort k, we
exclude the missing summary statistics from the likelihood. The resulting analysis
will still be valid, as the missingness occurs independently of the phenotype.

Connections to fixed effect meta-analysis and weighted least square meta-
analysis. MAMBA has a few interesting connections with existing methods. First,
when there are no outliers, conditional on the mean parameter y;, the model is
reduced to fixed effect inverse variance weighted meta-analysis method. In this
case, the likelihood for the summary statistics becomes

Pyl ~ N (g, 55)

Yet, unlike fixed effect meta-analysis, our method includes a prior on the
parameter ;, which allows us to borrow strength from different variant sites.

Secondly, when the summary statistic for a non-replicable SNP is an outlier, its
effect size is assumed to follow a normal distribution with variance inflated by a
factor of g, i.e.

P(bxlR; = 0,054 = 1) ~ N(0, as,)

This “inflated variance” model is similar to the assumption made by a weighted
least square meta-analysis. Previous studies have shown that a weighted least square
meta-analysis with “inflated variance” assumption works equally well as a random
effect model when there is heterogeneity in the effect sizes*4. It also performs better
than fixed effects methods when the variance of the estimator may not be accurately
estimated*%. In our model, this modeling strategy also helps MAMBA produce
robust meta-analysis results in the presence of outlier effect size estimates.

Calculation of P-values based upon bootstraps. To facilitate the comparison of
MAMBA and other frequentist meta-analysis methods, we also developed a
parametric bootstrap method to empirically generate the null distribution for the
PPR computed from MAMBA. We then calculate p-values by comparing the
sample-based posterior probability with the simulated empirical distribution.
Specifically, the procedure includes three steps as follows:

1. We first estimate model parameters from the data and obtain the PPR for
each SNP. We denote the estimated hyperparameters by 6 = (7, &, #%,1)

2. Next, generate simulated datasets based upon the estimated hyperpara-
meters 0 from the model in (1), and estimate the PPR for all SNPs in the
simulated datasets. Specifically, for the I bootstrap dataset, we generate the
SNP effects based upon the following hierarchical model:

blmk'.’”lmv Smiks Rin, Oink ~ I(Rm = 1>N(/‘{n7 sfnk)
+1I(R,, = 0,0, = 0)N(0,5%,) +I(R,, = 0,0,, = 1)N(0, &s%,; ),
where

‘ulm NN(OA,%Z), m=1,...,M

1 s
R,, ~ Bernoulli(7), m=1,... ,M

O’mk ~Bernoulli(}1), m=1,... Mk=1,... K

A total of L bootstrap datasets will be generated, and M denotes the number
of SNPs used in the original model. The standard errors s}, for a simulated
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SNP m in dataset [ are generated by bootstrap sampling from the rows of
Sprx > Where each row of Sy, is a vector of standard errors for a SNP from
the original dataset.

3. The posterior probabilities of the simulated non-associated SNPs (R; = 0)
from all L bootstrap datasets form an empirical distribution under the null
hypothesis of no association. Let \Rﬁin| denote the number of simulated non-
associated SNPs in bootstrap dataset I. We can calculate the p-value for
SNP j in the original dataset by p; = s WZ%:O I(p(R; = 1];) <

p(R,, =1|bl,)), where p(R; = 1|b)) is the PPR in the original dataset for SNP
j, and p(RL = 1|b}) is the estimated PPR from the null SNP m in the I
simulated dataset.

GSCAN datasets. We evaluated the proposed methods using the meta-analysis
dataset from the GSCAN consortium!”. Four smoking and drinking phenotypes
were used, including

I. Smoking Initiation (SmkInit) is a binary trait that contrasts ever and never
smokers. Ever smokers were defined as individuals who have smoked >99
cigarettes in their lifetime, which is consistent with the definition by the
Centre for Disease Control#>;

II. Cigarettes per day (CigDay) is a quantitative trait that measures the average
number of cigarettes smoked per day by ever smokers;

III. Smoking cessation (SmkCes) is a binary trait that contrasts former vs
current smokers.

IV. Drinks Per Week (DrnkWK) is a quantitative trait that measures the average
number of drinks per day by regular drinkers.

Age of Initiation (Agelnit) was the only GSCAN consortium phenotype
excluded from our analysis, as there were too few SNPs which surpassed genome-
wide significance using fixed effects meta-analysis.

Preprocessing Workflow for Analyzing GSCAN Dataset with MAMBA and
MAMBA-est. Using MAMBA, we assess the replicability of a pruned set of sentinel
variants. In addition to the significant sentinel variants, we include randomly
pruned markers from a reference panel to ensure that both non-replicable and
replicable associated SNPs are represented in the dataset and the model may be
reliably estimated. We follow the steps below to prune the GSCAN summary
statistics and prepare the data to fit the MAMBA model.

®  Step 0: We first perform fixed-effect GWAS meta-analysis to identify loci of
interest with suggestive evidence of association (p-value < 1 x 10~2).

® Step la: Prune variants with suggestive evidence of association using the
“clumping” procedure implemented in Plink v1.9%°. These are the SNPs of
interest for which we seek to assess the presence of a replicable non-zero effect.
plink -bfile refpanel —clump fixed_effects_meta_sumstats —clump-pl le-5
—clump-kb 500 -clump-r2 0.1

®  Step 1b: Given that the significant SNPs from Step la all initially appear to
have non-zero effect from a fixed effects meta-analysis, we incorporate
summary statistics from an independent set of variants randomly pruned
based upon a reference panel. These SNPs allow the non-replicable, zero-mean
component of the MAMBA mixture model to be reliably estimated, plink
-bfile refpanel -indep-pairwise 500 kb 1 0.1 -maf 0.01

® Step 2: Create the dataset used to fit the MAMBA model by combining
randomly pruned variants with clumped variants with suggestive evidence of
association. We removed any randomly pruned markers within 500 kb of a
clumped variant to ensure that the set of SNPs used to fit the model are in
linkage equilibrium.

When using MAMBA-est to refine estimates of genetic effects, no pruning steps
are needed and correlated SNPs can be analyzed directly.

Additional software. Many analyses were conducted using R with packages
including Matrix*®, data.table version 1.12.247, gridExtra version 2.3%5, cowplot
version 0.9.4%°, metafor version 2.0.0°%, xtable version 1.8.2°!, and ggplot2 version
3.0.0°2. For analysis using RE2 and BE (binary effect) models, METASOFT soft-
ware v2.0.1 was used!4>3.

Reporting summary. Further information on research design is available in the Nature
Research Reporting Summary linked to this article.

Data availability
The aggregated GSCAN summary association statistics can be found at https://genome.
psych.umn.edu/index.php/GSCAN>> Source data are provided with this paper.

Code availability
An R package implementing the proposed methods can be found at https://github.com/
danl1mcguire/mamba®*.
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