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Introduction 
 
Syphilis is a common sexually transmitted disease 
that occurs when syphilis spirochetes infect the 
body (1,2). The incidence of syphilis is estimated 
to be 10.6 million each year all over the world (3). 
Syphilis is a global public health issue, especially 
among men who have sex with men (MSM) in 
high- and middle-income countries (4,5). Syphilis 
also leads to hundreds of thousands of stillbirths 

and neonatal deaths annually in developing coun-
tries (4). 
Over the past two decades, the incidence of 
syphilis has increased in China (6). Under the 
Law of the People’s Republic of China on the 
Prevention and Treatment of Infectious Diseases, 
syphilis is classified as a Class B infectious dis-
ease, and its incidence has always been among the 
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highest in the list of Class B infectious diseases 
with a high disease burden (7). Therefore, 
strengthening the prevention and control of 
syphilis infection is an urgent and important task 
for public health in China. 
To reduce the incidence of syphilis and the eco-
nomic burden of this infectious disease, it is im-
portant to strengthen its surveillance and fore-
casting. Time series prediction and machine 
learning models have been used to predict syphi-
lis incidence. For time-series models, Zhang et al. 
(6) used the ARIMA and ARIMAX models to 
predict the incidence of syphilis in mainland Chi-
na from 2005 to 2012. Guo et al. (8) used the 
conventional GM (1,1) model and GM (1,1) 
model with the self-memory principle (SMGM 
(1,1) model) to forecast the incidence of syphilis 
in mainland China. Li et al. (9) explored the fea-
sibility of using the grey GM (1,1) model to pre-
dict the incidence of syphilis. Ibáñez-Cervantes et 
al. (10) utilized the seasonal autoregressive inte-
grated moving average (ARIMA) model to fore-
cast syphilis cases in Mexico. For machine learn-
ing models, Zhang et al. (11) used regression, ex-
ponential smoothing, the ARIMA model, and a 
support vector machine (SVM) to forecast nine 
types of infectious diseases, including syphilis, 
and showed that the prediction performance of 
the SVM model outperformed the other models. 
However, no studies have focused on combina-
tion models to predict the worldwide incidence 
of syphilis. This study aimed to explore a new 
combination model for predicting the incidence 
of syphilis in mainland China from 1982 to 2020. 
An exponential smoothing (ES) model and a BP 
neural network model were created, and an ES-
BP combination model was developed. This is 
the first study to construct an ES-BP combina-
tion model for the prediction of syphilis inci-
dence in mainland China. We hope that the study 
methodology will provide new ideas for predict-
ing the incidence of syphilis, and that the results 
will serve as effective guidance for the prevention 
and control of its epidemics. 
 
 

Methods 
 
Data Source 
Data on syphilis incidence from 1982 to 2020 
were obtained from the China Health Statistics 
Yearbook. In China, syphilis is a Class B infec-
tious disease. Once a patient has been clinically 
diagnosed and laboratory-tested for syphilis, the 
clinician at the medical institution must report it 
to the local Center for Disease Control and Pre-
vention by the National Infectious Surveillance 
System within 24 hours. The National Health 
Commission of the People’s Republic of China 
publishes the China Health Statistics Yearbook 
annually, which includes data on syphilis mor-
bidity and mortality for the previous year in 
Chapter 10, Diseases and Public Health. 
In this study, 39 data points on syphilis incidence 
in mainland China from 1982 to 2020 were col-
lected, of which 33 data points from 1982 to 
2014 were used as the training set to construct 
the model and six data points from 2015 to 2020 
were used as the test set to evaluate the generali-
zation ability of the model. 
 
Ethics statement 
Data on syphilis incidence in mainland China 
from 1982 to 2020 are publicly available and can 
be obtained from the China Health Statistics 
Yearbook. Meanwhile, this infectious disease has 
annual data and excludes patient information; 
therefore, no ethical review was required for this 
study. 
 
Exponential smoothing model 
The basic idea of exponential smoothing is that 
forecasts are weighted by historical observations, 
and it assigns different weights to different his-
torical data, with new data assigned a larger 
weight and old data assigned a smaller weight 
(12). One-time exponential smoothing was suita-
ble for a series with no trend and no seasonality; 
the quadratic exponential smoothing method is 
suitable for a series with a trend but no seasonali-
ty; and the cubic exponential smoothing method 
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is suitable for a series with both trend and sea-
sonality (13). 
In our study, data on the incidence of syphilis 
were annual data, showing a trend but no season-
ality; therefore, we chose a quadratic exponential 
smoothing model for the prediction. 
The equation is as follows (13):  

 [1] 

where α is the smoothing coefficient,  is the 
one-time exponential smoothing value at time t, 

is the quadratic exponential smoothing value 

at time t, and  is the cubic exponential 
smoothing value at time t-1. The optimum model 
was evaluated as the highest value of R-squared, 
the smallest values of Bayesian information crite-
rion (BIC), mean absolute error (MAE), root 
mean square error (RMSE), mean absolute per-
centage error (MAPE), and white noise series for 
the Lung-box residual test (14-16). 
 
BP neural network 
A BP neural network is a multilayer feedforward 
network (17). The basic idea of a BP neural net-
work is that it uses gradient descent to train the 
range of weights of the neural network by back-
propagation and finally minimizes the global er-
ror coefficient (17). The BP neural network com-
prises an input layer, hidden layer, and output 
layer, with interconnected neurons between layers 
and no connections between the same layers (18). 
The construction of the BP neural network in-
cludes the following five steps (19): ① setting 
the network structure, ② normalization of the 
data, ③ calculation and back propagation of the 
error, ④ parameter setting of the learning algo-
rithm, and ⑤ output of the prediction results 
after training the model and inverse normaliza-
tion. 
The number of nodes in the input layer is n, the 
number of nodes in the hidden layer is l, and the 
number of nodes in the output layer is m. The 
output of the hidden layer (Hj) was calculated 
using Equation (19). 

 [2] 

 [3] 

Wij is the connection weight between the input 
layer node i and hidden layer node j, aj is the 
threshold of the hidden node j, and g(x) is the 
activation function. 

 
ES-BP combination model 
First, data from 1982 to 2014 were used as the 
training set to construct the ES model, and pre-
dictive values were obtained. Second, the predic-
tive values from the ES model were used as input 
variables, and the observed values were used as 
output variables to construct the BP neural net-
work model. Third, the predictive values from 
the ES-BP combination model were used to 
compare and evaluate the predictive perfor-
mance. 
 
Model evaluation 
Indices, such as MAE, MSE, MAPE, and RMSE, 
are commonly used to evaluate the fitting per-
formance of these models (20). The smaller the 
error, the better is the fitting performance. The 
formula can be expressed as: 

 [4] 

 [5] 

 [6] 

 [7] 

Where,  is the predicted value,  is the ob-
served value, and n is the sequence sample size. 
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Statistical analysis 
Excel 2010 was used to collect the data, and 
SPSS version 23.0 (IBM Corp., Armonk, NY, 
USA) was used to construct the ES model. The 
neural network toolbox of MATLAB 2020a was 
used to construct the BP neural networks. The 
level of significance was set at P<0.05. 
 
 
 
 

Results 
 
ES model 
The incidence of syphilis was annual data, show-
ing a trend with non-seasonality; thus, quadratic 
exponential smoothing was chosen as the model 
for prediction (Fig. 1). The non-seasonality mod-
el type, including Simple, Holt’s linear trend, 
Brown’s linear trend, and Damped trend, was 
selected to build the exponential smoothing 
model, respectively. 

 
Fig.1: Time-series of syphilis incidence from 1982 to 2020 in mainland China 

 
The optimum model was determined by the 
highest R-squared value and the lowest MAE, 
PAPE, and RMSE values as well as the residual 
white noise sequence. The difference between the 
R-squared values of the four models was not sig-
nificant; however, the RMSE, MAPE, and MAE 
values differed slightly (Table 1). Moreover, the 
residuals of all four models passed the white 
noise test (PSimple=0.077, PHolt=0.281, 

PBrown=0.359, PDamped=0.360). Therefore, the op-
timum model was Brown’s linear trend model 
with the lowest BIC, MAE, and MAPE values, 
and its residual was a white noise sequence. In 
addition, the model statistics showed that only 
Brown’s linear trend model was statistically sig-
nificant (t=7.592, P=0.000); the results are shown 
in Table 2 and Fig. 2. 

 
Table 1: Fitting performance of the exponential smoothing model 

 
Model R-squared RMSE MAPE MAE Normalized 

BIC 
Ljung-Box Q 

Statistics P 
Simple 0.981 1.948 22.794 1.273 1.428 25.838 0.077 
Holt’s linear trend 0.988 1.576 19.115 0.832 1.097 18.775 0.281 
Brown’s linear trend 0.988 1.567 18.915 0.851 0.993 18.480 0.359 
Damped trend 0.989 1.524 18.956 0.854 1.125 16.330 0.360 
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Table 2: Model Statistics of four exponential smoothing models 
 

Models Estimate SE t P 
Simple Alpha (Level) 1.000 0.178 5.605 0.000 
Holt’s linear trend Alpha (Level) 0.900 0.250 3.603 0.001 

Gamma (Trend) 1.000 0.526 1.900 0.065 
Brown’s linear trend Alpha (Level) 0.895 0.118 7.592 0.000 
Damped trend Alpha (Level) 0.906 0.448 2.024 0.050 

Gamma (Trend) 0.999 1.288 0.776 0.443 
Phi (Trend damping 
factor) 

0.762 0.232 3.279 0.002 

 

 
Fig.2: Comparison of actual and predicted values of Brown’s linear trend model 

 
BP neural network model 
Before building the BP neural network, the data 
must be preprocessed. The historical values at 
every 5th moment (year) influence the values at 
the latter moment (year), the input and output 
values of the BP neural network were deter-
mined. Therefore, the input and output values of 
the BP neural network were five (assuming X1-
X5) and one (assuming Y), respectively. Because 
of the data sliding method, the initial six data 
were missing for both the input and output vari-
ables. 
We then divided 70% of the preprocessed data 
into a training set and 30% into a test set. The 
training set was used to build the model and the 
test set was used to evaluate the performance of 
the model. By trial and error, we set the number 
of nodes in the input, hidden, and output layers 

to 5, 11, and 1, respectively, while setting the 
number of epochs to 1000, the learning rate to 
0.01, and the minimum error of the training tar-
get to 0.000001 to build the BP neural network 
model. Owing to the small sample size in our 
study, five-fold cross-validation was chosen to 
evaluate the predictive performance of the mod-
el. The results showed that the goodness of fit R-
squared of the model was 0.9859, and the mean 
values of MAE, MSE, and RMSE of the five-fold 
cross-validation were 1.519, 6.894, and 1.969, re-
spectively. 

 
ES-BP combination model 
First, the predictive values from Brown’s linear 
trend model were used as input variables, and the 
observed values were used as output variables to 
construct the BP neural network model. Second, 
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70% of the data was divided into a training set 
and 30% into a test set. An optimum BP neural 
network model was constructed by trial and er-
ror. The number of nodes in the input, hidden, 
and output layers was set before starting the 
training. 
The BP neural network model parameters, such 
as the number of nodes of the input, hidden, and 
output layers, were 1, 4, and 1, respectively. We 
set the epoch, learning rate, and minimum error 
of the training target to 1000, 0.01, and 0.000001, 

respectively. Subsequently, an ES-BP neural net-
work model was constructed. Similarly, we con-
ducted five-fold cross-validation to evaluate the 
predictive performance of the model. The good-
ness-of-fit R-squared of the ES-BP neural net-
work model was 0.9775, and the mean values of 
MAE, MSE, and RMSE were 1.265, 5.739, and 
2.105, respectively. Finally, we compared the ob-
served value with the predicted value fitted by the 
ES-BP neural network model for the training and 
test sets (Figs. 3-4). 

 

 
Fig.3: Comparison of predicted value and observed value of ES-BP Combination model of training set 

 
Fig.4: Comparison of predicted value and observed value of ES-BP Combination model test set 
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Model evaluation 
Based on the prediction values of the ES, BP 
neural network, and ES-BP combination models, 
equations [4-7] were used to calculate the values 
of MAE, MSE, MAPE, and RMSE, respectively. 
Because the data sliding method was adopted in 
the construction of the BP neural network mod-

el, six data were lost, and 33 data were finally in-
cluded in the model evaluation. The ES-BP com-
bination model presented superior prediction 
performance in both the fitting and forecasting 
parts, with the smallest values of MAE, MSE, 
MAPE, and RMSE (Table 3). 

 
Table 3: Evaluation of the prediction performance of the ES, BP neural network and ES-BP Combination models 

 
Indices Fitting part Forecasting part 

ES BP ES-BP ES BP ES-BP 
MAE 0.6804 0.7721 0.6132 2.3517 3.4280 1.8150 
MSE 2.6882 3.2141 2.6671 4.0158 4.6177 2.8278 
MAPE 0.1591 0.7072 0.1521 0.0702 0.0957 0.0511 
RMSE 3.8017 4.5455 3.7718 5.6792 6.5304 3.9991 

 
Discussion 
 
Monitoring the prevalence of infectious illnesses 
is of great importance for prevention, control, 
and conventional health education (21). In this 
study, we collected data on syphilis incidence 
from 1982 to 2020 and constructed ES, BP neu-
ral network, and ES-BP combination models to 
forecast the prevalence trends of this infectious 
disease. The prediction results will not only pro-
vide timely monitoring information to the rele-
vant authorities but also help decision-makers to 
know the epidemic trajectories of syphilis in 
mainland China. Furthermore, it can also provide 
a basis for the rational allocation of limited medi-
cal resources in mainland China. 
Different prediction models have different char-
acteristics and advantages; therefore, they are 
suitable for different scenarios. The exponential 
smoothing model is a special type of weighted 
moving average method (15), and it does not 
abandon previous data but gradually reduces the 
weight of historical information (12). Therefore, 
the exponential smoothing model is unsuitable 
for long-term forecasting. However, the expo-
nential smoothing model has some advantages; 
for example, it is relatively simple to construct 
and has a wide range of applications (22). 

The BP neural network model, a type of machine 
learning model (19), is particularly suitable for 
solving problems with complex internal mecha-
nisms, which have strong self-learning ability, fast 
training speed, and good convergence ability (23-
26). Therefore, these advantages make the BP 
neural network model attractive for infectious 
disease prediction applications. However, the BP 
neural network construction depends on the set-
ting of the model parameters, and different pa-
rameters cause the network to converge at differ-
ent speeds, leading to a prediction result having a 
large deviation or even no result to some extent 
(27). A three-layer BP network model can com-
plete any mapping from n to m dimensions (28). 
The number of nodes in the input and output 
layers depends on the distribution and character-
istics of the data (21). The number of nodes in 
the hidden layer depends on the complexity of 
the data and should not be too many or too few 
(21). If the number of neurons is too small, it will 
lead to under-fitting; conversely, too many neu-
rons will lead to over-fitting (21).  
Different models are suitable for different data 
characteristics and sample size (15,29). In our 
study, based on the distribution and characteris-
tics of syphilis incidence data, we set up a 3-layer 
neural network, including an input layer, a hidden 
layer, and output layers. Meanwhile, the number 
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of nodes in the input, hidden, and output layers 
was set by repeated attempts to avoid underfit-
ting and overfitting. We combined the character-
istics of the data and repeated the experiments to 
find the most appropriate number of hidden layer 
neurons to fit an optimal BP neural network. 
Moreover, five-fold cross-validation was con-
ducted to obtain a reliable and stable model. In 
this study, five-fold cross-validation confirmed 
that the BP neural network model displayed a 
good prediction performance. 
We found that the ES-BP combination model 
had the smallest MAE, MSE, MAPE, and RMSE 
values in both the fitting and forecasting parts, 
indicating that it achieved a better prediction per-
formance, which is consistent with similar previ-
ous studies on infectious disease prediction. For 
example, the new SARIMA-NARNNX com-
bined model was better than other methods, 
which was suitable for forecasting the long-term 
epidemic patterns of tuberculosis morbidity in 
mainland China (30). The prediction perfor-
mance of the ARIMA-NARNN hybrid model 
was more effective than other models, and the 
predictions can improve our understanding of 
the epidemic characteristics of hemorrhagic fever 
with renal syndrome (HFRS) (31). In addition, Jia 
et al. (27) used a BP neural network, GM (1,1) 
grey model, and the combination models to fore-
cast mumps incidence and found that the effi-
ciency of the prediction combination model was 
better than that of a basic BP neural network and 
a basic GM (1,1) grey model. These studies have 
confirmed the advantages of combination models 
and their application value in the prediction of 
infectious diseases. 
This finding may be attributed to several possible 
reasons. First, the problem of predicting an infec-
tious disease exhibits complex characteristics (32) 
and contains both linear and nonlinear relation-
ships in the real world. Therefore, a single model 
may not be able to predict time series with such 
complex characteristics, and a combination mod-
el is more suitable for forecasting infectious dis-
ease incidence. The combination model can bet-
ter reflect the internal regularities of objectives in 
the prediction of infectious diseases (30). Second, 

the ES model was constructed to explore the lin-
ear pattern of the syphilis time series, and the BP 
neural network model was used to mine the non-
linear relationship of this time series. The ES-BP 
combination model can better explain the linear 
and nonlinear relationships in complex data fea-
tures of the syphilis incidence time series, result-
ing in more robust and accurate predictions. 
However, our study differs from the previous 
findings. Zhu et al. (33) used ARIMA, Elman 
neural network (ERNN), ARIMA-ERNN hybrid, 
and long short-term memory (LSTM) models to 
forecast syphilis in mainland China, and their 
findings showed that the prediction performance 
of LSTM outperformed ARIMA, ERNN, and 
ARIMA-ERNN hybrid models. This may be re-
lated to data characteristics and sample size. Be-
cause they collected monthly syphilis incidence 
data from 2011 to 2021 with 132 observations, 
only 39 annual data points between 1982 and 
2020 were collected in our study. Therefore, dif-
ferent sample sizes and data characteristics, as 
well as the use of different models to predict 
syphilis incidence, have led to different conclu-
sions. In practice, the appropriate combination 
model was selected based on the characteristics 
of data and sample size by trial and error to ob-
tain more accurate prediction results. 
 
Conclusion 
 
The ES-BP combination model achieved better 
prediction performance. Our findings not only 
reasonably reflect the internal regularities of ob-
jectives in the prediction of syphilis incidence but 
can also help decision-makers monitor and 
promptly provide effective preventive measures 
in mainland China. 
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