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Abstract
K-means algorithm is one of the well-known unsupervised machine learning algo-
rithms. The algorithm typically finds out distinct non-overlapping clusters in which
each point is assigned to a group. Theminimum squared distance technique distributes
each point to the nearest clusters or subgroups. One of the K-means algorithm’s main
concerns is to find out the initial optimal centroids of clusters. It is the most chal-
lenging task to determine the optimum position of the initial clusters’ centroids at the
very first iteration. This paper proposes an approach to find the optimal initial cen-
troids efficiently to reduce the number of iterations and execution time. To analyze the
effectiveness of our proposed method, we have utilized different real-world datasets to
conduct experiments. We have first analyzed COVID-19 and patient datasets to show
our proposed method’s efficiency. A synthetic dataset of 10M instances with 8 dimen-
sions is also used to estimate the performance of the proposed algorithm. Experimental
results show that our proposed method outperforms traditional kmeans++ and random
centroids initialization methods regarding the computation time and the number of
iterations.

Keywords K-means Clustering · Principal Component Analysis · Percentile ·
Unsupervised Algorithm · Machine Learning · Data Science

B Iqbal H. Sarker
iqbal@cuet.ac.bd

1 Department of Computer Science and Engineering, Chittagong University of Engineering &
Technology, Chittagong 4349, Bangladesh

2 Department of Computer Science and Information Technology, La Trobe University, Victoria
3086, Australia

3 School of Health and Rehabilitation Sciences, Faculty of Health and Behavioural Sciences, The
University of Queensland, St Lucia QLD 4072, Australia

123

http://crossmark.crossref.org/dialog/?doi=10.1007/s40745-022-00428-2&domain=pdf
http://orcid.org/0000-0003-1740-5517


Annals of Data Science

1 Introduction

Machine learning is a subset of Artificial Intelligence that makes applications capable
of learning and improves the result through the experience, not being programmed
explicitly through computation [1]. Supervised and unsupervised are the basic
approaches of the machine learning algorithm. The unsupervised algorithm identifies
hidden data structures from unlabelled data contained in the dataset [2]. According
to the hidden structures of the datasets, clustering algorithm is typically used to find
the similar data groups which also can be considered as a core part of data science as
mentioned in Sarker et al. [3].

In the context of data science and machine learning, K-Means clustering is known
as one of the powerful unsupervised techniques to identify the structure of a given
dataset. The clustering algorithm is the best choice for separating the data into groups
and is extensively exercised for its simplicity [4]. Its applications have been seen
in different important real-world scenarios, for example, recommendation systems,
various smart city services as well as cybersecurity and many more to cluster the data.
Beyond this, clustering is one of the most useful techniques for business data analysis
[5]. Also, the K-means algorithm has been used to analyze the users’ behavior and
context-aware services [6]. Moreover, the K-means algorithm plays a vital role in
complicated feature extraction.

In terms of problem type, K-means algorithm is considered an NP-Hard problem
[7]. It is widely used to find the number of clusters so that it is possible to divide the
unlabelled dataset into clusters to solve real-world problems in various application
domains, mentioned above. It is done by calculating the distances from a centroid
of a cluster. We need to fix the initial centroids’ coordinates to find the number of
clusters at initialization. Thus, this step has a crucial role in the K-means algorithm.
Generally, we randomly select the initial centroids. If we can determine the initial
centroids efficiently, it will take fewer steps to converge. According to D. T. Pham et
al. [8], the overall complexity of the K-means algorithm is

O(k2 ∗ n ∗ t) (1)

Where t is the number of iterations, k is the number of clusters and n is the number
of data points.

Optimization plays an important role both for supervised and unsupervised learning
algorithms [9]. So, it will be a great advantage if we can save some computational
costs by optimization. The paperwill give an overview to find the initial centroidsmore
efficiently with the help of principal component analysis (PCA) and percentile concept
for estimating the initial centroids. We need to have fewer iterations and execution
times than the conventional method.

In this paper, recent datasets of COVID-19, a healthcare dataset and a synthetic
dataset size of 10 Million instances are used to analyze our proposed method. In the
COVID-19 dataset, K-means clustering is used to divide the countries into different
clusters based on the health care quality. A patient datasetwith relatively high instances
and low dimensions is used for clustering the patient and inspecting the performance
of the proposed algorithm. And finally, a high instance of 10M synthetic dataset is used
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to evaluate the performance. We have also compared our method with the kmeans++
and random centroids selection methods.

The key contributions of our work are as follows-

• We propose an improved K-means clustering algorithm that can be used to build
an efficient data-driven model.

• Our approach finds the optimal initial centroids efficiently to reduce the number
of iterations and execution time.

• To show the efficiency of our model comparing with the existing approaches,
we conduct experimental analysis utilizing a COVID-19 real-world dataset. A
10M synthetic dataset as well as a health care dataset have also been analyzed to
determine our proposed method’s efficiency compared to the benchmark models.

This paper provides an algorithmic overview of our proposed method to develop
an efficient k-means clustering algorithm. It is an extended and refined version of
the paper [10]. Elaborations from the previous paper are (i) analysis of the proposed
algorithm with two additional datasets along with the COVID-19 dataset [10], (ii) the
comparisonwith randomcentroid selection and kmeans++ centroid selectionmethods,
(iii) analysis of our proposed method more generalized way in different fields, and (iv)
including more recent related works and summarizing several real-world applications.

In Sect. 2, we’ll discuss the works of similar concepts. In Sect. 3, we will further
discuss our proposed methodology with a proper example. In Sect. 4, we will show
some experimental results, description of the datasets and a comparative analysis. In
Sects. 5 and 6, discussion and conclusion have been included.

2 RelatedWork

Several approaches have been made to find the initial cluster centroids more effi-
ciently. In this section, we will bring some of these works. M. S. Rahman et al. [11],
provided a centroids selection method based on radial and angular coordinates. The
authors showed experimental evaluations for his proposed work for small(10k-20k)
and large(1M-2M) datasets. However, the number of iterations of his proposedmethod
isn’t constant for all the test cases. Thus, the runtime of his proposed method increases
drastically with the increment of the cluster number. A. Kumar et al. also proposed
to find initial centroids based on the dissimilarity tree [12]. This method improves k-
means clustering slightly, but the execution time isn’t significantly enhanced. In [13],
M.S. Mahmud et al. proposed a novel weighted average approach to finding the initial
centroids by calculating the mean of every data point’s distance. It only describes the
execution time of 3 clusters with 3 datasets. Improvement of execution time is also
trivial. In [14], authors M. Goyal et al. also tried to find the centroids by dividing
the sorted distances with k, the number of equal partitions. This method’s execution
time has not been demonstrated. M. A. Lakshmi et al. [15] proposed a method to find
initial centroids with the help of the nearest neighbour method. They compared their
method using SSE(Sum of the SquaredDifferences)with random and kmeans++ initial
centroids selection methods. SSE of their method was roughly similar to random and
kmeans++ initial centroids selectionmethods.Moreover, they didn’t provide any com-
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parison regarding execution time as well. K. B. Sawant [16] has proposed a method to
find the initial cluster with the distance of the neighbourhood. The proposed method
calculates and sorts all the distances from the first point. Then, the entire dataset was
divided into equal portions. But the author didn’t mention any comparative analysis to
prove his proposed method better than the existing one. In [17] , the authors proposed
to save the distance to the nearest cluster of the previous iteration and used the dis-
tance to compare in the next iteration. But still, initial centroids are selected randomly.
In [18], M. Motwani et al. proposed a method with the farthest distributed centroids
clustering (FDCC) algorithm. The authors failed to include information on how this
approach performs with a distributed dataset and a comparison of execution times. M.
Yedla et al. [19] proposed a method where the algorithm sorted the data point by the
distance from the origin and subdivided it into k (number of clusters needed) sets.

COVID-19 has been the subject of several major studies lately. The K-means algo-
rithm has a significant influence on these studies. S. R. Vadyala et al. proposed a
combined algorithm with k-means and LSTM to predict the number of confirmed
cases of COVID-19 [20]. In [21], author A. Poompaavai et al. attempted to identify
the affected areas by COVID-19 in India by using the k-means clustering algorithm.
Many approaches have been attempted to solve the COVID-19 problem using k-means
clustering. In [22], S.K. Sonbhadra et al. proposed a novel bottom-up approach for
COVID-19 articles using k-means clustering along with DBSCAN and HAC. S. Chin-
chorkar used the K-means algorithm for defining Covid-19 containment zones. In this
paper [23], the size and locations of such zones (affected by Coronapositive patients)
are considered dynamic. K-means algorithm is proposed to handle the zones dynam-
ically. But if the number of Corona-positive patient outbreaks, K-means may not be
effective as it will take huge computational power and resources to handle the dataset.
N. Aydin et al. used K-means in accessing countries’ performance against COVID-19.
In this paper [24], K-means and hierarchical clustering methods are used for cluster
analysis to find out the optimum number of classes in order to categorize the coun-
tries for further performance analysis. In this paper [25], a comparison is made based
on the GDP declines and deaths in China and OECD countries. K-means is used for
clustering analysis to find out the current impact of GDP growth rate, deaths, and
account balances.T. Zhang used a generalized K-means algorithm in GLMs to group
the state-level time series patterns for the analysis of the outbreak of COVID-19 in the
United States [26]

K-means clustering algorithm has a huge impact on patient and medically related
work. Many researchers use the k-means algorithm for their research purpose. Ldl
Fuente-Tomas et al. [27] used the k-means algorithm to classify patients with bipolar
disorder. P. Sili-tonga et al. [28] used a k-means clustering algorithm for clustering
patient disease data. N. Das et al. [29] used the k-means algorithm to find the nearest
blood & plasma donor. MS Alam et al. [30] used the k-means algorithm m for detect-
ing human brain tumors in a magnetic resonance imaging (MRI) image. Optimized
data mining and clustering models can provide an insightful information about the
transmission pattern of COVID-19 outbreak [31].

Among all the improved and efficient k-means clustering algorithms proposed pre-
viously, they take the initial center by randomization [15, 17] or the k-means++
algorithm [15, 32]. Those processes of selecting the initial cluster take more time.
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In contrast, our proposed k-means algorithm chooses initial centroids using principal
component analysis(PCA) & percentile.

3 ProposedMethodology

The K-means clustering is the NP-Hard optimization problem [33]. The efficiency
of the k-means clustering algorithm depends on the selection or assignment of initial
clusters’ centroids [34]. So, it is important to select the centroids more systematically
to improve the K-means clustering algorithm’s performance and execution time. This
section introduces our proposed method of assignment of initial centroids by using
Principal Component Analysis (PCA) and dividing the values into percentiles to get
the efficient initial coordinate of centroids. The flowchart in Fig. 1 depicts the overall
process of our proposed method.

In the next subsection, We will describe our proposed method.

3.1 Input Dataset and Pre-processing

In Sect. 4.1, a vivid description has been given about the dataset of our model. Every
dataset has properties that requires manual pre-processing to make it competent for
feeding the K-means clustering algorithm. K-means clustering algorithm can only
perform its operation on numerical data. So any value which is not numerical or
categorical must need to be transformed. Again, handling missing values needs to be
performed during manual pre-processing.

As we have tried to solve real-world problems with our proposed method, all
attributes are not equally important. So, we have selected some of the attributes for the
K-means clustering algorithm’s implementation. So, choosing the right attributesmust
be specified before applying Principal Component Analysis (PCA)and percentile.

3.2 Principal Component Analysis (PCA)

PCA is a method, mostly discussed in mathematics, that utilizes an orthogonal trans-
formation to translate a set of observations of potentially correlated variables into a
set of values of linearly uncorrelated variables, called principal components. PCA
is widely used in data analysis and making a predictive model [35]. PCA reduces
the dimension of datasets by increasing interpretability but minimizing the loss of
information simultaneously. For this purpose, the orthogonal transformation is used.
Thus, the PCA algorithm helps to quantify the relationship between the large related
dataset [36], and it helps to reduce computational complexity. A pseudo-code of PCA
algorithm is provided below 1.

PCA tries to fit as much information as possible into the first component, then the
second component, and so on.

We convert the multi-dimensional dataset into two dimensions for our proposed
method using PCA. Because with these two dimensions, we can easily split the data
into horizontal and vertical planes.
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Fig. 1 Flowchart of the proposed method

3.3 Percentile

The percentile model is a well-known method used in statistics. It divides the whole
dataset into 100 different parts. Each part contains 1 percent data of the total dataset.
For example, the 25th percentile means this part contains 25 percent of data of the
total dataset. That implies, using the percentile method, we can split our dataset into
different distributions according to our given values [37].

The percentile formula is given below:

R = P

100
∗ (n + 1)
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Algorithm 1 PCA Algorithm

1: Compute the mean, μ = 1
p

p∑

k=1
xk , where p = Number of Pattern, xk = Feature Matrix, and k is an

iterator.

2: Compute covariance matrix, C = 1
p

p∑

k=1
{xk − μ}{xk − μ}T , where T represents the Transpose matrix.

3: Compute Eigenvalues τi and Eigenvectors Vi ,

Ci = τi Vi

where i = (1,2,3…. Number of feature)
4: Estimate the high-valued Eigenvectors.
5: Extract low dimensional feature vectors (principal components or PC) from raw feature matrix.

Here, P = The Percentile to find, n = Total Number of values, R = Percentile at P
After reducing the dataset into two dimensions by applying PCA, the percentile

method is used on the dataset. The first component of PCA holds the majority of
information, and Percentiles can only be applied to one-dimensional data. As we have
foundmost of the information in the first component of PCA, we have considered only
the first component.

Finally, dataset is partitioned according to the desired number of clusters with the
help of the percentile method. It splits the two-dimensional data into equal parts of
the desired number of clusters.

3.4 Dataset Split andMean Calculation

After splitting the reduced dimensional dataset through percentile, we extract the split
data from the primary dataset by indexing for every percentile. In this process, we can
get back the original data. After retrieving the original data for each percentile, we
have calculated the mean of each attribute. These means from the split dataset are the
initial centroids of clusters of our proposed method.

3.5 Centroids Determination

After splitting the dataset and calculating the mean according to Subsect. 3.4, we
select each split dataset’s mean as a centroid. These centroids are considered as our
proposed initial centroids for the efficient k-means clustering algorithm. K-means is
an iterative method that attempts to make partitions in an unsupervised dataset. The
sub-groups formed after the division are non-overlapping subgroups. This algorithm
tries to make a group as identical as possible for the inter-cluster data points and aims
to remain separate from the other cluster. In Algorithm 2, a pseudo-code is provided
of the k-means algorithm:
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Algorithm 2 K-means Clustering Algorithm
1: Input: A dataset D and Number of clusters K
2: Output: K number of clusters
3: procedure K- means(I nput)
4: Take initial centroids C= c1,c2,c3…..,ck
5: Assign each instance d1 to a cluster, Ki by the closest distance
6: Calculate the new centroids by taking mean of each cluster
7: Repeat the above process until the centroids converges

3.6 Cluster Generation

At the last step, we have executed our modified k-means algorithm until the centroids
converge. Passing our proposed centroids instead of random or kmeans++ centroids
through the k-means algorithmwe have generated the final clusters [32]. The proposed
method always considers the samecentroids for each test. Thepseudocodeof ourwhole
proposed methodology is given in the algorithm 3. In the next section, evaluation and
experimental results of our proposed model are discussed.

Algorithm 3 Proposed Method of Initial Cluster Centroids
1: Input: A dataset D and Number of clusters K
2: Output: Efficient initial centroids for K clusters
3: procedure Proposed Method(I nput)
4: All n attributes a1, a2, a3, . . . , an of D must be numeric. If there is any non-numeric attribute, just

convert it to numeric value.
5: Apply Principal Component Analysis (PCA) with 2 components to the dataset, D.
6: Apply percentile for splitting the whole dataset into K equal parts based on 1st component.
7: Extract the split dataset from primary data by index.
8: Calculate the mean of each attribute of the split datasets.
9: Take themean of each dataset as the initial clusters centroids,C = c1, c2, . . . , ck, where c1, c2, .., ck

are the initial centroids for 1st,2nd,….,k clusters consecutively.
10: Assign the centroids to the k-means clustering algorithm

4 Evaluation and Experimental Result

We have gone through a couple of experiments to measure the effectiveness and
validate our proposed model for selecting the optimum initial centroids for the k-
means clustering algorithm. The proposed model is tested with the high dimension,
relatively high instances, and very high instances datasets.Wehave used a fewCOVID-
19 datasets and merged them to have a handful of features for clustering the countries
according to their health quality during COVID-19. We have tested the model for
clustering the health care patients [38]. The mode is also tested with 10 million data
created with the scikit-learn library [39]. A detailed explanation of the datasets is given
in the following subsection.
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Table 1 Sample data of COVID-19 dataset

Country Total cases
per million

New cases
per million

Total
deaths per
million

New
deaths per
million

Cardiovasc
death rate

Hospital
beds per
thousand

life
expectancy

Australia 839.102 12.275 12.275 0.706 107.791 3.84 83.44

Bangladesh 1581.808 17.651 20.876 0.237 298.003 0.8 72.59

China 61.769 0.079 3.258 0.003 261.899 4.34 76.91

Table 2 Sample data of
Covid-19-testing-policy

Entity Code Date Testing policy

Australia AUS Aug 11, 2020 3

Bangladesh BGD Aug 11, 2020 2

China CHN Aug 11, 2020 3

4.1 Dataset Exploration

We experimented with many different datasets to descry our model’s efficiency. Prop-
erties of our used datasets are

• Low instances with a high dimensional dataset
• Relatively high instances with a low dimensional dataset
• Very high instances dataset

In the next Subsect. of 4.1.1, 4.1.2 and 4.1.3, a brief explanation of those datasets
is given.

4.1.1 COVID-19 Dataset

Many machine learning algorithms, including supervised and unsupervised methods,
were applied to the covid-19 dataset. For creating our model, we used a few datasets
for selecting the features required for analyzing the health care quality of the countries.
The selected datasets are owid-covid-data [40], covid-19-testing-policy [41], public-
events-covid [41], covid-containment-and-health-index [41], inform-covid-indicators
[42]. It is worth mentioning that we used the data up to 11th August 2020.

For instance, some of the attributes of the owid-covid-data [40] are shown inTable 1.
Covid-19-testing-policy [41] dataset contains the categorical values of the testing
policy of the countries shown in Table 2.

Other datasets also contained such features required to ensure the health care quality
of a country. These real-world datasets helped us to analyze our proposed method for
real-world scenarios.

We merged the datasets according to the country name with the regular expression
pre-processing. Some pre-processing and data cleaning had been conducted in case
of merging the data, and we had also handled some missing data consciously. There
are so many attributes regarding COVID-19; among them, 25 attributes were finally
selected, as these attributes closely signify the health care quality of a country. The
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Fig. 2 2D distribution plot of COVID-19 dataset

attributes represent categorical and numerical values. These are country name, can-
cellation of public events (due to public health awareness), stringency index1, testing
policy ( category of testing facility available to the mass people), total positive case per
million, new cases per million, total death per million, new deaths per million, cardio-
vascular death rate, hospital beds available per thousand, life expectancy, inform the
COVID-19 risk (rate), hazard and exposure dimension rate, people using at least basic
sanitation services (rate), inform vulnerability(rate), inform health conditions (rate),
inform epidemic vulnerability (rate), mortality rate, prevalence of undernourishment,
lack of coping capacity, access to healthcare, physicians density, current health expen-
diture per capita, maternal mortality ratio. We have consciously selected the features
before feeding the model. A two-dimensional plot of the dataset is shown in Fig. 2.

It is a dataset of low instances with high dimensions.

4.1.2 Medical Dataset

Our second dataset is Medical related dataset with 100k instances. It is an open-source
dataset for research purposes. It has a random sample of 6 million patient records from
our Medical Quality Improvement Consortium (MQIC) database [38]. Any personal
information has been excluded. The final attributes of the dataset are: gender, age,
diabetes, hypertension, stroke, heart disease, smoking history, and BMI.

1 It is one of the matrices used by Oxford COVID-19 Government Response Tracker [43]. It delivers a
picture of the country’s enforced strongest measures.
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Table 3 Sample data of Medical Dataset

Gender Age Diabetes Hypertension Stroke Heart
disease

Moking
history

BMI

Female 80.0 0 0 0 1 Never 25.19

Female 36.0 0 0 0 0 Current 23.45

Female 44.0 1 0 0 0 Never 19.31

Male 42.0 0 0 0 0 Never 33.64

Male 18.0 0 0 0 0 Never 21.78

Fig. 3 2D distribution plot of medical dataset

A glimpse of theMedical dataset is given in Table 3. It is a dataset of relatively high
instances with low dimensional data. Figure 3 provides a graphical representation of
the dataset, which gives meaningful insights into the distribution of the data.

4.1.3 Synthetic Dataset

A final syntactic dataset has been made to cover the very high instances dataset cat-
egory. This synthetic dataset is created with the scikit-learn library [39]. The dataset
has 8 dimensions with 10M (TenMillion) instances. The two-dimensional distribution
is shown in Fig. 4.

4.2 Experimental Setup

We have selected the following questions to evaluate our proposed model.
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Fig. 4 2D distribution plot of scikit-learn library dataset

• Is the proposed method for selecting efficient clusters of centroids working well
both for the high and low dimensional dataset?

• Does the method reduce the iteration for finding the final clusters with the k-means
algorithm compared to the existing methods?

• Does themethod reduce the execution time to some extent compared to the existing
methods for the k-means clustering algorithm?

To answer these questions, we have used real-time COVID-19 healthcare quality
data of different countries, patient data, and a scikit-learn library dataset with 10M
instances. In the following sub-sections,we have briefly discussed experimental results
and comparison with its’ effectiveness.

4.3 Evaluation Process

In machine learning and data science, computational power is one of the main issues.
Because at the same time, the computer needs to process a large amount of data. So,
reducing computational costs is a big deal. K-means clustering is a popular unsuper-
vised machine learning algorithm. It is widely used in different clustering processes.
The algorithm randomly selects the initial clusters’ centroids, which sometimes causes
many iterations and high computational power. As discussed in the methodology
section, we have implemented our proposed method. However, many researchers pro-
posedmany ideas discussed in the related work Sect. 2.We have compared our method
with the best existing k-means++ and random method [32]. We have measured the
effectiveness of the model with

– Number of iterations needed for finding the final clusters
– Execution time for reaching out to the final clusters

These two things will be measured in the upcoming subsections.
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Fig. 5 Iteration for 4 clusters with COVID-19 dataset

4.4 Experimental Result

Our main goal is to improve the traditional k-means clustering algorithm’s perfor-
mance. In this sub-section, we will show the experimental results with different
datasets. We have used high dimension datasets, large instances with relatively low
dimensions and very high instances. So, that will cover most of the real-world sce-
narios. Before jumping to the demonstration, it is worth mentioning that we have
conducted the experiment on Intel® CoreTM i7-8750H processor.

4.4.1 Analysis with COVID-19 Dataset

Firstly, we are starting our experiment with the COVID-19 dataset. Details explanation
of the dataset is provided in Subsect. 4.1.1. As we are making clusters for the countries
with similar types of health care quality, we have defined the optimum number of
clusters with the elbow method [44]. For the COVID-19dataset, the optimum number
of clusters is 4. So, we are looking forward to the results with 4 clusters. Here, each
type of cluster contains the same types of healthcare quality.

In Fig. 5, we have shown the experimental result in terms of iteration number
for the COVID-19 dataset of 50 tests. Here, we have compared the results of our
proposed method to the traditional random centroid selection method and existing
the best centroid selection method kmeans++. The yellow, red, and blue lines in Fig.
5 represent the random, kmeans++, and our proposed method consecutively. The
graphical representation clearly shows that the number of iterations of our model
is constant and outperforms most of the cases. On the other hand, the random and
kmeans++ method propagates randomly, and in most cases, the number of iterations
is higher than our proposed method. So, we can claim that our model outperforms in
terms of iteration number and execution time.
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Fig. 6 Execution time for 4 clusters with COVID-19 dataset

The graph in Fig. 6 represents the experimental result for execution time with the
COVID-19 data. Execution time is closely related to the number of iterations. In Fig.
6, the yellow line represents the results for the random method, the red line for the
existing kmeans++method and the blue line for our proposedmethod. As the centroids
of our proposed method are constant for each iteration, the execution time is always
nearly constant. Figure 6 depicts that in the case of the random and kmeans++method,
the execution time varies randomly while our proposed methods outperform in every
test case.

4.4.2 Analysis with Medical Dataset

K-means clustering algorithm is widely used in medical sectors as well. Patient clus-
tering is also one of the important tasks where clustering is usually used. We have
analyzed our model with the patient data mentioned in Subsect. 4.1.2. As it is a
real-world implementation, we have used the elbow method to find out the clusters’
optimum number. For the dataset, the optimum number of clusters is 3

We have conducted 50 tests over the dataset. The final outcome in terms of iteration
is shown in Fig. 7. The blue line represents the execution time for 3 clusters with the
dataset, and it is nearly constant. Compared to the other two methods represented with
the yellow line for random and red line for kmeans++, our model notably outperforms.

In Fig. 8, we have shown the experimental result for execution time. The blue line
represents the execution time for 3 clusters with the dataset. It is nearly constant.
Compared to the other two methods represented with the yellow line for random and
red line for kmeans++, our model notably outperforms.
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Fig. 7 Iteration for 3 clusters with Medical Dataset

Fig. 8 Execution time for 3 clusters with Medical Dataset

4.4.3 Analysis with Synthetic Dataset

In practical scenarios, clustering datamay bemassive. For that reason, we have created
a synthetic dataset described in Subsect. 4.1.3 for getting insight into our model,
whether it works for a very large dataset or not. This synthetic dataset contains about
10 million instances, and the dataset is only created for demonstration purposes. We
have also created the clusters randomly for testing our model. We have run the model
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Fig. 9 Total iteration and execution time for different number of clusters with Synthetic Dataset. (a) 3
clusters (b) 4 clusters (c) 5 clusters

with random, kmeans++ and our proposed model 50 times simultaneously with the
dataset. The model is tested with 3, 4 and 5 clusters. Figure 9 graphically represents
the experimental results with the synthetic dataset. The blue, yellow and red lines
represent the results for the proposed, random and kmeans++ methods consecutively.
The left side graphs show the experimental results in terms of iteration, and the right
side graphs show the experimental results for the execution time of 3, 4, and 5 clusters.

For the clusters, the number of iterations is constant for our proposed method,
and it also outperforms most of the test cases. Other models are random in nature.
The kmeans++ and random models have not reduced the iteration significantly. It is a
remarkable contribution.

Execution time is a vital issue for improving an algorithm’s performance. The right
side graphs of Fig. 9 show the results in terms of execution time for 3, 4, and 5
clusters. The execution time needed for our proposed method is nearly constant and
outperforms compared to the kmeans++ and random methods.
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4.5 Effectiveness Comparison Based on Number of Iterations and Execution Time

Computation cost is one of the fundamental issues in data science. If we can reduce the
number of iterations to some extent, the performance will be improved. A Constant
iteration of the algorithm helps us to have the same performance over time.

In Fig. 5, we find the experimental result for covid-19 dataset. When our proposed
method is applied, we have found a constant number of iterations in each test. But the
existing kmeans++ and random methods’ iteration are random. It varies for different
test cases. Figure 6 provides the execution time comparison for existing kmeans++,
random and our proposed method. Our model executed the k-means clustering algo-
rithm for each test case in the shortest time.

The medical dataset contains a relatively high instance of data with real-world
hospital patient data. Figures 7 and 8 represent the experimental results for random,
kmeans++ and our proposed methods. We have found that our model converged to the
final clusters with a reduced number of constant iterations and improved execution
time.

In Fig. 9, we have shown the experimental results of the K-means clustering algo-
rithm for 3,4 and 5 clusters consecutively for the number of iterations along with
execution time. This experiment has been done on a synthetic dataset described in Sub-
sect. 4.1.3. Constant optimum iteration compared to the existing model kmeans++,
random and shortest execution time signify that our model outperforms for large
datasets.

Based on the experimental results, we claim that our model outperforms in real-
world applications and reduces the computational power of the K-means clustering
algorithm. It also outperforms for a huge instance of datasets.

The above discussion answers the last two questions discussed in the experimental
setup Subsect. 4.2.

5 Discussion

K-means clustering is one of the most popular unsupervised clustering algorithms. By
default k-means clustering algorithm randomly selects the initial centroids. Some-
times, it consumes a huge computational power and time. Over the years, many
researchers tried to select the initial centroids more systematically. Some of the works
have beenmentioned in Sect. 2, andmost of the previousworks are not detailed enough
and well recognized. From equation 1, we presume that the execution time will be
reduced significantly if we can reduce the number of iteration. And our proposed
method focuses on minimizing the iteration. Two statistical models, PCA(principal
component analysis) [35] and percentile [37] are used to deploy the proposed method.
It is also mentionable that the proposed method provides the optimal number of iter-
ations for applying the K-means clustering algorithm. However, the most popular
and standard method is kmeans++ [32]. So, we have compared our model with the
kmeans++method and the default randommethod to analyze the efficiency.Wehaven’t
modified the main K-means clustering algorithm instead developed an efficient cen-
troid selection process that provides an optimum number of constant iterations. As the
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time complexity is directly related to the iteration shown in equation 1 and our model
gives less number of iterations, the overall execution time is reduced.

We have made clusters of the countries with similar types of health care quality for
solving the real-world problemwith our proposedmethod. It is high-dimensional data.
Themedical-related dataset is also used for making patient clusters.We have also used
a synthetic dataset created with scikit-learn consisting of 10M instances to ensure that
our model is also outperforming for a large number of instances. This model performs
well for both low and high-dimensional datasets. Thus, this technique could be applied
to solve many unsupervised learning problems in various real-world application areas
ranging from personalized services to today’s various smart city services and security,
i.e., to detect cyber-anomalies [6, 45]. Internet of Things (IoT) is another cutting edge
technology where clustering is widely used [46].

Our proposed method reduces the computational power. So, the proposed model
will work faster in case of a clustering problem where the data volume is too large.
This proposed method is easy to implement, and no extra setup is needed.

6 Conclusion

In this article,wehaveproposed an improvedK-means clusteringmethod that increases
the performance of the traditional one. We have significantly reduced the number of
iterations by systematically selecting the initial centroids for generating the clusters.
PCA and Percentile techniques have been used to reduce the dimension of data and
segregate the dataset according to the number of clusters. Finally, these segregated data
have been used to select our initials centroids. Thus, we have successfully minimized
the number of iterations. As the complexity of the traditional K-means clustering
algorithm is directly related to the number of iterations, our proposed approach out-
performed compared to the existing methods. We believe this method could play a
significant role for data-driven solutions in various real-world application domains.
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