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Preamble on infectious diseases

Infectious diseases are caused by pathogenic microorganisms, such as bacteria,
viruses, parasites, or fungi. The diseases can be symptomatic or asymptomatic.

Certain infectious diseases such as human immunodeficiency virus (HIV) can

be fairly asymptomatic but can lead to disastrous consequences after few years if
uncontrolled (https://www.who.int/topics/infectious_diseases/en/). The

spread of infectious diseases varies from microorganisms to microorganisms.
For instance, certain viruses such as HIV are only transmitted upon close phys-

ical contacts (sexual transmission or blood contact) while influenza virus infec-

tion is transmitted by emitted droplets following sneezing, coughing, or
speaking, within few meters of distance. Zoonotic diseases are infectious dis-

eases of animals that can cause disease when transmitted to humans.

In the 20th-century infectious diseases were responsible for the largest number
of premature death and disability worldwide. The Spanish flu occurred in the

beginning of the previous century (Taubenberger and Morens, 2006; https://

www.cdc.gov/features/1918-flu-pandemic/index.html). It is estimated that
one-third of the world’s population (500 million individuals) was infected

and has symptoms during the 1918–19 pandemic (Fig. 1A). The disease was

one of the deadliest of all influenza pandemics. It was estimated that at least
50 million individuals died following the infection. The impact of this pan-

demic was not restricted to the first quarter of the 20th century since almost

all cases of influenza A were caused by mutated versions of the 1918 virus.
While we will not cover the virologic or immunological aspect of influenza

infection, it is important to understand the purpose of this chapter why the

pandemic occurred. The 1918 flu pandemic happened during World War I
where proximity, bad hygiene, and unusual mass movement (troops and
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FIG. 1

Lessons from the 1918 “Spanish” flu. (A) Graph representing the number of deaths during the peak of the

1918 influenza pandemic. (B) Since the “Spanish” flu, much knowledge has been acquired in the

mechanisms of influenza transmission and factors influencing it.
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population) helped the spread of the virus. Even the United Stated reported

more than 600,000 death in its country despite the distance. Many of the coun-

tries involved in the war “failed” to communicate on the death toll caused by
influenza. This was purposely kept silence in order to sustain public morale.

While this could be understood on amilitary aspect, it has deadly consequences

as the virus would come in other waves. At that time, viruses were not known
yet and diagnostic, prevention and treatments were very limited. As such,
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people would suffer from influenza virus itself (flu illness) and its conse-

quences such as lung infection by bacteria (pneumonia) in susceptible individ-
uals. This shows how poor communication andwrong usage of pandemics data

could affect millions of lives. Since then, progresses have beenmade in order to

follow influenza A pandemics. Since 1952, the World Health Organization’s
Global Influenza Surveillance and Response System (GISRS) have been mon-

itoring the evolution of influenza viruses. It also serves as a global alert mech-

anism for emerging viruses with pandemic potential as observed in 1918. We
now better understand the factors that influence transmission (Fig. 1B). Influ-

enza is just one of the various pandemics we have been through. In fact, besides

influenza, smallpox, tuberculosis, and cholera are constant threats (Holmes
et al., 2017). Improving the hygiene conditions and vaccination campaigns

have been very effective means to reduce the spread of infections. There are dif-

ferent cases of viral spread, for instance, there is constant follow-up on polio
cases as three countries still report cases while WHO has the mission to erad-

icate it completely. The 21st century has already seen emerging pandemic infec-
tious such as SARS (severe acute respiratory syndrome), MERS (Middle East

respiratory syndrome), Ebola, and Zika viruses. By controlling infections, we

can reduce premature death as well as infection-driven diseases such as cirrhosis
(hepatitis B), liver cancer (hepatitis C), stomach cancer (Helicobacter pylori), or

worsening of conditions such as cardiovascular and respiratory (influenza A).

Because we cannot always rely onmedicine to develop rapidly vaccines or other
treatments, the best prevention is to detect early possible pandemics and stop

the transmission. By blocking transmission, we could eventually also reduce

themutation of the viruses and thus keep the virus in a stage that vaccines could
help fight.
Artificial intelligence in health care

Among the existing analytical tools artificial intelligence (AI) has been identi-

fied as the most powerful and promising for mankind (Silver et al., 2017). AI is
the output from the input resource: big data that needs to be cleaned, struc-

tured, and integrated. What we refer as big data can be defined by volume,

velocity, variety, variability, veracity, and complexity. These terms refer to the
amount of data, the speed of data in and out, the range of data types and

sources, and accuracy and correctness, respectively. However, most of the vol-

ume and velocity of data in health care as of today are not high enough to
require big data. Most health-related studies do not require the support of data

scientists but of bioinformaticians and statisticians. However, in a context of

omics generating hundreds of thousands of data points for gene polymor-
phism, gene expression, metabolomics, lipidomics, and proteomics, there is

a need to develop better tools to identify specific cases from the overall orien-

tation of the mass of data.
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Detection of weak signals enables the early identification of trends before they

become significant and important. This is highly used in the field of cybersecu-
rity. Translated to health care, this would mean identifying a signature in few

individuals or a cluster of individuals and predicting the clinical trajectory of

the rest of the population. Various sets of data have been elegantly used to pre-
dict infectious diseases epidemics. The problem with infectious diseases, as

introduced above is their unpredictability as well as the multiple factors that

affect the process of infection and transmission. AI is the form of computing
that allows machines to act or react to input, similar to the way humans do,

by performing cognitive functions. On the contrary, traditional computing also

react to data but the output has been necessarily hand coded to react that way.
There is no cognitive function performed, as such the independent intelligence

is missing. If an unexpected situation is encountered, traditional computing

cannot react. In short, AI platforms are constantly adapting their behavior to
changes and modify their reactions accordingly. In an AI approach machines

are designed to analyze, interpret, and solve a problem. In one of its leading
application, machine learning, the computer learns once how to act or react

to a certain result and knows in the future to act in the same way.

Recent reports have shown the added value of machine learning for image pro-
cessing where classical tools could not identify early signs of diseases (Chen and

Asch, 2017). This is particularly true for cancer (Boon et al., 2018) which diag-

nosis and treatment are often assisted by AI approaches. Even in developing
countries where the resources, health-care cost, and other limitations prevent

from providing optimal care, this is applicable. A group has recently shown

the possibility to develop a low-cost point of care for lymphoma diagnosis
based on basic imaging and deep learning (Im et al., 2018). Several reports sug-

gested the use of Bayesian network (BN) for representing statistical dependen-

cies (Xu et al., 2016). A BN is a graph-based model of joint multivariate
probability distributions that captures properties of conditional independence

between variables (Belle et al., 2013). In the era of systems biology and person-

alized medicine, the development of appropriate analytical is growing. A new
class of data, often referred to as recreational data, will become more and more

relevant in the context of health care: Internet of things (IoT). The IoT is a grow-

ing network of devices and objects that we use in our daily life and that can
collect information. Smartphones with their numerous applications and wear-

ables are the typical example of devices that generate continuous streams of

data and this can be used to better understand our lifestyle. It is estimated that
>7 billion connected things are currently in use worldwide and making use of

this would magnify the possibilities to improve our life. Such datasets and
classical health-care datasets are being used to better understand infectious dis-

eases, the mechanisms of infections, resistance to treatment, transmission as

well as to improve vaccine designs (Fig. 2).



FIG. 2

Essential principles in the control of infectious diseases. In the sequence, the important aspects to control transmission and improve control

by preventive measures (vaccination and hygiene) are presented. The role of the AI ecosystem in this endeavor is central. Figures with

designs by Freepik from www.flaticon.com.
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The utilization of AI in infectious diseases

Improved diagnosis and blocking transmission
Diagnosis
The fear of infectious disease transmission has led authorities to set up pro-

cesses to detect individuals at risk. As such, in Singapore airport terminals, tem-

perature checks are performed systematically using a thermal camera to identify
individuals with high temperature. This minimal check is one piece of the mul-

tiple steps taken forward to block transmission of infections. Recent

approaches using mathematical modeling are improving this type of surveil-
lance. A similar system was developed to detect infected patients by classifica-

tion using vital signs (Sun et al., 2015). Hence, respiration rate, heart rate, and

facial temperature were used to successfully classify individuals at higher risk
for influenza using neural network and fuzzy clustering method. Fuzzy cluster-

ing methods differ from the k-means clustering because of the addition of the

membership values (degree of belongness to a cluster based on edge/centroid
position in the said cluster) and the fuzzifier. As such, each point can belong to

multiple clusters contrary to the nonfuzzy clustering methods. This demon-

strates the ability to develop effective methods for identifying populations at
risk. This triage is necessary and part of the process, even in the case of emergent

infectious diseases, where efforts have to be prioritized. The use of machine

learning methods can be used in more sophisticated contexts. For instance, a

http://www.flaticon.com
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combination of support vector machine (SVM) learning algorithm, Matlab,

leave one out cross-validation (LOOCV) method, and nested one-versus-one
(OVO) SVM were used to better separate gene sequences from bacteria over

other methods such as high-resolution melt (HRM). The combination of

SVM and HRM could identify with high accuracy (100%) isolated bacteria
(Fraley et al., 2016). In real-life biological samples, blood samples from

patients, the accuracy was affected which shows the limitation of developing

tools from data generated in a controlled environment (laboratory). Whether
this was due to poor quality of the biological samples or inherent to the inter-

actions of the bacteria in a nonartificial environment is not known. Still, this

shows that the mathematical tools developed should consider certain practical-
ities such as quality of the samples or duration of the laboratory process. This

was tackled in the case of tuberculosis diagnosis, the second leading cause of

death from infection in the world (Saybani et al., 2015). Because of the lengthy
process to have a final decision regarding diagnosis, early indicators of the

infectious were sought (Fig. 1). Existing systems exist such as the artificial
immune recognition system (AIRS) for various diseases diagnosis. AIRS was

developed using the immune system’s feature. The role of the immune system

is to recognize threats and keep these in memory. Immunological memory is
probably the most important feature of immunity as it allows us to better

respond when the threat (infectious agent) is encountered a second time. This

is in line with developing AI tools based on human cognitive function, the only
difference here is the fact intelligence is decentralized to the periphery (blood).

AIRS use k-nearest neighbor (kNN) as a classifier. Few issues with kNN in

machine learning (i) it identifies patterns of data without demanding for an
exact match to known patters which provides low accuracy and (ii) if k is

too small or large there may be issues with noise and loose neighborhood,

respectively. The AIRS that uses supervised machine learning methods
(Watkins and Boggess, 2002) has shown good accuracy (Cuevas et al.,

2012). Saybani et al. have improved the accuracy of such a classification aid

by using SVM instead of kNN as classifier. SVM is a muchmore robust classifier
and was applied to a tuberculosis cohort. With an accuracy of 100%, sensitivity

of 100%, specificity of 100%, Youden’s Index of 1, area under the curve (AUC)

of 1, and root mean squared error (RMSE) of 0, the new AIRS method was able
to successfully classify tuberculosis patients. Another life threatening and pan-

demic infection,malaria, has been under intense research to develop novel, eas-

ily implementable, and cost-effective methods for diagnosis. Malaria diagnosis
is time consuming and may require the intervention of several health services.

Machine learning algorithms were developed to detect red blood cells (RBCs)

infected with malaria from digital in-line holographic microscopy data, a fairly
cheap technology (Go et al., 2018). Segmented holograms from individual

RBC were tagged with several parameters and 10 of these were statistically dif-

ferent between healthy and infected RBCs. Severalmachine learning algorithms
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were applied to improve the malaria diagnostic capacity and the model trained

by the SVM showed the best accuracy in separating healthy from infected RBCs
for training (n¼280, 96.78%) and testing sets (n¼120, 97.50%). This DIHM-

based AI methodology is simple and does not require complex blood sample

processing.

Epidemiology and transmission
Epidemiological studies can be performed at the population level or at the

patient’s bed (clinical epidemiology). Epidemiological studies should be
acquired along a specific timeline, with infection-related data collected in a lon-

gitudinal manner. When done properly, mathematical models can predict the

size of emerging infectious diseases. Large datasets and prediction models exist
for noncommunicable diseases (NCD). A recent study collated the data from

50 American states for a series of NCD such as diabetes, cardiovascular diseases,

hypertension, and others over a period of 5years (Luo et al., 2015). Data from
30 states were used for training and tested in the remaining 20 states. This colos-

sal amount of data and machine learning modeling enabled to reach near-

reality output. However, what defined NCD is the lack of transmission from
patient to patient because of proximity or shared environment in a short period

of time. This is what defines infectious diseases, because they can be transmitted

from one individual to the other within very short periods of time. The severity
of symptoms and mortality associated with the infection are driving the

urgency of predict future size and location of the epidemic. Many of the

machine learning methods presented in this chapter beside giving indications
on size and location, which is often the communicated information, are pri-

marily used by mathematicians to estimate variables related to infection

(e.g., incubation time, transmission mode, symptoms, resistance to treat-
ments). The input data for epidemiological studies is very diverse and enables

it to utilize various assets of AI (Fig. 1). Epidemiological studies enable us to
predict an epidemic from very small foyer as shown in a recent work on Kya-

sanur forest disease which is a tick-borne viral infectious disease (Majumdar

et al., 2018). Using extremal optimization tuned neural network, the team of
scientists showed the high prediction rate and proposed localization data to

be implemented in future databases in order to better control transmission.

Recent life-threatening outbreaks, such as Ebola, have pushed the community
to innovate in the field of prediction. Using machine learning, a single-layer

artificial neural network (ANN), logistic regression (LR), decision tree (DT),

and SVM classifiers scientists generated an ensemble of predictors that could
be applied to different combinations of Ebola-related data (Colubri et al.,

2016). An important issue in such health crisis is often the lack of immediate

response and poor quality of the data from initial foyer of infection. As in foren-
sic science, the history of transmission relies significantly on the early steps.

Colubri et al., showed how missing information and/or small sample size
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issues can be tackled when utilizing machine learning approaches: a composite

of machine learning approaches rather than a single model.

Several teams from United States (Kane et al., 2014), China, New Zealand

(Zhang et al., 2014), and South Africa (Adeboye et al., 2016) have utilized
autoregressive integrated moving average (ARIMA) for predicting infectious

diseases. The ARIMA model was originally developed for economic applica-

tions but has been used in other domains such as for infections that occur
in cyclic or repeating patterns. The time series models such as ARIMA are used

to predict future outbreaks as they filter out high-frequency noise in the data

to detect local trends based on linear dependence in observations in the series.
The ARIMAmodel can integrate dynamic relationships and update the model

based on recent events. Hence, ARIMA models have been widely used for epi-

demic time series forecasting including hemorrhagic fever, dengue fever, and
tuberculosis. For the later and other infectious diseases, seasonality is an

important aspect (Mohammed et al., 2018). Using seasonal ARIMA (SAR-

IMA) and neural network auto-regression (SARIMA-NNAR) tuberculosis inci-
dence and seasonality was analyzed in South Africa. This machine learning

approach indicated the need to tackle coinfection issues, especially HIV,

and also festival peak periods to be risk factors driving transmission.
SARIMA-NNAR outputs with the best model based on the simulation perfor-

mance: the Akaike information criterion (AIC), second-order AIC (AICc), and

Bayesian information criterion (BIC) which were lower than SARIMA alone.
Other methods than ARIMA can indicate a potential risk associated with

infection outbreak. In a study on Rift Valley Fever (RFV) emergence in Africa

and the Arabic peninsula, maximum entropy machine learning methods have
identified the key determinants associated with infectious risk. RVF is a vector-

borne viral zoonosis and the ML output identified intermittent wetland, wild

Bovidae richness, and sheep density as the main associations with landscape
suitability for RVF outbreaks (Walsh et al., 2017). A comparative analysis of

H5N1 outbreak in Egypt identified random forest as a more robust method

for prediction than ARIMA (Kane et al., 2014). Derivatives of ARIMA such
as an optimized ARIMA-generalized regression neural network (GRNN)

model were used for forecasting and control of tuberculosis in a far from ideal

environment of high population movement and coinfection history (HIV) in
the Heng county (China). This shows a superior performance that the previ-

ous models to predict future incidence of tuberculosis (Wei et al., 2017). This

suggests again that several strategies should be run in parallel and adapted to
the local environment and context. This can be exemplified by a study show-

ing how modeling [using three-step floating catchment area (3SFCA)] can
help optimize health-care utilization by reallocating health-care resources

to sites where the ratio of demand/supply is increasing dramatically (Chu

et al., 2016).



423The utilization of AI in infectious diseases
A group of experts in game has recently used AI approaches (disease simulation

model) to demonstrate success in using AI algorithms to search for the optimal
Malaria intervention strategies (Wilder et al., 2018). The variety and volume of

existing data for malaria control is quite dense (e.g., Malaria Atlas Project,

Malaria Immunology Database, Mapping Malaria Risk in Africa projects, Plas-
moDB) and enabled such an approach (Wong et al., 2018; Okell et al., 2008).

Very often, it is not the quantity but the quality and specificity of the input data

that will influence the accuracy of the predictive model. Following inoculation
of the dengue virus by mosquitoes, dengue hemorrhagic fever can occur (5% of

cases). Applying SVM with the radial basis function (RBF) kernel, scientists

were able to forecast the high morbidity rate and take precautions to prevent
such cases to happen. The parameter that was able to reach a high level of accu-

racy was not linked to climate but to the infection rate of the mosquitoes that

transmit dengue virus (Kesorn et al., 2015). It most cases of infectious diseases
the success transmission blockade is usually linked to outreach (Saybani et al.,

2016). Strategies should then identify the best way to communicate and reach
the various categories based on age, gender, and other socioeconomic variables.

The use of AI for predicting infectious diseases pandemics should also integrate

pipelines for adapted solutions. The high-level AI analytical approach pre-
sented above is possible when each of the various database has a high level

of veracity.
Treatments and antimicrobial drug resistance

Despite a good ability to diagnosemalaria and probably with improved diagno-

sis in the near future, there is a strong problematic with antibacterial and

antiparasitic drugs: resistance (Blasco et al., 2017). The adoption of
artemisinin-based combination therapies 20years ago is now being challenged

by the emergence of Plasmodium falciparummalaria parasiteswith decreased sus-
ceptibility to artemisinin-based combination therapies. Mathematical model-

ing using intrahost parasite stage-specific pharmacokinetic-pharmacodynamic

relationships predicted that ART resistance was a result of ring stages becoming
refractory to drug action (Saralamba et al., 2011). Antibiotic resistance can be

better tackledwith the existence of databases (Jia et al., 2017) reflecting this phe-

nomenon. The comprehensive antibiotic resistance database (CARD) contains
high-quality reference data on the molecular basis of antimicrobial resistance

(http://arpcard.mcmaster.ca). CARD is ontologically structured, model centric,

and spans the breadth of antimicrobial resistance drug classes andmechanisms.
The database is an interconnected andhierarchical structure allowingoptimized

data sharing and organization. This highlights the importance of the right archi-

tecture for the database (big data architecture). Recent studies have also shown
the use ofmachine learning in effectively identifying the potential antimicrobial

capacity of candidate compounds (Wang et al., 2016). In amore systematicway,

http://arpcard.mcmaster.ca
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Ekins et al. have used a series ofmachine learning approaches to predict respon-

siveness to tuberculosis infection in mice (Ekins et al., 2016). This includes
Laplacian-corrected naı̈ve Bayesian classifier models and SVM models using

Discovery Studio 4.1. Computational models were validated using leave-one-

out cross-validation, in which each sample was left out one at a time, a model
was built using the remaining samples, and that model was utilized to predict

the left-out sample. As in many studies the receiver operator characteristic

(ROC) plots and the areas under the cross-validated ROC curves are useful val-
idation tools. Bayesian model with SVM, recursive partitioning forest (RP for-

est), and RP single tree models were compared. For each tree, a bootstrap

sample of the original data is taken, and this sample is used to grow the tree.
A bootstrap sample is a data set of the same total size as the original one, but

a subset of the data records can be included multiple times. Their data clearly

suggest that Bayesian models constructed with data generated by different lab-
oratories in various mouse models can have predictive value and can be used in

conjunction with other datasets for the selection of the most-fit antimicrobial
compound. The same mathematical approaches can be performed either on a

very specific target for potential drugs (Djaout et al., 2016) or for amore system-

atic analysis such as performed for the known inhibitors of fructose bispho-
sphate aldolase, an enzyme central to the glycolysis pathway in M.

tuberculosis, in short, an essential player in the bacteria metabolism (Tiwari

et al., 2016). Naı̈ve Bayes, random forest, and C4.5 J48 algorithms were used
with an approach to improve models by avoiding over fitting and generating

faster and cost-effective models. Overall, this and previous studies (Zhanga

and Amin, 2016) suggest that machine learning provides good accuracy con-
firming other studies validating in silico methods to be used for screening of

large datasets to identify potential antiinfectious candidates. In line with this,

Shen et al. have clearly shown how treatments can be assisted using mathemat-
ical models (Shen et al., 2018). Shen et al. proposed a decision support system

canpropose an antibiotic therapy adapted to the patient based on factors such as

the body temperature, infection sites, symptoms/signs, complications, antibac-
terial spectrum, and even contraindications and drug-drug interactions. This

was possible thanks to the impressive array of data used to construct themodel:

“the ontology contains 1,267,004 classes, 7,608,725 axioms, and 1,266,993
members of “SubClassOf” that pertain to infectious diseases, bacteria, syn-

dromes, anti-bacterial drugs and other relevant components. The system

includes 507 infectious diseases and their therapymethods in combinationwith
332 different infection sites, 936 relevant symptoms of the digestive, reproduc-

tive, neurological and other systems, 371 types of complications, 838,407 types

of bacteria, 341 types of antibiotics, 1504 pairs of reaction rates (antibacterial
spectrum) between antibiotics and bacteria, 431 pairs of drug interaction rela-

tionships and 86 pairs of antibiotic-specific population contraindicated rela-

tionships.” Another study has developed models in order to reduce the
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utilization of antibiotics. Infants can experience symptoms that are cause by

pathogens (sepsis) or by noninfectious agents: systemic inflammatory response
syndrome (SIRS). As it is difficult to have a clear diagnosis rapidly using classical

laboratory tests, it was shown that applying a random forest approach could

identify the best set of predictors out of laboratory variables measured at onset
(Lamping et al., 2018). Beside antibiotics, antibodies are very effective in pro-

tecting against viral infection. The basis of vaccination is to mount an effective

memory response when the vaccine will encounter the virus later. This happens
via the production of antibodies that play a role in blocking the replication of

the virus. Studies have shown that the use of machine learning was very impor-

tant to identify best candidate vaccines (Choi et al., 2015). Using unsupervised
learning as well as unsupervised learning: (i) penalized LR: LR incorporating

into the model a lasso penalty term λ jjβ jj1, (ii) regularized random forest:

DT-based method that generates multiple DTs over bootstrap replicates of
the data, and (iii) SVM: kernel-based nonlinear classifier that finds a separating

hyperplane between the classes tominimize the risk of classification error, Choi
et al.model associations between antibody features and immune functions. The

antibody features can predict qualitative and quantitative functional outcomes

which provide with a novel and objective approach to assess immune correlates
to antibody features. All the aspects of response to treatment depend on an

essential parameter: compliance. There are very few systems to verify adherence

to infection-related treatments in a large-scale manner. In the case of the HIV, a
way to follow the evolution of the infection is to test the blood level ofHIV RNA.

This is very efficient to adjust the therapy but rarely affordable in poor resources

settings. As the evolution of HIV infectivity highly depend on the antiretroviral
therapy (Petersen et al., 2008), it becomes important to ensure the therapy is

taken appropriately and that viral loads are not affected because of loose adher-

ence to treatments. In populations at risk for virological failure, the implemen-
tation of a sensitive approachmay enable us to detect individuals with irregular

therapy adherence and help improve their health status, reduce costs of repet-

itive testing, and raise awareness on necessity to adhere to therapy regimens.
The self-reported and questionnaire type data is usually of low sensitivity

(50% or less). One way to better track adherence to antiretroviral therapy is

by analyzing data from pharmacy. The classification of failure to comply with
medication regimenwas significantly better with pharmacy refill data thanwith

self-reported data (Bisson et al., 2008). This has been the focus of a recent study

(Petersen et al., 2015) inwhich adherencewas followed by amonitoring system
that provides the highest quality of data comparedwith self-reported, pharmacy

data, or others. The device is a cap that fits on standard medicine bottles and

records the time and date each time the bottle is opened and closed. The aim
was to improve accuracy of data in order to have a better estimate of adherence

to treatments and how this impacts virologic failure. The data generated by this

type of device is analyzed with Super Learner (van der Laan et al., 2007),
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AI tools, their use and potential outcomes. The series (nonexhaustive) of machine learning tools used in the field of infectious diseases and

the aspects they target. Expected outcomes from the contribution of AI are presented.
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a data-adaptive algorithm based on cross-validation via multiple internal data

splits. Again, the use of machine learning was very efficient and could improve
classification of virological failure in a cohort of >1000 patients in the United

States. The combination of machine learning with the standard HIV follow-up

(CD4+ T cell count) and antiretroviral therapy regimen significantly improved
classification (ROC�0.8) compared to the electronicmonitoring system alone.

The contribution ofmachine learning in this context is reducing the necessity to

perform viral load tests (by 1/3) with a sensitivity for virological failure detec-
tion at >95%: saving time, resources and lives without low compromise. Alto-

gether, those applications of machine learning, summarized in Fig. 3 have

greatly improved the management of infectious diseases. While this shows
the enormous potential of AI, there are still many aspects that seek adjustments

in order to fully utilize the capacity of AI to help eradicate unwanted pathogens,

reduce the burden of seasonal viruses, and better understand the interactions
between pathogens and humans.
Improving the process

On the technical aspects

In this with the need to improve the utilization of AI in the context of infectious

diseases, we believe that identification of earliest signs of transmission: the com-
bination of extreme value theory and robust statistical methods-based analysis

should be applied (Ferro and Segers, 2003; Mikosch and Wintenberger, 2014;
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Deheuvels, 1991; Smith, 1989). The first two steps of correlation/event analysis

framework should filter most of the data and only let a small fraction pass to
the last step. The goal is to scrutinize the unfiltered data in order to detecting sus-

picious observations. Here again, the main issue lies in the learning of the

dynamic BN. For this purpose, the first step is to store dataset in a convenient
way, often in a specific database (e.g., not only structured query language:

NoSQL) that will enable fast extraction. The second problem that must be han-

dled lies in the scores used by learning algorithms to determine the conditional
independences required to define the graphical structure of the BN. Actually,

those are closely related to statistical independence tests (essentially to cross

entropy) (Gonzales and Wuillemin, 2011). While this is meaningful in many
contexts, it seems that this kind of test is inappropriate for learning anomalies

because the latter should be related to rare events whereas the aforementioned

statistical tests are not. Therefore, the focus should be in the rare events and to
apply statistical methods suited for this context. This paradigm shift is important

because, in our opinion, it is one of the keys to better detect outliers in medical
database (Barnett and Lewis, 1995; Filmoser et al., 2008). An important aspect of

uncertainty discovery is the focus on rare events, which characterize precisely

what the solution is looking for. For this purpose, we need to integrate into
algorithms the most recent statistical techniques for the study of large multi-

modal datasets.
The potential of extreme value theory

Existing medical tests are effective to find the “known bad,” aka diseases, but

can be ineffective in detecting “unknown bad.” This is often the case as medical

tests are specific for one disease, often under specific conditions (age, gender,
genetic, stage of disease, type of treatment). Hence there is a need to develop

tools for the unknown bad such as new infectious diseases or increased burden
of existing infections due to mutation of existing strains. The parallel between

cybersecurity and infectious diseases is on the spread following an “attack.” In

the medical field, majority of the data corresponds to normal behaviors and
known suspicious observations. Extreme values and rare events are of utmost

importance for extreme risk evaluation (Japan’s recent events show the need for

such methods). In the context of our problematic, infectious diseases, the low-
frequency risk makes extreme value theory and rare event analysis models of

choice for representing appropriately infectious risk-related uncertainties. It

is obvious that having a sophisticated uncertainty representation that best fits
data is of utmost importance for correctly detecting infectious risk (extreme

values). The study and application of the extreme value theory coupled with

the copula allows us to detect weak signals in large structured and unstructured
data. It should be known that when we use dimension reduction methods, the

weak signal at the extreme may be lost. With the era of AI and distributed
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computing we can partially overcome the curse of dimensionality. It should not

be confusing with classical AI tools as extreme value theory is a branch of sta-
tistics that seeks to assess, from a given ordered sample the probability of events

that are more extreme than any previously observed. It is then a high-

dimensional statistical approach. There were several attempts to use extreme
value theory in machine algorithms and deep learning such as the extreme

value machine method by Rudd et al. (2018). Other algorithms mining on

extreme regions and values were developed (Brownlees et al., 2015; Cai
et al., 2011; Goix et al., 2015, 2016; Mendelson, 2018; Ohannessian and

Dahleh, 2012). By combining high-dimensional statistics and AI, there should

be enough synergy to convince stakeholders and decision-makers to test their
potential for predicting and modeling rare events such as pandemics, with a

level of certainty (Reiss and Thomas, 2007).
Basics on the concept of extreme values

The development of extreme value theory originated from the needs in indus-

trial applications (risk, finance, natural events, etc.) where the study of “high”
values was a major concern because, in these applications, those may incur

important costs. Basically, from a set of events X1,…,Xn, indexed by their obser-

vation time, 1,…, n the key idea is to look for the maximumMn¼max{X1,…,
Xn} and, as such, modeling the probability distributions ℙ(Mn�x), as such, the

probability thatMn is lower or equal to x, this being dependent on x and time n.

Fr�echet, Gumbel, and Weibull have contributed significantly to the definition

of the distributions showcased here:  Mn�bn
an

� x
� �

� exp � 1 +γxð Þ1=γ
� �

.

In practice, the methods of determination of extreme values is done using the

“Block Maxima” method where data are divided into blocks corresponding to
separate periods of time. Alternatively, extreme value analysis rely on extracting

from a continuous record, the peak values reached for any period during which

values exceed or fall below a certain threshold (Fig. 4). This method is generally
referred to as the “Peak Over Threshold” (POT) method. Of course, the choice

of this threshold is, in itself, a problem, and this conditions the estimates of the

parameters. On top of that, there are cluster phenomena, mainly when the time
between two consecutive observations is small. In this case, it is common to

observe “clusters” of extreme values, excluding being treated as if they were

independent observations. Finally, in fine, it is often necessary to base the anal-
ysis of extreme values on small samples, even when they come from sets con-

taining thousands of observations. For POT data, the analysis may involve
fitting two distributions: one for the number of events in a known period of

time (Poisson distribution) and the other for the size of the exceedances (Pareto

distribution).
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FIG. 4

Concept of extreme value theories. The distribution of the data often shows the presence of extreme low and/or high values. These values

are identified using two methods: Block Maxima which consider defined and repeated periods of time (e.g., by year and waves of infection)

or Peak Over Threshold which consider any data beyond a set threshold over a continuous period of time.
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Very often, a single observation is from various sets of numerical data. Addi-

tionally, rare events are often associated. Recently it was understood that depen-
dency of extreme values could be viewed under the copulas. In statistics, a

copula is a multivariate probability distribution for which the marginal prob-
ability distribution of each variable is uniform. They describe the dependence

between random variables and have already been used in neurosciences (Eban

et al., 2013). The copula of a random vector (U,V) is defined by C(u,v) as the
joint cumulative distribution function: ℙ(U�x,V� y)¼C(ℙ(U�x),ℙ(V� y)).

Many of the existing methods should integrate the notion of copulas in order

to solve problems related to high-dimensional statistics and this is extended to
deep and machine learning (Deheuvels, 1991, 2009).
On the design of data collection

The emergence of the IoT is probably the biggest opportunity in the utilization
of data for human kind safety and progress. The IoT-derived data, if obtained

with the highest standards of ethics and secured with the highest standards of

security, will enable us to better track and control infectious diseases globally.
In most studies, the parameters that show high dependence for dissemination

of infections are the role played by the individuals and their close environment.
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As such, social interactions are very important drivers of infectious diseases

transmission. Social interactions are probably even more important for pri-
mates and other group-living animals (Rushmore et al., 2017). Network anal-

ysis becomes a must not only to better control zoonosis but also to

understand how in a group of individuals, be it animals, the social interac-
tions shape the infectious disease dynamics. Human studies have shown

how social media data (Lim et al., 2017) could be used to map infectious dis-

eases that have not yet been identified by public health institutions. Using
unsupervised machine learning model (i) no name of disease and (ii) no

symptoms as a bottom-up approach. Our interpretation and review of the

method is that by avoiding the integration of the name of the infection
and the symptoms, there is more change to cover diseases and unknown dis-

eases and to also enrich the databased related to known infectious diseases.

Because most of the terms used in social media (symptoms, body parts,
and pain locations) are not the scientific/medical level often reported by

health-care institution it is more likely to cover a wide range of individuals
and as such outputs with a denser geographical area. Although the study

was limited in time (8months), the validation was performed with accurate

(electronic medical records) from a small group of individuals (n¼104), and
the model was able to predict with a high precision, recall and F values on

average above 0.7 (Lim et al., 2017). This suggests that sentiments expressed

in social media is still valuable information, despite their heterogeneity and
better classification of sentiments should be a priority for the next generation

of social media-related studies. This approach of mass data to identify specific

signals may enable us to enter into the era of personalized medicine. In line
with this, patient similarity using electronic medical record has been success-

fully used to recommend treatments (Wang et al., 2015). The diagnoses,

demographic data, vital signs, and structures laboratory results were used
for similarity testing. The addition of an intelligence to the electronic medical

record may enables us to reach a precision >0.8. This again shows that

dynamic learning models can be used as assistive technology for decision-
making.
On the integration of AI in health-care institutions

The IoT gather a myriad of information on our habits. We can predict that the

field of medicine will also highly benefit from IoT. More and more clinical lab-

oratory tests are automated and the complexity of data generated can be more
complex. Strategies to implement AI in health-care institutions still need to be

developed (Beeler et al., 2018). The first aim is to setup a state-of-the-art data

management system. While most hospitals and clinics have such systems in
place, these are often obsolete as they are not adapted for the type of data

we generate nowadays. In the constant chase against infectious diseases
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Major sources of nosocomial infections. The development of algorithms for the early identification of

nosocomial infections is taking into account the sources for transmission.

431Improving the process
hospitals must have in place a systematic way to predict the emergence of nos-
ocomial infections (Fig. 5). Such intelligent systems should consider multiple

parameters including emergence of infectious diseases but also any particular

change in the hospital’s routine. This was effectively performed using random
forests and could bring attention to the hospital staff for possible gaps

(Valleron, 2017). To reach such a level of predictivity there are several items

to consider (i) upgrade the expertise in AI, (ii) develop synergies betweenmath-
ematicians, biologists, and clinicians, and (iii) develop the culture around AI as

done for previous technological developments. Of course, this implementation

is not without some sacrifices. However, while AI is widely seen as a threat for
“common” jobs, it should be seen as an opportunity. Hence, hospitals, clinics,

and other surveillance institutions should turn it as a chance. Recent works

have shown the benefit of integrating AI approaches for improved diagnosis.
Ultrasound has proved to be a useful tool to validate diagnosis of lung infec-

tion: pneumonia. This diagnosis depends on two factors: the expertise of the

operator and the potential bias during interpretation by the medical personal.
Using pattern recognition and image analysis was used for automatic classifi-

cation of pneumonia (Correa et al., 2018). The neural network trained correctly

identified pneumonia infiltrates (>90% sensitivity and 100% specificity).
Moreover, the geographic information related to infectious diseases should

be matched with the patients’ medical record and history (Hay et al., 2013).

This is very important to immediately understand the relationship between
location and other characteristics of the patients such as professional activity,

family environment, housing type, contact with animals, etc. This will enable

hospitals, which are often the first site where patients are in contact with
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professionals, to become experts in forensic science, where the culprit is a

microorganism. Recent advances were proposed such as building on simula-
tion experiences (Hogan et al., 2016). Preparedness for epidemic is mostly

tested in hospital regarding number of beds, and activation of specific measures

to avoid transmission of infection. Here, the Apollo structured vocabulary
(XML Schema Document-based syntax) was developed to represent infectious

disease scenarios and enable its utilization in independent simulators.

Several systems are already in use in health care. But there is far more to develop

to benefit significantly from the amount of available data. Progress has been

fairly slow in general and mostly due to the fragmentation or nonexistence of
data repositories. The contribution of major players in the field of technology

(including the GAFA) may help fasten this process. Recently Catalia Health

developed a humanoid robot named Mabu, a personal health-care assistant
for patients suffering from congestive heart failure. Beside doing an accurate

follow-up ofmedication compliance, it supports an adaptive conversation with

the patients regarding the overall health status. Such systematic follow-up in
intensive care unit, however, combining conversation with the medical person-

nel should enable them to better track and reduce the transmission of infections

(Fig. 5). The University of Iowa Hospitals & Clinics have usedmachine learning
to reduce surgical site infections by 74% over the past 3years. Using DASH ana-

lytics systems, the hospitals is using the high-definition care platform (HDCP),

which integrateswith thehospital’s electronichealth records to assess the risk for
individual patients. Focusing on surgery-derived infections, the system uses the

WHO surgical safety checklist. The checklist comprises three phases of the sur-

gery: (1) before the induction of anesthesia, (2) before the first incision of the
skin, and (3) before the patient leaves the operating room. This should ensure

the correct care protocol has been followed. Once this data and that from the

existing electronic health records is collected the DASH system inputs it all into
a prediction model and identified potential risks. This enables us to provide

costly treatments only to patients who need them. This is a precision medicine

approach. In another hospital, a new algorithm could predict a patient’s risk of
contracting Clostridium difficile, a life-threatening nosocomial infection. Every

year in theUnitedStates,>400,000people contract aC.difficile infection follow-

ing hospitalization and about 30,000 of them will die because of the infection.
Medical doctors and computer scientist from theMassachusetts General Hospi-

tal worked together to use AI for prediction. Using a dataset from >300,000

patients admitted and the knowledge that C. difficile spreads through physical
contacts, every possible interaction between patients was taken into account

whendeveloping the algorithm.Another tool developedbyRoyal Phillips (Con-
nectedCare) enables to reduce by 87% the time for identification of nosocomial

infection inhospitals, suggesting thatwiderutilizationof such application could

significantly reduce hospital-acquired morbidity and mortality.
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Conclusions and future perspectives

The utilization of AI and ML are very promising as shown with examples dis-

cussed in this chapter. There are a few issues for the full integration of AI in our
daily health-care lives. How are regulatory institutions such as the Food and

Drug Administration (Harrington and Johnson, 2018) going to help AI integra-

tion? Guidelines will need to be developed and implemented. This raises
another important question: how canwe harmonize AI approaches across insti-

tution? TheHippocratic oath refers to equity in treatment and the aim to deliver

the best treatment with the best of existing knowledge. Harmonizing the inte-
gration of AI (Collins and Tabak, 2014) will enable us to enforce its use for

infectious pandemics prediction, better understanding of infections, and

reduce time for drug discovery. Some tools exist to warranty the reproducibility
of analysis (https://rmarkdown.rstudio.com) and such initiatives should be.

While access to medication is still a (financial) limitation in developing coun-

tries, the use of AI to break transmissionmay become the best long-term afford-
able strategy. Risk analysis will also depend on howwe are able to integrate and

verify the quality of input data, especially based on IoT. All this will be for a

global benefit (Velsko and Bates, 2016).

Bio-surveillance still remains largely uncoordinated systems. There is a need to

take advantage of the rapid progressmade in the past decades in data processing,

analytics, and utilization. Existing structures such as the MOH-driven global
influenza surveillance could be used as examples to develop long-term capabil-

ities in preventing infectious disease pandemics and their deleterious effects.

Even intracountry organizations often fail to communicate information prop-
erly and to group this in a timelymanner. As discussed in this chapter, the archi-

tecture of the data is an essential part that should be defined upstream to enable

suchdata sharing,merging, andanalysis.With increasingproduct exchangesand
travels the risks for dissemination of infectious diseases would not be reduced

unless strategic decisions aremade at the global level regarding implementation
of big data architectures and their integration for AI-driven solutions. There is

also a temptation not to wait for policies to be implemented. For instance, per-

sonalized approaches for infectious diseases risk have been proposed (Vinarti
andHederman, 2018). This is taking three essential parameters of infectious dis-

eases: (i) pathogen’s availability, (ii) transmissionmethod, and (iii) susceptible

host. By testing three transmission types of infectious diseases, tuberculosis (air
borne), Dengue (vector borne), and Cholera-India (water/food borne) the

authors showed the effective and automatic generation of BN (risk probabili-

ties), highly influenced by the person and the environment. Both population-
wide and personalized approaches should be developed as infectious diseases

have different infectivity, incubation time, transmission mode, and will lead

to different symptoms depending on the host.

https://rmarkdown.rstudio.com
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