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A B S T R A C T

Currently, the application scope of big data (BD for short here) technology is relatively narrow, 
mostly used in the medical field, and the degree of application is relatively superficial, mostly for 
data statistical record analysis. Therefore, By combining the literature review, this article has 
decided to construct a system based on BD technology for analyzing the advanced neural activity 
status of athletes. The system is mainly divided into two parts, one is the biological information 
collection part. As an important source of system data, it is necessary to use professional 
equipment to collect ECG and EEG data and ensure the accuracy of the data through signal 
filtering, Gaussian noise elimination, salt and pepper noise, and exponential noise de-noising 
technology. The other is the algorithm problem of BD systems. Considering that the traditional 
algorithm can not deal with a large amount of data effectively, this paper chooses the BD spectral 
clustering algorithm based on core points as the main algorithm to cluster the data. By evaluating 
the efficiency of system learning, data collection and classification, system scheme construction, 
and error rate, this article ultimately determined the practical feasibility and effectiveness of the 
system. After completing the construction of the system, considering the gap between the sys
tem’s performance and traditional data, this article analyzed the improvement data of various 
aspects of sports training. This paper compares the performance differences between the system 
based on BD technology and the traditional data analysis method under different indicators. In 
terms of data collection and classification, the accuracy of the system based on BD technology in 
the collection and classification of ECG and EEG data reached 100 % and 90 %, respectively, 
which was significantly higher than 60 % and 30 % of the traditional methods. By comparing the 
data from five training courses, it is found that the training efficiency of the conventional method 
has increased by 60 % in the first course, while the efficiency of the training method based on the 
BD system has increased by 85 % in the fifth course. For the activation efficiency of nerve 
function, the activation efficiency of brain nerve function reached 60 % and 90 % respectively in 
the two nerve function activation training based on the BD system, which was much higher than 
30 % and 45 % of the traditional methods. Through a series of tests and comparative analysis of 
data, the effectiveness of the BD system is finally determined, which can achieve the goal of 
improving athletes’ training efficiency.
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1. Introduction

Since the mid-20th century, the world has entered the third technological revolution centered on information technology. This 
historic change has not only driven the leapfrog development of technology, but also profoundly changed all aspects of human society. 
The rapid development and widespread application of electronic computer technology marks the beginning of a new technological era 
for humanity. During this period, the advancement of computer technology not only promoted the improvement of data processing 
capabilities, but also provided powerful technical support for information storage, transmission, and analysis. The accompanying big 
data technology, as an emerging product of the information age, has gradually emerged and become an important force driving social 
change. The rise of big data technology not only demonstrates enormous application potential in traditional fields such as business, 
healthcare, and finance, but also opens up new paths for scientific research and social development. The scale and complexity of data 
are rapidly increasing, and traditional data processing methods are gradually exposing their limitations in meeting the needs of 
modern information society. Therefore, the emergence of big data technology is seen as the key to solving this challenge. Its core value 
lies not only in its powerful data storage and processing capabilities, but also in how to extract valuable information from massive data 
and provide scientific support for decision-making through data analysis and modeling. The essence of big data technology is not only 
the improvement of computing power, but also a revolution in data cognition ability. It can reveal the deep relationships between data 
from multiple dimensions and scales through intelligent algorithms, providing new perspectives for understanding and optimizing 
complex systems. Although big data technology has made significant progress in fields such as business, finance, and healthcare, its 
application in sports science, especially in the analysis of advanced neural activity states in athletes, is still in the initial exploration 
stage. Traditional sports science research and training methods often rely on limited physiological data and empirical judgments, and 
the acquisition and processing of data are often single and lack systematicity, which poses many challenges to the evaluation and 
optimization of training effectiveness. Although traditional methods can provide guidance for athletes’ training to a certain extent, 
their limitations make it difficult to comprehensively and accurately reflect the true state and training effects of athletes during the 
training process. With the continuous improvement of sports competition level, athletes’ training is not limited to physical fitness, but 
also needs to pay attention to the functional status of the nervous system. The role of the nervous system in athlete performance is 
crucial, as it not only involves coordination, agility, and reaction time in movement, but also affects the athlete’s endurance and 
adaptability to training.

How to effectively analyze and optimize the neural activity status of athletes has become a key research direction for improving 
athletic performance. In this context, based on big data technology, this article aims to construct a system for analyzing the advanced 
neural activity status of athletes. Through comprehensive collection and in-depth analysis of athletes’ biological information, this 
article aims to reveal the complex relationship between neural function status and training effectiveness, and provide scientific basis 
for personalized training programs. This system significantly improves the accuracy of data and the depth of analysis, overcoming the 
limitations of traditional methods in processing large-scale and complex data. This study not only fills the gap in the application of big 
data technology in sports science, but also provides a new method and tool for future sports training, promoting the development of 
sports science towards a more accurate and scientific direction.

2. Related work

In the exploration of BD technology, many scholars have their views and applications on BD. Oussous, Ahmed believed that the core 
function of BD technology is primarily to conduct data surveys. Therefore, he conducted a detailed analysis of BD technology, listing 
the conventional types of data that BD can analyze, and concluded that BD has indeed improved people’s work efficiency in data 
processing and analysis [1]. Dash, Sabyasachi has applied BD technology in the healthcare field. He used BD technology to manage and 
analyze healthcare data in healthcare and planned for the future development of healthcare technology. He believed that BD tech
nology is the development trend of future healthcare information data analysis, and the application of BD technology should be 
promoted [2]. Choi and Tsan-Ming applied BD technology to operational management, believing that there is a large amount of data in 
operational management. Managing and analyzing such data through human resources can greatly affect work efficiency, so he 
attempted to improve data processing efficiency through BD technology [3]. Zhu, Li conducted data analysis on traffic data in 
intelligent transportation systems using BD technology. He believed that BD technology can quickly export and analyze traffic data 
from various places promptly, thereby determining whether there have been violations or traffic accidents in various places, and 
timely understanding the traffic conditions in various places [4]. Based on the above literature review, it is found that BD technology 
has been applied in various industries, and the presence of BD technology can be seen in many places. However, in these literature 
materials, there is no exploration of BD technology methods, and most of them directly use existing BD technologies to obtain results.

Considering that to truly and comprehensively understand BD technology, it is necessary to have an understanding of the theo
retical methods of BD technology. After screening the literature, some relevant literature on BD technology theory and methods were 
selected and analyzed through consultation. In the literature, Shuangming, Wang believed that BD technology can be applied to sports. 
He proposed to build a sports resource information platform based on BD technology, which can enable athletes to quickly understand 
their weak points in sports and provide training and improvement [5]. Urbaczewski, Andrew has put forward a different perspective on 
BD technology, stating that although BD technology has improved the efficiency of sports training to a certain extent. However, this 
approach might reduce the enjoyment of sports and focus excessively on enhancing physical abilities, leading to a mechanistic view of 
athletes, and relevant research and investigation have been conducted for this purpose [6]. Beam, Andrew L. proposed the concept of 
applying BD to the healthcare field. He believed that BD technology is the future development direction and combined it with machine 
learning (ML for short here) technology to improve the efficiency of BD technology in processing data [7]. Wang C. Jason applied BD 
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technology to the COVID-19 pneumonia response in Taiwan. During the application process, he elaborated on the internal structure of 
BD technology, including but not limited to the collection, processing, and storage of BD. A series of COVID-19 pneumonia emergency 
plans and measures have been developed through this technology [8]. Ngiam, Kee Yuan’s research direction in BD technology is 
healthcare services. In his research on BD technology, he compared BD technology with ML algorithm technology. He found that BD 
technology has some similarities with ML algorithms, and attempted to integrate the two technologies in an attempt to improve the 
working ability of BD technology [9]. Price, W. Nicholson conducted a detailed analysis of BD technology in the privacy of the medical 
BD era. He believed that BD technology is achieved by classifying and integrating all personal information, and drawing a 
three-dimensional image of individuals through data, to accurately control personal habits and develop corresponding push plans. This 
leads to individuals having no privacy in front of BD, and once the data is intercepted by criminals, it would cause losses to personal 
property and life safety [10]. In the literature review above, it was found that BD technology is often used in the medical field, and in 
the methodology section, many scholars have attempted to combine BD technology with ML algorithm technology. In terms of 
technical use, this type of literature technology is relatively fixed in use and only conducts further research on the existing foundation, 
which greatly affects the development of BD technology.

3. Theoretical methods of BD systems

BD technology, also known as massive data, refers to the massive amount of information involved that cannot be captured, 
managed, processed, and organized into information that helps enterprises make more positive business decisions within a reasonable 
time through mainstream software tools. BD technology has the following five characteristics: large volume, high speed, diversity, low- 
value density, and authenticity. The strategic significance of BD technology lies not in mastering massive data information, but in 
specialized processing of meaningful data [11,12]. From a technical perspective, the relationship between BD and cloud computing is 
like paper. BD is the front of the paper, while cloud computing is the back of the paper, and the two cannot be separated. Due to the 
large amount of internal data in BD, it is usually not possible for a single computer to perform BD operations. Therefore, a distributed 
architecture must be adopted, and the analysis of BD can only be completed through the joint assistance of multiple computers. The 
characteristic of BD technology is the distributed data mining of massive data. It must rely on the distributed processing, distributed 
database, cloud storage, and virtualization technology of cloud computing. This study adopts a combination of big data technology and 
machine learning algorithms, focusing on basketball players who collect their ECG and EEG biological information by wearing pro
fessional devices. Sampling techniques include signal filtering, noise cancellation, and signal denoising to ensure data accuracy. These 
data are then processed and analyzed using a spectral clustering algorithm based on core points.

3.1. System bio information collection

There are generally two ways to collect exercise information from sports trainers. One is to manually record the data, which is 
usually used on sports training data. Another method is to wear professional instruments and equipment to collect data through 
electronic detection. This data collection method is generally used in areas where data collection is more complex and difficult, such as 
ECG (electrocardiogram) data collection and EEG (electroencephalogram) data collection. This article focuses on basketball training as 
a sport and collects data from basketball players. Data collection items include electrocardiography, functional magnetic resonance 
imaging, eye-ear concussion response, and evoked potential. During the training process of athletes, the functional state of neural 
activity directly affects the performance of athletes’ sports training level, so the collection of various data is very important. The 
following is a diagram of some system biological information collection devices, as displayed in Fig. 1: (a is an EEG signal transmission 
device, and b is an eye ear concussion detection device)

The corresponding data obtained through devices cannot be directly used by BD systems, and preprocessing operations need to be 
carried out on the obtained data. The data generated by preprocessing devices is mostly presented in the form of images, so corre
sponding image methods need to be applied in image data processing. The steps of image processing methods mainly include signal 
filtering, noise elimination, and signal denoising. The most important step is to denoise the signal image. At present, the common types 
of noise in image processing include Gaussian noise, salt and pepper noise, and exponential noise. Gaussian noise is the most common 

Fig. 1. Partial system bio information collection equipment diagram. 
Fig. 1a: Diagram of EEG signal transmission equipment Fig. 1b: Diagram of eye-ear concussion detection equipment.
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and important noise. Many image-denoising algorithms are designed to reduce Gaussian noise. The probability density function is as 
follows Formula (1): 

q(z)=
1
̅̅̅̅̅̅̅̅̅̅̅
2πφ2

√ e− (γ− β)2
/

2φ2 (1) 

φ represents the standard deviation, and β represents the average of the grayscale values. Salt and pepper noise, also known as pulse 
noise or spike noise in related fields, mainly manifests as randomly distributed black and white dots in the image. Its probability 
density function is generally written as the following formula: 

q(z)=

⎧
⎨

⎩

Qa, z = a

Qb, z = b

1 − Qa − Qb otherwise

(2) 

In Formula (2), z represents the probability of grayscale values. Salt pepper noise can be eliminated by a median filter. The last 
common noise is exponential. The probability density function of exponential noise is as follows Formula (3) (4) (5): 

q(z)=
{ ac− az, z ≥ 0

0, z ≤ 0
(3) 

zv =
1
a

(4) 

∂2
=

1
a2 (5) 

In formula (3), c represents the function variable, In formula (4) zv represents the mean value of the probability density function, 
and In formula (5) ∂2 represents the variance of the probability density function. By using the above function formula, the image data 
can be filtered by radio waves, thereby making the image data clear and complete. To improve the filtering effect of image data, this 
article selected images with obvious visual differences to filter images containing Gaussian noise and salt and pepper noise. The 
following is a comparison of image data filtering results, as displayed in Fig. 2: (a is image data containing Gaussian noise, b is image 
data containing salt and pepper noise, and c is original image data)

3.2. BD system algorithm theory

The so-called BD system is an algorithm system that processes and analyzes various types of data. In the information technology era, 
the types of data processing algorithms have undergone rapid development. At present, a cluster analysis algorithm is adopted in data 
processing, and cluster analysis is also called group analysis. It is a statistical analysis method for studying classification problems and 
an important algorithm for data mining [13,14]. With time, the data structure has also become complex and ever-changing. Faced with 
various types of information data, a clustering algorithm can no longer meet the usage needs. Based on this, scholars have proposed 
different clustering algorithms based on the initial conditions and application criteria. In the traditional clustering algorithms, the 

Fig. 2. Comparison of image data filtering results. 
Fig. 2a: Gaussian noise image data Fig. 2b: Salt and pepper noise image data Fig. 2c: Raw image data.
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main algorithms can be divided into the following categories: partition clustering algorithm, hierarchical clustering algorithm, 
density-based clustering algorithm, and grid-based clustering algorithm. Although there are many types of algorithms proposed, the 
ability of classical clustering algorithms to handle large amounts of BD is still very limited. In the face of highly complex datasets, data 
processing systems that use traditional clustering algorithms exhibit very low data processing efficiency, and sometimes even expe
rience failure and collapse [15]. To solve the problem of a large amount of data and difficult cluster analysis, this paper decided to use a 
spectral clustering algorithm based on core data as the main algorithm to cluster data. The spectral clustering algorithm is based on the 
spectral graph theory. Compared with the traditional clustering algorithm, it has the advantage of clustering in arbitrary shape sample 
space and converging to the global optimal solution. The spectral clustering algorithm can obtain the global optimal solution with 
arbitrary shape information data and is not affected by the input order of information data. By combining the two theories of athlete’s 
body data collection and BD spectral clustering algorithm based on core points, and cooperating with ML, neural network, and other 
related information technologies, a BD technology-based analysis system for athletes’ advanced neural activity functional state 
(hereinafter referred to as BD system) was constructed. The following is a partial system operation interface diagram of the BD system, 
as displayed in Fig. 3.

4. System performance test

Usually, BD technology is closely connected to the Internet, and BD needs to be collected and deeply learned through the network to 
improve data analysis capabilities. This can make the analyzed data more accurate, and the solutions constructed through the data are 
more three-dimensional and realistic, in line with user needs [16,17]. The BD system built in this paper combines information 
collection technology, cluster analysis algorithm technology, and network technology, and considers it from many aspects. Its purpose 
is to more comprehensively understand the functional status of high-level neural activities of sports personnel, and develop more 
scientific and effective sports training programs. Although in theory, various technologies are relatively mature and have a complete 
theoretical system, in practical combination and application, untested systems may not necessarily achieve perfect operation. 
Therefore, to detect the actual operation of the BD system, this article has decided to conduct a system functional test on the BD system 
and determine whether there are any problems or abnormalities in the system based on the test data.

4.1. System learning efficiency and data collection classification test

In BD systems, the identification and classification of data is not done manually, and a large amount of data can only be completed 
by system machines. However, the cognitive recognition of data by the system needs to be completed through ML. ML is a multi- 
disciplinary interdisciplinary field that specializes in studying how computers can imitate human behavior. Through ML, various 
data knowledge is continuously updated, and the knowledge structure of the machine system itself is improved to improve its per
formance. The BD system contains a large amount of detection data, with a wide variety of types. Therefore, whether the system can 
collect, recognize, and classify detection data has become the key first step in analyzing athlete status. The following are the data tested 
for system data collection, classification, and learning efficiency. The data collection classification test data table is displayed in 
Table 1, and the system data learning efficiency test data table is displayed in Table 2:

Fig. 3. Partial system operation interface of the BD system.
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In the data collection classification testing and system data learning efficiency testing, it is evident that there are abnormal situ
ations. In the data collection and classification test, there were fluctuations in the first set of test data, with the highest classification 
rate of 100 % and the lowest being 98 %. This is within the normal range. Considering that there may be some combination of data in 
actual data records, it is necessary to manually debug and improve the system. Therefore, during the testing process, a 5 % collection 
and classification error is allowed. The first set of data clearly meets this standard, so there is no problem with the first set of data, but 
there is still a need to repair and improve the errors that occur. In contrast, there are obvious anomalies in the fourth group of data, 
with a collection and classification rate of 0 % for all data in the fourth group, indicating that there must be problems with the system 
or data. After discussion and analysis, it is believed that there are two possibilities for this situation to occur at present, one is a problem 
with the BD system, and the other is an abnormal data transmission. Based on the output of the first three sets of data, it is believed that 
there is a higher probability of system analysis problems caused by abnormal data transmission. Subsequently, a detailed inspection 
was conducted on the data collection device. After inspection, it was found that there was loose data wiring in the data collection 
device, and the fourth group of data came from the device. After debugging the equipment, the data collection and classification were 
conducted again, and the results showed that the fourth group of data collection and classification results were all 100 %. This also 
indicates that there are no technical anomalies in the BD system in terms of data collection and classification.

The efficiency of system data learning is an auxiliary function based on the data collection and classification function. Only after 
obtaining the corresponding data can the data be analyzed and learned, thereby achieving the goal of improving the system. The 
learning efficiency of the system’s data learning function has reached 100 % for most data sets. Only the fourth set of data was affected 
by the collection device, and the corresponding data could not be collected. Therefore, the data could not be learned, resulting in a 
learning efficiency of 0 %. After restoring data collection and classification, the system conducted a second test on the fourth group of 
data, and the second test results showed that the learning efficiency of the fourth group also reached 100 %. The above test data can 
indicate that there are no abnormal situations in the BD system in terms of data collection, classification, and data learning, and the 
data can be analyzed, learned, and processed normally.

4.2. System solution construction and system error testing

The fundamental purpose of the system for collecting information on athletes is to understand their corresponding sports data 
cleaning, develop comprehensive sports improvement plans based on the data situation, and improve the efficiency of sports training. 
To improve athletes’ sports performance, it is necessary to provide corresponding sports improvement plans. This plan is provided by 
the system after learning and analyzing sports data. Therefore, whether the system can construct and provide corresponding sports 
training plans is one of the important functions of BD systems. The following is the data test table for the construction of the system 
solution, as displayed in Table 3:

From the data test table of system scheme construction, it can be seen that this test compared the number of test data and scheme 
construction rate for three different schemes. It was found that in the two different schemes, the more data provided by the detection 
project, the higher the scheme construction rate. In Scheme 1, the number of test data for electrocardiogram testing is 60, and the 
construction rate of the scheme is 100 %. On the contrary, the number of test data for visual acuity testing is 10, and the construction 

Table 1 
Data collection classification test data table.

Unit(%) Group 1 Group 2 Group 3 Group 4

Data 1 100 % 100 % 100 % 0 %
Data 2 99 % 100 % 100 % 0 %
Data 3 98 % 100 % 100 % 0 %

Table 2 
System data learning efficiency test data table.

Group 1 Group 2 Group 3 Group 4

Data 1 100 % 100 % 100 % 0 %
Data 2 100 % 100 % 100 % 0 %
Data 3 100 % 100 % 100 % 0 %

Table 3 
System plan construction data test table.

Scheme 1 Scheme 2

Data bulk Construction rate Data bulk Construction rate

ECG test 60 100 % 100 100 %
EEG test 50 90 % 100 100 %
Eyesight test 10 30 % 100 100 %
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rate of the plan is only 30 %. Option 2 has increased the number of tests compared to Option 1. All test item data in Option 2 are 100, 
and the construction rate of Option 2 has also reached 100 %. This also indicates that the construction of the plan is influenced by the 
amount of data, and the larger the amount of data, the more complete the plan construction.

After a series of experimental tests, all functions have met the working requirements and standards, and there are no technical 
issues. However, considering that the system’s work requires cooperation between modules. Therefore, to verify the actual usage of the 
system, it is necessary to conduct error testing on the system. By simulating various common data testing situations, it is necessary to 
check whether the system may experience errors due to certain reasons, which may lead to system testing failure. The following is the 
system error test data table, as displayed in Table 4:

From the system error test data table in Tables 4 and it can be seen that under certain detection data, the longer the detection takes, 
the higher the probability of system error. In System Error Test 1, 100 pieces of data were selected for each test, among which the 
duration of electrocardiogram (ECG), electroencephalogram (EEG), and visual acuity tests remained stable between 2 and 4 s, with an 
error rate of 0 %. The time required for listening and muscle testing is relatively long, ranging from 10 to 12 s, with an error rate of 10 
%–20 %, especially when the test data volume is small. In System Error Test 2, the same test data increased the number of data by 10 
times, with 1000 copies per test and error testing conducted on them. In the test results, there was a significant improvement in the 
testing time for all data, with the first three data testing times ranging from 19 to 21 s. The time required for hearing and muscle tests is 
longer, with a significant increase in error rate between 50 and 55 s, ranging from 30 % to 50 %. From the above data, it can be 
explained that the system error rate is related to the processing time of the system data. The longer the processing time, the higher the 
error probability. Therefore, it is necessary to stabilize the data processing time, reduce the time spent on data processing, and reduce 
system error reporting. After a detailed understanding of the reasons for the error, it was found that the reason for the long processing 
time of the data was due to conflicts in some combination data. The system was unable to learn from the combination data, resulting in 
the data being subjected to long-term operations in clustering algorithms, which increased the data processing time and led to errors 
due to the inability to analyze. In response to the issue of combined data, testers further improved and improved the system in the 
future, ultimately solving the problem of combined data and retesting the above data. According to the results, all data processing time 

Table 4 
System error test data table.

Error test 1

Data bulk (number) Processing time(second) Error rate (%)

ECG test 100 4 0 %
EEG test 100 2 0 %
Eyesight test 100 3 0 %
Listening test 100 10 10 %
Muscle test 100 12 20 %

Error test 2

Data bulk (number) Processing time(second) Error rate (%)

ECG test 1000 20 0 %
EEG test 1000 21 0 %
Eyesight test 1000 19 0 %
Listening test 1000 50 30 %
Muscle test 1000 55 50 %

Fig. 4. Comparative analysis of changes in the influence of electrocardiogram and electroencephalogram neural data.
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is still affected by the amount of data, but the issue of system errors has been fundamentally resolved. Routine data testing does not 
generate errors.

5. Data of BD system for improving sports training

5.1. Comparative analysis of changes in the impact of electrocardiogram and electroencephalogram neural data and training efficiency data

During the process of basketball players’ exercise, various physical neurological indicators would change with the time of exercise 
training, and the electrocardiogram and EEG nerves would also experience corresponding fluctuations. This fluctuation is not only 
influenced by sports training but also can be fed back to the athletes themselves, causing a chain reaction during sports training. To 
give a relatively simple example, during the training process, high-intensity and mismatched training can cause physical exhaustion 
and aversion among athletes. These types of emotions and physical changes can accelerate the decline of exercise status, leading to 
athletes developing resistance emotions in a very short period. Rapid diffusion and fermentation in subsequent training may ultimately 
lead to poor training effectiveness for athletes. The following is a comparative analysis of the changes in the impact of electrocar
diogram (ECG) and electroencephalogram (EEG) neural data obtained from testing, as displayed in Fig. 4:

It can be seen that there are significant changes in the ECG and EEG data of basketball players in both exercise and nonexercise 
states. In the 5-h electrocardiogram data, the nonexercise data showed relatively small changes, with a minimum of 180 values per 
minute and a maximum of only 210 values per minute, with a gentle fluctuation. This can indicate that in this state, the electrocar
diogram nerve is relatively stable and suitable for training. During the 5-h exercise state, the fluctuation amplitude of the electro
cardiogram nerve values is significant and has been showing an upward trend. The lowest electrocardiogram nerve value is 200 values 
per minute, and the highest reaches 600 values per minute. According to the standard of electrocardiogram values, normal electro
cardiogram values should be stable between 100 and 300, with a maximum limit of 400. In the state of exercise, the cardiac nerve 
function values significantly exceed this range, even reaching an astonishing 600 cardiac nerve values in the fifth hour. This indicates 
that the physical and mental health of athletes at that time was far beyond their capacity, which is highly likely to reduce training 
effectiveness and even endanger their physical and mental health. To improve unhealthy training methods, this article uses a BD 
system to analyze the data of ECG and EEG neural data, and forms corresponding training plans. This article compares the corre
sponding data recorded in previous training and obtains the following 5 comparative analyses of basketball training efficiency data, as 
displayed in Fig. 5:

In the training efficiency data graph, it can be seen that in traditional training methods, the training efficiency decreases with the 
increase in training times, indicating that conventional training methods have not scientifically considered and formulated training 
plans for basketball players. Among the 5 training efficiency data, the most significant improvement in training efficiency was the first 
training, with a 60 % improvement in training efficiency. The lowest improvement was the fifth training, with a training efficiency of 
only 10 %. By using a training plan that has been improved by the BD system for training, the training efficiency of athletes has 
significantly improved. The lowest training efficiency is the first training, with an efficiency increase of 60 %. As the functional state of 
the body’s neural activity gradually stimulates, the training efficiency gradually improves. When conducting the fifth training, the 
training efficiency was improved to 85 %, which is 75 % lower than traditional training efficiency. From the data, it can be concluded 
that after analyzing and improving traditional training data using BD systems, the developed training plan can to some extent activate 
the athletes’ neural activity status and improve their training efficiency.

5.2. Comparison and BD System’s detection data on physical neurological activity function status

In the process of sports training, the purpose of sports training is to improve training efficiency and achieve the best training state in 
a very short time. The essence of achieving optimal physical activity in the human body is to fully activate the body’s neural activity 
state, keeping the entire body’s neural function in an active state. Therefore, how to effectively activate the overall neurological 
function is a key issue in improving training efficiency. Based on this, this article decides to compare the data of traditional training of 
body neurological function status with that of BD system training and determine the activation status of body neurological function 

Fig. 5. Comparative analysis of efficiency data for five basketball training sessions.
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between the two through the data. The following is a comparative analysis of the activation status data of the body’s nervous system, as 
displayed in Fig. 6:

In the comparative analysis of data on the activation of body nervous function between two training sessions, it can be seen that the 
activation of body nervous function in traditional training is not ideal. The highest activation efficiency is in the brain’s neural 
function. The activation efficiency of the first exercise training was 30 %, and the second one was 15 percentage points more active 
than the first one, increasing the activation efficiency to 45 %. Such activation efficiency is not ideal and has not met the expected 
activation efficiency of neural functions, while the activation of other neural functions is even more pessimistic. In contrast, the system 
training scheme is much more optimistic in activating the body’s neural function. In the two neural function activation training 
sessions, the brain’s neural function activation efficiency was also the highest, with the first activation efficiency reaching 60 %. The 
second time reactivated 30 % of neural function based on the first time, achieving a 90 % activation efficiency of neural function. At 
this point, the activity level of the nervous system has been fully aroused, and conducting exercise training in this state can quickly 
improve training efficiency. The above data indicate that BD technology does have a more scientific and efficient activation effect in 
terms of the activation status of the body’s nervous system.

6. Conclusions

After system testing and comparative analysis of system data, it can be determined that the analysis system of advanced neural 
activity status of athletes based on BD technology is indeed feasible and effective in theoretical practice. Similarly, the training plan 
developed by the BD system based on the data has significantly improved compared to traditional training plans. It not only improves 
the training efficiency of athletes but also has a rapid activation effect on various neurological functions of the athlete’s body. Based on 
the results of experimental testing and data comparison analysis, it can be concluded that the BD system has a good effect in analyzing 
the functional state of neural activity. It can greatly help athletes quickly activate their body functions, enter the optimal state of sports 
training as soon as possible, and improve training effectiveness. Future research should explore the application of this system in 
different sports and its long-term impact on exercise performance. And study the potential applications of the system in the fields of 
medical health and rehabilitation training. This will help further validate and improve the functionality of the system, and expand its 
application scope.
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