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Changes of arterial pressure waveform characteristics have been accepted as risk indicators of cardiovascular diseases. Waveform
modelling using Gaussian functions has been used to decompose arterial pressure pulses into different numbers of subwaves and
hence quantify waveform characteristics. However, the fitting accuracy and computation efficiency of currentmodelling approaches
need to be improved. This study aimed to develop a novel two-stage particle swarm optimizer (TSPSO) to determine optimal
parameters of Gaussian functions. The evaluation was performed on carotid and radial artery pressure waveforms (CAPW and
RAPW) which were simultaneously recorded from twenty normal volunteers.The fitting accuracy and calculation efficiency of our
TSPSOwere compared with three published optimizationmethods: the Nelder-Mead, themodified PSO (MPSO), and the dynamic
multiswarm particle swarm optimizer (DMS-PSO). The results showed that TSPSO achieved the best fitting accuracy with a mean
absolute error (MAE) of 1.1% for CAPW and 1.0% for RAPW, in comparison with 4.2% and 4.1% for Nelder-Mead, 2.0% and 1.9%
for MPSO, and 1.2% and 1.1% for DMS-PSO. In addition, to achieve target MAE of 2.0%, the computation time of TSPSO was only
1.5 s, which was only 20% and 30% of that for MPSO and DMS-PSO, respectively.

1. Introduction

Changes of arterial pressure waveform characteristics have
been accepted as risk indicators of cardiovascular diseases [1–
3]. It is traditionally accepted that arterial pressure waveform
contains both forward and backward components [4, 5].
However, the underlying physiological mechanisms of these
components have not been fully understood. The backward
component of arterial pressure waveform could be intro-
duced by significant decrease in diameter and the change
of elasticity at the juncture between thoracic and abdominal
aorta or between abdominal aorta and common iliac arteries
[5]. However, other studies suggested that there are no precise
reflection sites in the arterial system [6]. These controversial
conclusions could be caused by inaccurate identification
of arterial pulse characteristics. Therefore, determining the
arterial pressure waveform characteristics accurately is of

clinical importance. It could provide better understanding of
the pathophysiology of cardiovascular disease and identify
risk indicators in patients with hypertension, chronic kidney
disease, arteriosclerosis, or peripheral vascular diseases [7–
10].

The common methods to assess arterial pressure wave-
form characteristics include mathematic model analysis,
derivative methods, and wave intensity analysis [8, 11, 12].
Wave separation analysis, using a mathematic model, could
acquire the forward and backward components provided
that both aortic pressure and flow waveforms are given [13].
This model approach has been considered as a gold stan-
dard to assess wave reflection [8]. However, recording both
aortic pressure and flow waveforms is practically difficult
and hence its application is limited. Other researchers used
derivative methods, including the first [14], second [15],
or third derivatives [16] of the arterial pressure waveform,
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augmentation index [17], and wave intensity analysis [12],
to explore the different characteristics of arterial pressure
waveforms. However, these techniques are highly susceptible
to noise.

To obtain a complete feature of arterial pressure wave-
form, pulse decomposition analysis has been used to decom-
pose the pressure waveform into several independent sub-
waves. Different mathematic functions, including the trian-
gular [8], logarithmic normal [18, 19], and Gaussian func-
tions [20–22], have been implemented. However, the pulse
decomposition analysis needs to set up initial parameters.
Traditionally, these initial parameters are acquired from the
first or second derivative of arterial pressure waveforms,
but the derivative methods are sensitive to noise. In our
recent study [23], using particle swarm optimizer (PSO)
algorithm, the initial parameters of Gaussian functions were
not required, and the modelling results demonstrated that
using Gaussian and PSO optimization could achieve accu-
rate arterial pressure waveform fitting. Moreover, significant
changes in arterial pressure waveform characteristics have
been observed in heart failure patients in comparison with
normal subjects [24], indicating the clinical significance
of modelling arterial pressure waveforms using Gaussian
functions.

However, using PSO algorithms to determine the optimal
parameters of Gaussian functions is sometimes in a dilemma:
algorithms with strong ability of global optimization usu-
ally have slow convergence speed on unimodal problems,
whereas algorithmswith fast convergence speed on unimodal
problems often have poor performance in solving complex
multimodal problems [25, 26]. In the case of the arterial
pressure waveform modelling, the function to be optimized
is multimodal, containing multiple local optima. In our
published study [23], the fully informed particle swarm
algorithm proposed in [27] was used. Although a reasonable
fitting accuracy has been achieved, its computation time was
too long, typically over 10 s to model a single pulse. It is
therefore essential to develop a better PSO algorithm that
could perform on multimodal problem efficiently.

The aim of the study was to develop a two-stage particle
swarm optimizer (TSPSO) to determine the optimal param-
eters of the Gaussian functions for accurately and efficiently
modelling arterial pressure waveforms. Its performance in
terms of fitting accuracy and computation time was com-
pared with three classical optimization methods: the Nelder-
Mead [28], the modified PSO (MPSO) method [29], and the
dynamic multiswarm particle swarm optimizer (DMS-PSO)
[30].

2. Materials and Methods
2.1. Ethics Statement. Twenty normal volunteers (8 female
and 12male,mean age 51 years) were enrolled atQiluHospital
of Shandong University. All volunteers gave their written
informed consent to participate in the study and confirmed
that they had not participated in any other “clinical trial”
within the previous three months. The study obtained a full
approval from theClinical Ethics Committee of theQiluHos-
pitals of Shandong University and all clinical investigations

Table 1: Summary of clinical characteristics from 20 volunteers.

Clinical characteristic Value
Age, year 51 ± 11

Height, cm 171 ± 9

Weight, kg 69 ± 8

Body mass index, kg/m2
23 ± 3

Heart rate, beats/min 71 ± 8

Brachial SBP, mmHg 118 ± 12

Brachial DBP, mmHg 71 ± 10

Brachial MAP, mmHg 87 ± 9

Brachial PP, mmHg 47 ± 11

SBP: systolic blood pressure, DBP: diastolic blood pressure, MBP: mean
arterial pressure, PP: pulse pressure.
Data are expressed as mean ± standard deviation (SD).

were conducted according to the principles expressed in the
Declaration of Helsinki.

2.2. Data Collection. All volunteers had normal electrocar-
diogram (ECG), ultrasonic cardiogram (UCG), blood lipid,
and glucose. Volunteers with severe organ damage or with
psychiatric disorders were excluded. Basic clinical informa-
tion including age, height, weight, bodymass index, and heart
rate was firstly obtained. Manual auscultatory systolic and
diastolic blood pressure (SBP and DBP) were measured by
an experienced operator at the beginning of signal recording.
The mean arterial pressure (MAP) and pulse pressure (PP)
were calculated using the classic formulas: MAP = DBP +

(SBP−DBP)/3 and PP = SBP−DBP.The clinical information
is briefly summarized in Table 1.

All measurements were undertaken in a quiet,
temperature-controlled (25 ± 3

∘C) measurement room.
Before the formal recordings, the volunteer lays supine
on a measurement bed for 10min to allow cardiovascular
stabilization. Standard lead-II ECG, carotid artery pressure
waveform (CAPW), and radial artery pressure waveform
(RAPW) were then simultaneously and digitally recorded for
1min using the Cardiovascular System Function Detecting
Instrument (HUIYIRONGGONG Ltd., China) at a sample
rate of 1000Hz.

Offline analysis was performed by a custom designed
computer program developed with MATLAB (version
R2009a, MathWorks Inc., USA). First, the baseline (0–
0.05Hz) was removed for the ECG signal; the band-pass
filter (0.05–35Hz) was used for the CAPW and RAPW
signals. Second, the R-wave peaks of the ECG were detected
using the wavelet transform modulus maxima method [31].
Ectopic beats were identified and excluded [32]. After the
location of R-wave peaks, their corresponding pulse feet
(start of pulse) were identified [33]. The CAPW and RAPW
signals were then segmented between the starting points of
two consecutive pulses. Figure 1 shows an example of the
three signals with the features identified. Each pulse segment
corresponded to one cardiac cycle and was normalized in
width and amplitude, with the width up to 1000 points
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Figure 1: (a)One example of recorded ECG, carotid artery pressurewaveform (CAPW), and radial artery pressurewaveform (RAPW) signals.
The detected R-wave peaks are denoted by “e”, and the starting points of CAPW and RAPW signals are denoted by “” and “,” respectively.
(b) Normalized CAPW and (c) RAPW pulses with width up to 1000 points and the amplitude to unity between 0 and 1.

and the amplitude to unity between baseline and peak. The
first 10 successive pulses without ectopic beats were used
for subsequent waveform fitting analysis. Using 10 pulses
ensured that the variation over a respiratory period was
included.

2.3. Arterial Pulse Waveform Modelling. Our previous study
[23] reported that both carotid and radial pulses could be
accurately and reliably modelled using three positive Gaus-
sian functions.The three Gaussian functions were denoted by
𝑓
1
(𝑛), 𝑓

2
(𝑛), and 𝑓

3
(𝑛). Each Gaussian function 𝑓

𝑘
(𝑛) (𝑘 =

1, 2, 3) had 1000 points (𝑛 = 1, 2, . . . , 1000) and was
determined by three parameters: waveform height 𝐻

𝑘
, half-

width𝑊
𝑘
, and the center position𝐶

𝑘
.TheGaussian functions

are defined as follows:

𝑓
𝑘
(𝑛) = 𝐻

𝑘
× exp(−

2(𝑛 − 𝐶
𝑘
)
2

𝑊
2

𝑘

) , (1)

where 𝐶
𝑘
satisfies the following condition: 1 < 𝐶

1
< 𝐶
2
<

𝐶
3
< 1000.

After nine parameters 𝐻
𝑘
,𝑊
𝑘
, and 𝐶

𝑘
were determined,

the superimposed curve 𝑓(𝑛, 𝑥) of the three Gaussian func-
tions was regarded as the modelled curve for the original
pulse 𝑆(𝑛):

𝑓 (𝑛, 𝑥) =

3

∑

𝑘=1

𝑓
𝑘
(𝑛) , (2)

where 𝑥 = [𝐻
𝑘
,𝑊
𝑘
, 𝐶
𝑘
] (𝑘 = 1, 2, 3) was the parameter

vector.

2.4. Two-Stage Particle Swarm Optimizer. Waveform fitting
with a superposition of three Gaussians is essentially an
optimization problem.The objective function is expressed as
follows:

Min 𝐹 (𝑥) =

1000

∑

𝑛=1

[𝑓 (𝑛, 𝑥) − 𝑆 (𝑛)]
2

, (3)

where 𝑥 is the parameter vector to be optimized.
In this study, TSPSO was developed to solve the opti-

mization problem in (3). As shown in Figure 2, it had three
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Figure 2: Searching mechanism of the two-stage particle swarm
optimizer (TSPSO).

main components: a gross searching algorithm at the first
stage and a switching criterion and a fine-grained searching
algorithm at the second stage. According to the outcome
of the gross searching, if its solutions were considerably
improved, the search would stop at predefined maximum
number of function evaluations (FEs), named as max FEs,
or predefined fitting accuracy. If stagnation occurred, it
would then switch to a fine-grained searching algorithm
automatically for better solution.

2.4.1. Gross Searching Algorithm at the First Stage. A fully
informed particle swarm was used for the gross searching
algorithm due to its simplicity and good performance on
simple optimization problems [27].

The dimension (𝐷) of the search space was 9 since
nine Gaussian parameters were used in the arterial pulse
modelling. Let 𝑃 denote the size of the swarm; each particle
𝑖 (1 ≤ 𝑖 ≤ 𝑃) had the following attributes: its current velocity
𝑉
𝑖
= (𝑉

1

𝑖
, 𝑉
2

𝑖
, . . . , 𝑉

9

𝑖
), its current position in the search

space 𝑋
𝑖
= (𝑋

1

𝑖
, 𝑋
2

𝑖
, . . . , 𝑋

9

𝑖
), and a personal best position

𝑝𝑏𝑒𝑠𝑡
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𝑖
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position discovered from the population in the search space
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𝑖
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𝑑
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updated as follows:

𝑉
𝑑

𝑖
= 𝜒 (𝑉

𝑑

𝑖
+ 𝜑
𝑑

1,𝑖
(𝑝𝑏𝑒𝑠𝑡

𝑑

𝑖
− 𝑋
𝑑

𝑖
) + 𝜑
𝑑

2,𝑖
(𝑔𝑏𝑒𝑠𝑡

𝑑

𝑖
− 𝑋
𝑑

𝑖
)) ,

𝑋
𝑑

𝑖
= 𝑋
𝑑

𝑖
+ 𝑉
𝑑

𝑖
,

(4)

where 1 ≤ 𝑖 ≤ 𝑃, 1 ≤ 𝑑 ≤ 9, 𝜒 is the constraint coefficient,
𝜑
𝑑

1,𝑖
, 𝜑𝑑
2,𝑖

∼ 𝑈(0, 𝜑/2), 𝑈 is uniform distribution, and 𝜑 is a
constant. The recommended values of 𝜒 = 0.73 and 𝜑 = 4.15

were used [27].

2.4.2. Switching Criterion. In principle, TSPSO switches to
the second stage if the gross searching algorithm could not
improve the solutions further. In order to reduce the compu-
tation time, TSPSO switches only at points 𝑘 = ⌊𝑚𝑇⌋, where
𝑚 = 1, 2, . . . , ℎ, 𝑇 = 𝑚𝑎𝑥 𝐹𝐸𝑠/ℎ, and ℎ is a positive integer.𝑇
is the interval between two adjacent switch-deciding points,
and ℎ is the number of possible switching times. For example,
if ℎ = 20, TSPSO only makes a maximum of 20 decisions
on whether to switch. The computation time to make these
decisions is negligible.

The switching criterion is as follows:

if log
10
(𝑔𝑏𝑒𝑠𝑡V𝑎𝑙 ((𝑚 − 1) 𝑇))

− log
10
(𝑔𝑏𝑒𝑠𝑡V𝑎𝑙 (𝑚𝑇)) < 𝑡ℎ𝑟,

then TSPSO should swith to the second stage,

(5)

where 𝑡ℎ𝑟 is the threshold used to compare the solu-
tion improvement speed with the value more than 0 and
𝑔𝑏𝑒𝑠𝑡V𝑎𝑙(𝑝) is the output of the objective function in (3) (i.e.,
𝑔𝑏𝑒𝑠𝑡V𝑎𝑙(𝑝) = 𝐹(𝑔𝑏𝑒𝑠𝑡(𝑝))) given that 𝑔𝑏𝑒𝑠𝑡(𝑝) is the best
solution determined by the gross searching algorithm after
p FEs. Parameter 𝑡ℎ𝑟 controls the strictness of the switching
criterion. The smaller the value of thr is, the harder the
criterion is to be satisfied. An empirical value of 𝑡ℎ𝑟 = 0.03

could effectively achieve waveform fitting.
Equation (5) is equivalent to the following equation:

𝑔𝑏𝑒𝑠𝑡V𝑎𝑙 ((𝑚 − 1) 𝑇)

𝑔𝑏𝑒𝑠𝑡V𝑎𝑙 (𝑚𝑇)
< 10
𝑡ℎ𝑟
. (6)

From (6), it can be seen that if the current solution has
not been improved very much after 𝑘 = (𝑚−1)𝑇, at the point
𝑘 = 𝑚𝑇, the value of 𝑔𝑏𝑒𝑠𝑡V𝑎𝑙 ((𝑚 − 1)𝑇)/𝑔𝑏𝑒𝑠𝑡V𝑎𝑙 (𝑚𝑇)
is close to 1, which satisfies the switching criterion in (5);
TSPSO switches to the second stage at the point 𝑘 = 𝑚𝑇.
If the current solution still had a considerable improvement,
TSPSO would not switch.

2.4.3. Fine-Grained Searching Algorithm at the Second Stage.
A fine-grained searching algorithm was designed at the
second stage of TSPSO. After the first stage, the swarm has
already converged to a good 𝑔𝑏𝑒𝑠𝑡 and this 𝑔𝑏𝑒𝑠𝑡 was used as
the initial population best position for the second stage.

Suppose that the output at the first stage is 𝑔𝑏𝑒𝑠𝑡 =

(𝑔𝑏𝑒𝑠𝑡
1
, 𝑔𝑏𝑒𝑠𝑡

2
, . . . , 𝑔𝑏𝑒𝑠𝑡

9
); since 𝑔𝑏𝑒𝑠𝑡 is usually close to

the global optimum on some dimensions, a dimension by
dimension strategy was used for the fine-grained searching.
When it optimized the 𝑑th dimension of 𝑔𝑏𝑒𝑠𝑡, a one-
dimensional swarm of size 𝑃 was randomly initialized as
𝑋
𝑖
(1 ≤ 𝑖 ≤ 𝑃). 𝑏(𝑑,𝑋

𝑖
) = (𝑔𝑏𝑒𝑠𝑡

1
, 𝑔𝑏𝑒𝑠𝑡

2
, . . . , 𝑔𝑏𝑒𝑠𝑡

𝑑−1
,

𝑋
𝑖
, 𝑔𝑏𝑒𝑠𝑡

𝑑+1
, . . . , 𝑔𝑏𝑒𝑠𝑡

9
) was then defined, and 𝐹(𝑏(𝑑,𝑋

𝑖
))

was used as the fitness of particle 𝑖. After the initialization,
this one-dimensional swarm optimized the 𝑑th dimension of
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𝑔𝑏𝑒𝑠𝑡 using PSOwith inertia weight update scheme as follows
[34]:
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𝑖
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𝑑

𝑖
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𝑑

𝑖
]
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[𝑔𝑏𝑒𝑠𝑡
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𝑋
𝑑

𝑖
= 𝑋
𝑑
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+ 𝑉
𝑑

𝑖
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(7)

where 𝑐
1
and 𝑐

2
are the acceleration constants reflecting

the weighting of stochastic acceleration terms that pull
each particle toward 𝑝𝑏𝑒𝑠𝑡 and 𝑔𝑏𝑒𝑠𝑡 positions, respectively;
rand1𝑑

𝑖
and rand2𝑑

𝑖
are two random numbers in the range of

[0, 1]; and 𝑤 is the inertia weight. The maximum number of
FEs for this one-dimensional swarm optimization was set to
𝑜𝑛𝑒𝐷 𝐹𝐸𝑠. After the completion of optimization in this 𝑑th
dimension, the population best position of this swarm was
used to improve its 𝑔𝑏𝑒𝑠𝑡, which was reinitialized to optimize
the (𝑑 + 1)th dimension of 𝑔𝑏𝑒𝑠𝑡. After the swarm optimized
all the 9 dimensions of 𝑔𝑏𝑒𝑠𝑡, this process was repeated from
the first dimension until the predefined target 𝑚𝑎𝑥 𝐹𝐸𝑠 or
the fitting accuracy was reached.

2.5. Comparison with Published Optimization Methods. Our
TSPSO was compared with three published optimization
algorithms: Nelder-Mead [28], MPSO [29], and DMS-PSO
[30]. Nelder-Mead method uses a direct search algorithm
without computing gradients. It has been widely used with
good performance on solving local optimization problems.
MPSO method is based on a typical one-stage global PSO
algorithm.DMS-PSO is a local version of PSOwith a dynamic
and randomized neighborhood topology, as well as using
small subswarms’ size. For the implementation of DMS-PSO,
the particle population size was set as 9, with subswarm size
𝑚 = 3 and regrouping period 𝑅 = 20.

2.6. Waveform Fitting Assessment. The performance of wave-
form fitting was evaluated in terms of fitting accuracy and
computation time for a required fitting accuracy. The fitting
accuracy of the four algorithms (Nelder-Mead, MPSO, DMS-
PSO, and TSPSO) was assessed by the mean absolute error
(MAE), which is expressed as follows:

MAE =
∑
𝑁

𝑛=1

𝑓 (𝑛, 𝑥) − 𝑆 (𝑛)


𝑁
× 100%, (8)

where 𝑓(𝑛, 𝑥) is the fitting result using three Gaussian
functions, 𝑆(𝑛) is the original pulse, and𝑁 is the total number
of normalized width and is 1000 in this study.

All the algorithms could be stopped by a predefined target
MAE or max FEs. If target MAE was 0, the algorithms were
terminated by max FEs, and the fitting accuracy could be
compared between methods. If a specific nonzero MAE was
selected to stop the algorithms, the computation time was
obtained and compared. The assessment of waveform fitting
was performed using MATLAB software (version R2009a,
MathWorks Inc., USA) onWindows XP platform (CPU: Intel
Core i5, 2.66GHz).
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Figure 3: Mean absolute error (MAE) changes with different
maximum numbers of function evaluationsmax FEs. The results of
the fourmethods (Nelder-Mead,MPSO,DMS-PSO, andTSPSO) are
shown.

2.7. Statistical Analysis. The average MAE and computation
time for each volunteer were firstly calculated from the 10
beats used for waveform fitting. The overall mean and stan-
dard deviation (SD) of MAE were then obtained across the
20 volunteers. Analysis of variance (ANOVA) and post hoc
multiple comparison were performed to investigate the effect
of using different methods on MAE and computation time.
All statistical analyses were performed using the Statistical
Package for Social Sciences (v. 19, SPSS Inc., Chicago, IL,
USA) and a value of 𝑃 < 0.05 was considered statistically
significant.

3. Results

3.1. FittingAccuracy. Figure 3 shows the changes ofwaveform
fitting accuracy with increasing max FEs from one typical
arterial pulse. For all four methods, it can be seen that
MAE decreased with increasedmax FEs and reached a stable
value withmax FEs ≥ 30000. The smallest MAE values were
achieved by the DMS-PSO and TSPSO methods.

Figure 4 shows a waveform fitting example using the four
methods. The max FEs of 30000 was used here since each
method could achieve stable MAE beyond this level. The
MAEs were 4.2%, 2.0%, 1.5%, and 1.4%, respectively, for the
Nelder-Mead,MPSO,DMS-PSO, andTSPSOmethods. From
this example pulse, it can be seen that DMS-PSO and TSPSO
could model the arterial pulse better than Nelder-Mead and
MPSO.

Figure 5 andTable 2 give the overallmean and SDofMAE
with different max FEs for both CAPW and RAPW signals.
TSPSO achieved the best fitting accuracy with the smallest
MAEs, and Nelder-Mead had the worst fitting accuracy with
the largest MAEs. In comparison with Nelder-Mead and
MPSO methods, TSPSO achieved significantly lower MAEs
at allmax FEs levels (all 𝑃 < 0.05, except for the comparison
with MPSO at max FEs = 2000). TSPSO also achieved
significantly lower MAEs (𝑃 < 0.05) at max FEs ≤ 15000
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Figure 4: Waveform fitting of a normalized pulse using four different methods. (a) Nelder-Mead, (b) MPSO, (c) DMS-PSO, and (d) TSPSO.
In each subfigure, the upper panel shows the original normalized pulse 𝑆(𝑛), the fitting curve using three Gaussian functions 𝑓(𝑛, 𝑥), and the
corresponding three Gaussian functions 𝑓

1
(𝑛), 𝑓

2
(𝑛), and 𝑓

3
(𝑛) from left to right in turn.The bottom panel shows the corresponding residual

error between the original and fitted waveforms.

when compared with DMS-PSO.The best fitting results were
achieved from TSPSOmethod withmax FEs = 30000 and its
correspondingMAE values were 1.1±0.2% for CAPW signal
and 1.0 ± 0.2% for RAPW signal.

3.2. Computation Time. Figure 6 and Table 3 show the com-
putation time required to achieve different predefined target
MAE levels. To achieve target MAE ≥ 6%, although all four
methods completed the waveform fitting within 2 s, TSPSO

required significantly less time than Nelder-Mead, MPSO,
and DMS-PSO methods (all 𝑃 < 0.05). To achieve relatively
accurate fittings (target MAE ≤ 4%), the computation time
differences between TSPSO and the other three methods
became large, and Nelder-Mead could not achieve the target.
To further increase the fitting accuracy, the computation
times of MPSO and DMS-PSO increased obviously whereas
TSPSO increased slowly. To achieve the MAE of 2.0%, the
computation time of TSPSO was 1.5 s, which was only 20%
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Figure 5: Means and standard deviations (SDs) of MAE for the four methods (Nelder-Mead, MPSO, DMS-PSO, and TSPSO). The results
from 20 volunteers are given at different maximum numbers of function evaluationsmax FEs levels (2000, 5000, 10000, 15000, 20000, 25000,
and 30000), (a) for CAPW signal and (b) for RAPW signal.

Table 2: Statistical results of MAE from 20 volunteers with differentmax FEs values for the four methods.

max FEs CAPW (%) RAPW (%)
Nelder-Mead MPSO DMS-PSO TSPSO Nelder-Mead MPSO DMS-PSO TSPSO

2000 9.8 ± 1.9
∗

7.0 ± 1.2 7.5 ± 1.3
∗

6.4 ± 1.0 8.1 ± 1.7
∗

5.7 ± 1.0 6.3 ± 1.1
∗

5.2 ± 0.9

5000 6.2 ± 1.4
∗

5.6 ± 0.9
∗

5.3 ± 1.0
∗

4.6 ± 0.7 6.0 ± 1.4
∗

4.5 ± 0.9
∗

4.0 ± 0.7 3.9 ± 0.6

10000 4.7 ± 1.1
∗

4.5 ± 0.7
∗

2.6 ± 0.6
∗

2.1 ± 0.5 4.5 ± 1.2
∗

4.0 ± 0.6
∗

2.5 ± 0.5
∗

1.5 ± 0.4

15000 4.4 ± 1.0
∗

3.4 ± 0.6
∗

2.2 ± 0.5
∗

1.7 ± 0.4 4.3 ± 1.0
∗

2.8 ± 0.6
∗

1.5 ± 0.4 1.3 ± 0.4

20000 4.3 ± 0.9
∗

2.6 ± 0.5
∗

1.5 ± 0.3 1.4 ± 0.3 4.2 ± 0.8
∗

2.4 ± 0.5
∗

1.4 ± 0.3
∗

1.2 ± 0.2

25000 4.2 ± 0.8
∗

2.1 ± 0.3
∗

1.3 ± 0.2 1.2 ± 0.2 4.1 ± 0.7
∗

2.0 ± 0.3
∗

1.2 ± 0.2 1.1 ± 0.2

30000 4.2 ± 0.7
∗

2.0 ± 0.3
∗

1.2 ± 0.2 1.1 ± 0.2 4.1 ± 0.6
∗

1.9 ± 0.3
∗

1.1 ± 0.2 1.0 ± 0.2

Data are expressed as mean ± standard deviation (SD). MAE: mean absolute error;max FEs: maximum number of function evaluations; CAPW: carotid artery
pressure waveforms; RAPW: radial artery pressure waveforms.
∗There is statistically significant difference when compared with TSPSO (𝑃 < 0.05).

Table 3: Statistical results of the computation time from 20 volunteers with different target MAEs for the four methods.

MAE (%) CAPW (s) RAPW (s)
Nelder-Mead MPSO DMS-PSO TSPSO Nelder-Mead MPSO DMS-PSO TSPSO

10 1.4 ± 0.05
∗

0.9 ± 0.04
∗

1.0 ± 0.03
∗

0.6 ± 0.02 1.4 ± 0.04
∗

0.9 ± 0.04
∗

1.0 ± 0.04
∗

0.7 ± 0.02

8 1.5 ± 0.06
∗

1.0 ± 0.05
∗

1.3 ± 0.05
∗

0.8 ± 0.03 1.5 ± 0.06
∗

1.0 ± 0.05
∗

1.2 ± 0.04
∗

0.7 ± 0.04

6 1.7 ± 0.06
∗

1.5 ± 0.07
∗

1.4 ± 0.06
∗

1.1 ± 0.03 1.7 ± 0.07
∗

1.1 ± 0.05
∗

1.4 ± 0.05
∗

1.0 ± 0.04

4 Inf. 4.2 ± 0.12
∗

2.4 ± 0.09
∗

1.3 ± 0.06 Inf. 3.6 ± 0.12
∗

2.4 ± 0.10
∗

1.2 ± 0.05

3 Inf. 5.5 ± 0.19
∗

3.7 ± 0.16
∗

1.4 ± 0.07 Inf. 5.3 ± 0.16
∗

3.4 ± 0.16
∗

1.3 ± 0.06

2 Inf. 7.4 ± 0.23
∗

5.5 ± 0.21
∗

1.5 ± 0.07 Inf. 7.0 ± 0.21
∗

5.3 ± 0.23
∗

1.4 ± 0.08

1.5 Inf. Inf. 10.3 ± 0.32
∗

2.0 ± 0.10 Inf. Inf. 9.7 ± 0.29
∗

1.6 ± 0.09

Data are expressed as mean ± standard deviation (SD) or as symbol “Inf.” “Inf.” indicates that the method could not achieve the target MAE even with the
extremely largemax FEs (100000). MAE: mean absolute error; CAPW: carotid artery pressure waveforms; RAPW: radial artery pressure waveforms.
∗There is statistically significant difference when compared with TSPSO (𝑃 < 0.05).
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Figure 6:Means and standard deviations (SDs) of the computation time for the fourmethods (Nelder-Mead,MPSO,DMS-PSO, andTSPSO).
The results from 20 volunteers are given at different mean absolute error (MAE) levels (10%, 8%, 6%, 4%, 3%, 2%, and 1.5%), (a) for CAPW
signal and (b) for RAPW signal. The SDs of computation time at all MAE levels are relatively small. “Inf.” indicates that the target MAE level
can not be achieved even with extremely large maximum number of function evaluationsmax FEs (100000).

of that for MPSO (for CAPW, 1.5 versus 7.4 s; for RAPW, 1.4
versus 7.0 s) and was only 30% of that for DMS-PSO (for
CAPW, 1.5 versus 5.5 s; for RAPW, 1.4 versus 5.3 s).

In addition, only DMS-PSO and TSPSO achieved the
mean MAE less than 1.5%. The computation time of TSPSO
was 2.0 s and 1.6 s, respectively, forCAPWandRAPWsignals,
which were significantly lower (𝑃 < 0.05) than those for
DMS-PSO (for CAPW, 2.0 versus 10.3 s; for RAPW, 1.6 versus
9.7 s).

4. Discussion and Conclusion

The major finding of this study was that, using the proposed
TSPSO algorithm and three Gaussians, both CAPW and
RAPW signals could be accurately modelled. To the best
of our knowledge, TSPSO was used for the first time to fit
arterial pressure waveform when using Gaussian functions.
Tomodel the arterial pressure pulses, some published studies
separated pulse waveforms into two components by a tri-
angular wave of duration equal to the ejection time [8] or
using a two-pulse synthesis model [35]. However, because the
arterial pulse waveforms are often complicated with three or
more components, other studies used three subwaves [36],
four subwaves [22], and even five subwaves [5, 18, 19] tomodel
the pulses. In terms of fitting accuracy, Rubins reported that
the residual error between the original and modelled pulse
waveforms did not exceed 10% [22]. Huotari’s study provided
only some examples with an averagemaximum residual error

of 4% [18, 19]. Xu et al. used an adaptive number (four or
five) of subwaves and achieved the fitting error less than 2%
[20, 21]. However, the above studies used derivativesmethods
that were to set up the initial parameters, whichwere sensitive
to noise, and there is also no physiological explanation
of why four or five functions are needed. Our proposed
TSPSOmethod determined the optimal Gaussian parameters
without initial parameters and achieved the fitting error less
than 1.5% only using three Gaussian functions, which was
the best result among all the published studies. In addition,
the comparison with some classical PSO algorithms was also
performed in this study. Overall, TSPSO algorithm achieved
significantly better accuracy than Nelder-Mead and MPSO
methods at most max FEs levels and also significantly better
accuracy than DM-PSO method at smallmax FEs levels.

The second major finding was that it was possible to
efficiently model both CAPW and RAPW signals using
TSPSO. To the best of our knowledge, this is the first study
to compare the computation efficiency between different
algorithms. Nelder-Mead method had poor fitting accuracy,
which limited its application. Although both DMS-PSO and
TSPSO could achieve highly accurate fitting with MAE
≤ 1.5%, the computation time of TSPSO was significantly
less than DMS-PSO. In comparison with MPSO and DMS-
PSO methods, TSPSO is a two-stage PSO and automati-
cally switches to a fine-grained searching stage and hence
reduces the computation time. Taking the best achievable
fitting accuracy into account, TSPSO was concluded as the
most efficient method for modelling arterial pulses with the
shortest computation time.
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In addition, another multistage optimization algorithm,
named tree search dynamic multiswarm particle swarm
optimizer (TS-DMS-PSO) [37], has been reported. It also
performs gross searching firstly before refining the result
using a highly accurate fitness function. There are two main
differences between the TS-DMS-PSO and TSPSO: (1) TS-
DMS-PSO is a local PSO version with the velocity of each
particle modified from its personal best and the best perfor-
mance achieved so far within its neighborhood. Our TSPSO
is a global approach, learning from the personal best and the
best position achieved so far by the whole population. (2)
TS-DMS-PSO uses the same searching strategy at different
stages. At each stage, it reinitializes the searching step and
the searching range. However, TSPSO has different searching
strategies for the two stages (gross and fine-grained searching
stages). At the gross searching stage, TSPSOuses the common
fully informed particle swarm method for all dimensions.
After the first stage, it switches to the fine-grained searching
stage, where PSO with inertia weight update scheme is used
for each dimension. For the application of modelling the
arterial pulses, the advantage of using TSPSO is that, after
the gross searching stage, the three Gaussian functions could
be optimized through single dimension searching strategy,
resulting in significantly shorter computation time.

It is also worth noting that TSPSO could achieve similar
fitting accuracy and effectiveness to model both CAPW and
RAPW, confirming that this method can be used for the
waveform analysis from different pulse sites (carotid artery
and radial artery).

Currently, the physiological mechanism of wave reflec-
tion is still controversial. It has been reported that early
wave reflection shifts proximally toward the heart with aging
[38]. On the contrary, a distal shift of reflection site has
been observed by Mitchell et al. [9], but others reported that
this distal shift was only observed from subjects older than
65 years [7]. These controversial conclusions are partially
due to the different methods used to identify the waveform
characteristics [39]. Another explanation could be that those
methods are not accurate enough to reconstruct the pressure
waveforms [4]. Our proposed TSPSO method with three
Gaussian functions provides an alternative tool to quantify
the different components of arterial pressure waveform. And
validating the clinical efficiency of TSPSO method would be
our future work.

In summary, it has been demonstrated that TSPSO with
three Gaussian functions is a promising pulse decomposition
analysis method to model arterial pressure waveforms. Its
accurate waveform fitting and short computation time pro-
vide great confidence for identifying arterial pressure wave-
form characteristics and hence provide better understanding
of their underlying physiological mechanisms.

Conflict of Interests

The authors declare that there is no conflict of interests
regarding the publication of this paper.

Acknowledgments

The authors also would like to thank all of the volunteers
for participating in this study. This work was supported by
the National Natural Science Foundation of China under
Grants 61201049, 61273277, and 51075243; the Excellent Young
Scientist Awarded Foundation of Shandong Province in
China under Grant BS2013DX029; the China Postdoctoral
Science Foundation under Grant 2013M530323; and the
Postdoctoral Innovation Foundation of Shandong Province
in China under Grant 201303102.

References

[1] E. Hermeling, A. P. G. Hoeks, M. H. M. Winkens et al., “Non-
invasive assessment of arterial stiffness should discriminate
between systolic and diastolic pressure ranges,” Hypertension,
vol. 55, no. 1, pp. 124–130, 2010.

[2] Y. J. Sheen, J. L. Lin, T. C. Li, C. T. Bau, and W. H. H. Sheu,
“Peripheral arterial stiffness is independently associated with a
rapid decline in estimated glomerular filtration rate in patients
with type 2 diabetes,” BioMed Research International, vol. 2013,
Article ID 309294, 10 pages, 2013.

[3] J. N. Cohn, S. Finkelstein, G. McVeigh et al., “Noninvasive
pulse wave analysis for the early detection of vascular disease,”
Hypertension, vol. 26, no. 3, pp. 503–508, 1995.

[4] A. Swillens and P. Segers, “Assessment of arterial pressure wave
reflection:methodological considerations,”Artery Research, vol.
2, no. 4, pp. 122–131, 2008.

[5] M. C. Baruch, D. E. R.Warburton, S. S. D. Bredin, A. Cote, D.W.
Gerdt, and C.M. Adkins, “Pulse Decomposition Analysis of the
digital arterial pulse during hemorrhage simulation,”Nonlinear
Biomedical Physics, vol. 5, no. 1, pp. 1–15, 2011.

[6] P. Segers, J.Mynard, L. Taelman, S. Vermeersch, andA. Swillens,
“Wave reflection: myth or reality?”Artery Research, vol. 6, no. 1,
pp. 7–11, 2012.

[7] J. Sugawara, K. Hayashi, and H. Tanaka, “Distal shift of arterial
pressure wave reflection sites with aging,”Hypertension, vol. 56,
no. 5, pp. 920–925, 2010.

[8] B. E. Westerhof, I. Guelen, N. Westerhof, J. M. Karemaker, and
A. Avolio, “Quantification of wave reflection in the human aorta
from pressure alone: a proof of principle,”Hypertension, vol. 48,
no. 4, pp. 595–601, 2006.

[9] G. F. Mitchell, H. Parise, E. J. Benjamin et al., “Changes
in arterial stiffness and wave reflection with advancing age
in healthy men and women: the Framingham Heart Study,”
Hypertension, vol. 43, no. 6, pp. 1239–1245, 2004.

[10] M. Frimodt-Moller, A. L. Kamper, S. Strandgaard, S. Kreiner,
and A. H. Nielsen, “Beneficial effects on arterial stiffness and
pulse-wave reflection of combined enalapril and candesartan in
chronic kidney disease—a randomized trial,” PLoS ONE, vol. 7,
no. 7, Article ID e41757, 2012.

[11] S. Asgari, N. Gonzalez, A. W. Subudhi et al., “Continuous
detection of cerebral vasodilatation and vasoconstriction using
intracranial pulse morphological template matching,” PLoS
ONE, vol. 7, no. 11, Article ID e50795, 2012.

[12] A. Zambanini, S. L. Cunningham, K. H. Parker, A.W. Khir, S. A.
M.Thom, and A. D. Hughes, “Wave-energy patterns in carotid,
brachial, and radial arteries: a noninvasive approach using
wave-intensity analysis,” The American Journal of Physiology—
Heart and Circulatory Physiology, vol. 289, no. 1, pp. H270–
H276, 2005.



10 BioMed Research International

[13] N. Westerhof, P. Sipkema, G. C. V. D. Bos, and G. Elzinga,
“Forward and backward waves in the arterial system,” Cardio-
vascular Research, vol. 6, no. 6, pp. 648–656, 1972.

[14] S. C. Millasseau, R. P. Kelly, J. M. Ritter, and P. J. Chowienczyk,
“Determination of age-related increases in large artery stiffness
by digital pulse contour analysis,” Clinical Science, vol. 103, no.
4, pp. 371–377, 2002.

[15] L. A. Bortolotto, J. Blacher, T. Kondo, K. Takazawa, and M.
E. Safar, “Assessment of vascular aging and atherosclerosis in
hypertensive subjects: second derivative of photoplethysmo-
gram versus pulse wave velocity,” The American Journal of
Hypertension, vol. 13, no. 2, pp. 165–171, 2000.

[16] M. Karamanoglu, “A system for analysis of arterial blood
pressure waveforms in humans,” Computers and Biomedical
Research, vol. 30, no. 3, pp. 244–255, 1997.

[17] A.D.Hughes, C. Park, J. Davies et al., “Limitations of augmenta-
tion index in the assessment of wave reflection in normotensive
healthy individuals,” PLoS ONE, vol. 8, no. 3, Article ID e59371,
2013.

[18] M. Huotari, A. Vehkaoja, K. Määttä, and J. Kostamovaara,
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