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## REVIEW HIGHLIGHTS

- We define a mathematical model to study the dynamic behaviour of COVID-19 in Iran.
- We simulate the solutions of the system using a numerical method.
- To analyze the sensitivity of the model, we propose different strategies.
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#### Abstract

A compartmental mathematical model of spreading COVID-19 disease in Wuhan, China is applied to investigate the pandemic behaviour in Iran. This model is a system of seven ordinary differential equations including individual behavioural reactions, governmental actions, holiday extensions, travel restrictions, hospitalizations, and quarantine. We fit the Chinese model to the Covid-19 outbreak in Iran and estimate the values of parameters by trial-error approach. We use the Adams-Bashforth predictor-corrector method based on Lagrange polynomials to solve the system of ordinary differential equations. To prove the existence and uniqueness of solutions of the model we use Banach fixed point theorem and Picard iterative method. Also, we evaluate the equilibrium points and the stability of the system. With estimating the basic reproduction number $R_{0}$, we assess the trend of new infected cases in Iran. In addition, the sensitivity analysis of the model is assessed by allocating different parameters to the system. Numerical simulations are depicted by adopting initial conditions and various values of some parameters of the system.


Specifications table

| Subject area: | Mathematics and Statistics |
| :--- | :--- |
| More specific subject area: <br> Name of the reviewed <br> methodology: | Numerical Analysis, Biomathematics <br> Keywords: |
|  | Finite Difference Method |
| Resource availability: | Mathematical model; Existence and uniqueness; Adams-Bashforth predictor-corrector scheme; Equilibrium points; Stability; |
| Review question: | Basic reproduction number; Sensitivity. |
| This method has been developed in Maple |  |

[^0]https://doi.org/10.1016/j.mex.2023.102045
Received 22 September 2022; Accepted 25 January 2023
Available online 28 January 2023
2215-0161/© 2023 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/)

## Method details

Mathematical modelling is a powerful tool to describe and understand precisely the nature of physical and scientific phenomena, such as models presented for the vibrational response of fluid flowing single-walled carbon nanotubes [1,2], natural and forced heat transfer in the air inside and inclined square lid-driven cavity [3], and graded nanobeam under axial and thermal loading [4]. Coronavirus disease 2019 (COVID-19) is an infectious disease that was first recognised in December 2019 in Wuhan, China, then resulted in the ongoing pandemic outbreak accompanied by millions of infections and deaths over the world. By August 8, 2020, the World Health Organization (WHO) has reported 19,187,943 confirmed cumulative cases and 716,075 deaths [5]. To understand how the virus spreads in different countries of the world, researchers of different areas have given several proposed models to analyse and predict the evolution of the pandemic, for example Lin et al. proposed a conceptual model for COVID-19 outbreak in Wuhan and considered individual behavioural reactions and governmental actions [6]. Alkahtani and Alzaid presented a mathematical model to depict the spread of the COVID-19 epidemic in Italy [7]. A compartmental mathematical model was proposed in [8] for the spread of the COVID-19 disease in Wuhan, China. Chen et al. gave a mathematical model for simulating the transmissibility of the SARS-$\mathrm{CoV}-2$ in [9]. Maier and Brockmann provided a model to capture quarantine of symptomatic infected individuals and the accuracy of growing rate of observation [10]. In [11], Giordano et al. proposed a model that predicted the course of the epidemic to reach an efficient controlling strategy. Din et al. used an epidemic model for describing the dynamic of COVID-19 under convex incidence rate [12]. A fractional-order model for COVID-19 transmission was presented in [13] and its approximated solutions were obtained using the homotopy-Laplace transform method. Higazi suggested a system of fractional-order differential equations to model the COVID-19 pandemic and proved the existence of a stable solution of the model [14]. A compartmental model was proposed by Samui et al. to predict and control the transmission dynamics of the COVID-19 pandemic in India [15]. Xu et al. proposed a generalised fractionalorder SEIR model denoted by SEIQRP for predicting the outbreak of COVID-19 in the USA. [16]. Ghahremanian et al. [17] prepared an overview of discovering and studying standard treatment strategies by considering RMSD, RMSF, the radius of gyration, binding free energy, and Solvent-Accessible Surface Area as effective parameters for evaluation. Wacker and Schlüter established an implicit time-discrete SIR model and applied it to available data regarding the spread of COVID-19 in Germany and Iran [18]. The first infected case in Iran was identified on February 20, 2020 [5]. The Ministry of Health and Medical Education of Iran has reported 322,567 confirmed cases and 18,132 deaths by August 8, 2020. Iran's government adopted conditions to prevent the spread of the epidemic including using masks, social differences, travel restrictions, and quarantine for four weeks that was led to a decrease of the number of individual cases and deaths until the end of April. Unfortunately, the number of daily cases and death have increased since early May and the second wave of the outbreak of the disease emerged depicted in Fig. 1.

In the current study, we try to specify the pattern of the Coronavirus in the future in Iran. Particularly, we explore whether the model can predict and control the distribution of the virus by adopting different values for some parameters of the model. We use model (1) for simulating the behaviour of COVID-19 virus in Iran. Hence, the values of parameters in the model vary and have no contradiction with conditions in Iran by trial and error. In our study, we test the numerical aspects of the presented system as well as the existence and uniqueness of the solutions of the presented model using the Banach fixed point theorem and Picard iterative method. To simulate the behaviour of state variables, an Adams-Bashforth type scheme is designed using the Lagrange polynomials and finite difference method. The estimated basic reproduction number $\mathcal{R}_{0}$ is used to assess the sensitivity of the model regarding some parameters of it. The main claims of the paper can be summarised as follows:
(a) Proving the existence and uniqueness of the solutions of the presented system.
(b) Constructing an Adams-Bashforth predictor-corrector method to simulate the solutions of the system.
(c) Assessing the sensitivity of the model by varying some parameters of the system.
(d) Estimating the basic reproduction number to clarify the behaviour of the virus.
(e) Simulating the behaviour of different state variables and investigating the impact of changing values of some parameters in the model.

## Mathematical model of COVID-19 in Iran

In the proposed model in [6], the total population $\mathcal{N}$ is subdivided into six epidemiological compartments which lead to the following system of ordinary differential equations:

$$
\left\{\begin{array}{l}
\frac{d S(t)}{d t}=-\frac{\beta_{0} F \mathcal{S}(t)}{\mathcal{N}(t)}-\frac{\beta(t) \mathcal{S}(t) \mathcal{I}(t)}{\mathcal{N}(t)}-\mu \mathcal{S}(t), \\
\frac{d \mathcal{E}(t)}{d t}=\frac{\beta_{0} F(t)}{\mathcal{N}(t)}+\frac{\beta(t) \mathcal{S}(t) \mathcal{I}(t)}{\mathcal{N}(t)}-(\sigma+\mu) \mathcal{E}(t), \\
\frac{d \mathcal{I}(t)}{d t}=\sigma \mathcal{E}(t)-(\gamma+\mu) \mathcal{I}(t), \\
\frac{d \mathcal{R}(t)}{d t}=\gamma \mathcal{I}(t)-\mu \mathcal{R}(t),  \tag{1}\\
\frac{d \mathcal{N}(t)}{d t}=-\mu \mathcal{N}(t), \\
\frac{d \mathcal{D}(t)}{d t}=d \gamma \mathcal{I}(t)-\lambda \mathcal{D}(t), \\
\frac{d \mathcal{C}(t)}{d t}=\sigma \mathcal{E}(t),
\end{array}\right.
$$



Fig. 1. The first and second waves of COVID-19 in Iran: (a) Daily confirmed cases, (b) Daily confirmed deaths.

Table 1
Values of parameters of model (1).

| Notation | Parameter | Value/Range |
| :--- | :--- | :--- |
| $F$ | Number of zoonotic cases | $\{10,0\}$ |
| $\beta_{0}$ | Transmission rate | $\{1.2,0.5768,0.8\}$ |
| $\alpha$ | Governmental action strength | $\{0,0.65,0.75\}$ |
| $\kappa$ | Intensity of responds | 1100 |
| $\mu$ | Emigration rate | $\{0.02,0,0.005\}$ |
| $\sigma^{-1}$ | Mean latent period | 3 |
| $\gamma^{-1}$ | Mean infectious period | 5 |
| $\lambda^{-1}$ | Mean duration of public reaction | 11 |
| $d$ | Proportion of severe cases | 0.2 |

where $\mathcal{S}(t)$ represents the compartment of the susceptible population, $\mathcal{E}(t)$ represents the exposed population, $\mathcal{I}(t)$ is the infectious compartment, $\mathcal{R}(t)$ represents the removed population (recovered or dead), $\mathcal{N}(t)$ represents the total population size, $\mathcal{D}(t)$ is the number of severe and critical cases and deaths, $\mathcal{C}(t)$ is the number of cumulative cases (both reported and non-reported), and

$$
\beta(t)=\beta_{0}(1-\alpha)\left(1-\frac{\mathcal{D}(t)}{\mathcal{N}(t)}\right)^{\kappa}
$$

represents incorporating the impact of governmental action $(\alpha)$ and decreasing contacts amongst individuals responding to the proportion of deaths ( $\kappa$ ). Fig. 2 shows the flowchart of the six compartments of model (1).

Parameters of model (1) and their values are described in Table 1, as seen some parameters are considered as stepwise functions due to quarantine (before, during, and after quarantine). Iran's government adopted a one-month quarantine plan from 22 March


Fig. 2. Flowchart of six compartments of model (1).
to 22 April 2020 to control the virus outbreak. Hence, the governmental action strength ( $\alpha$ ), transmission rate ( $\beta_{0}$ ), and emigration rate ( $\mu$ ) are stepwise. Values of these parameters are $\alpha=0, \beta_{0}=1.2$, and $\mu=0.02$ from 20 February to 21 March (before quarantine). During quarantine the values of these parameters are $\alpha=0.65, \beta_{0}=0.5768$, and $\mu=0$. At the end of quarantine, the values of three parameters are $\alpha=0.75, \beta_{0}=0.8$, and $\mu=0.005$. Note that the zoonotic transmission is not observed in Iran and only occurs the human-to-human transmission (i.e. $F=0$ ).

## Stability analysis

## Equilibrium points

If $\mathcal{N}(t)$ and $\beta(t)$ are considered constant, that is $\mathcal{N}(t)=\mathcal{N}^{*}$ and $\beta(t)=\beta^{*}$, and since one has $\mathcal{N}(t)=\mathcal{S}(t)+\mathcal{E}(t)+\mathcal{I}(t)+\mathcal{R}(t)+\mathcal{D}(t)+$ $\mathcal{C}(t)$, then the last equation in system (1) can be written as $\mathcal{E}(t)=\mathcal{N}(t)-(\mathcal{S}(t)+\mathcal{I}(t)+\mathcal{R}(t)+\mathcal{D}(t)+\mathcal{C}(t))$. By these assumptions, two equilibrium points $P_{1}$ and $P_{2}$ for system (1) (without the fifth equation) are computed as follows:

$$
\begin{equation*}
P_{1}=\left(\mathcal{S}^{*}, \mathcal{E}^{*}, \mathcal{I}^{*}, \mathcal{R}^{*}, \mathcal{D}^{*}, C^{*}\right)=\left(0,0,0,0,0, \mathcal{N}^{*}\right) \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{2}=\left(\mathcal{S}^{*}, \mathcal{E}^{*}, \mathcal{I}^{*}, \mathcal{R}^{*}, \mathcal{D}^{*}, \mathcal{C}^{*}\right)=\left(\frac{w\left(y z+\mathcal{N}^{*} \mu^{2}\right)}{\beta^{*} \sigma \mu},-\frac{w z}{\beta^{*} \sigma},-\frac{z}{\beta^{*}},-\frac{\gamma z}{\beta^{*} \mu},-\frac{d \gamma z}{\beta^{*} \lambda}, \frac{z(d \gamma \sigma-\lambda w)-\mathcal{N}^{*} \beta^{*} \sigma \lambda}{\beta^{*} \sigma \lambda}\right), \tag{3}
\end{equation*}
$$

in which

$$
\begin{equation*}
w=\gamma+\mu, \quad y=\sigma+\mu, \quad z=\beta_{0} F+\mathcal{N}^{*} \mu . \tag{4}
\end{equation*}
$$

The Jacobian matrix of system (1) at the equilibrium points $P_{i}, i=1,2$ is as

$$
\mathcal{J}\left(P_{i}\right)=\left[\begin{array}{cccccc}
-\frac{\beta_{0} F+\beta^{*} I^{*}}{\mathcal{N}^{*}}-\mu & 0 & \frac{\beta^{*} S^{*}}{\mathcal{N}^{*}} & 0 & 0 & 0  \tag{5}\\
\frac{\beta_{0} F+\beta^{*} I^{*}}{\mathcal{N}^{*}} & -y & \frac{\beta^{*} S^{*}}{\mathcal{N}^{*}} & 0 & 0 & 0 \\
0 & \sigma & -w & 0 & 0 & 0 \\
0 & 0 & \gamma & -\mu & 0 & 0 \\
0 & 0 & d \gamma & 0 & -\lambda & 0 \\
-\sigma & 0 & -\sigma & -\sigma & -\sigma & -\sigma
\end{array}\right] .
$$

Lemma 1. ([19]) Suppose that $\frac{d \mathbb{W}(t)}{d t}=\mathbb{F}(t)$ is a mathematical model involving $m$ ordinary differential equations. An equilibrium point $P^{*}$ is asymptotically stable if all eigenvalues $\omega_{i}, i=1,2, \ldots, m$ corresponding to the Jacobian matrix at $P^{*}$ satisfy the following condition

$$
\begin{equation*}
\left|\arg \left(\omega_{i}\right)\right| \geq \frac{\pi}{2}, \quad i=1,2, \ldots, m \tag{6}
\end{equation*}
$$

On the other hand, real parts of all eigenvalues must be negative.
Lemma 2 (Routh-Hurwitz conditions, [20]). If the characteristic polynomial of the mathematical model $\frac{d \mathbb{W}(t)}{d t}=\mathbb{F}(t)$ involving mordinary differential equations is as $f(\omega)=\omega^{m}+a_{1} \omega^{m-1}+a_{2} \omega^{m-2}+\cdots+a_{m-1} \omega+a_{m}$, then $a_{m}>0$ is a necessary condition for (6).

Now, eigenvalues of the Jacobian matrix in (5) are computed.

- Eigenvalues of the Jacobian matrix in (5) at the equilibrium point $P_{1}$ are as

$$
\omega_{1}=-\frac{z}{\mathcal{N}^{*}}, \quad \omega_{2}=-y, \quad \omega_{3}=-w, \quad \omega_{4}=-\mu, \quad \omega_{5}=-\lambda, \quad \omega_{6}=-\sigma,
$$

where $w, y, z$ are defined in (4). Here, we observe that all six eigenvalues are negative values in this case. Therefore, according to Lemma 1, system (1) is asymptotically stable at the equilibrium point $P_{1}$.

- The characteristic polynomial of the Jacobian matrix in (5) at the equilibrium point $P_{2}$ is as
$f(\omega)=\omega^{6}+a_{1} \omega^{5}+a_{2} \omega^{4}+a_{3} \omega^{3}+a_{4} \omega^{2}+a_{5} \omega+a_{6}$ where $a_{6}=-w y z / \mathcal{N}^{*}$ is negative. By Lemma 2 , system (1) is unstable at the equilibrium point $P_{2}$.

Considering the Jacobian matrix $\mathcal{J}\left(P_{2}\right)$ and the numerical values of the parameters in Table 1, the eigenvalues of $\mathcal{J}\left(P_{2}\right)$ are as follows:

$$
\omega_{1}=-\frac{1}{3}, \quad \omega_{2}=-\frac{1}{50}, \quad \omega_{3}=-\frac{1}{11}, \quad \omega_{4}=-\frac{20995}{36995}, \quad \omega_{5}=-\frac{18933}{345787}, \quad \omega_{6}=\frac{3486}{69799},
$$

which confirms $\mathcal{J}\left(P_{2}\right)$ has a positive eigenvalue and system (1) is unstable.

## Basic reproduction number

One of the important criteria for sensitivity analysis is to investigate the following quantity:

$$
\mathcal{R}_{e f f}=\mathcal{R}_{0} \frac{S(t)}{\mathcal{N}(t)}
$$

where $\mathcal{R}_{0}$ is the basic reproduction number that is the spectral radius of the next generation matrix $\mathbb{F} \mathbb{V}^{-1}$, where $\mathbb{F}$ and $\mathbb{V}$ are the following Jacobian matrices

$$
\mathbb{F}=\left[\frac{\partial \mathcal{F}_{i}\left(P^{*}\right)}{\partial X_{j}}\right], \quad \mathbb{V}=\left[\frac{\partial v_{i}\left(P^{*}\right)}{\partial X_{j}}\right], \quad i, j=1,2,
$$

and $\mathcal{F}$ and $\mathcal{V}$ are vectors constructed by the second and third equations of system (1) as follows

$$
\mathcal{F}=\left[\begin{array}{c}
\frac{\beta^{*} \mathcal{S}(t) \mathcal{I}(t)}{\mathcal{N}^{*}} \\
0
\end{array}\right], \quad \mathcal{V}=\left[\begin{array}{c}
\frac{-\beta_{0} \mathcal{F}(t)}{\mathcal{N}^{*}}+(\sigma+\mu) \mathcal{E}(t) \\
-\sigma \mathcal{E}(t)+(\gamma+\mu) \mathcal{I}(t)
\end{array}\right],
$$

and $\left(\mathcal{X}_{1}, \mathcal{X}_{2}\right)=(\mathcal{E}, \mathcal{I})$. Therefore, the matrices $\mathbb{F}$ and $\mathbb{V}$ at the equilibrium $P_{2}$ are as follows

$$
\mathbb{F}=\left[\begin{array}{cc}
0 & \frac{\beta^{*} w\left(y z+\mathcal{N}^{*} \mu^{2}\right)}{\beta^{*} \sigma \mu} \\
0 & 0
\end{array}\right], \mathbb{V}=\left[\begin{array}{cc}
\sigma+\mu & 0 \\
-\sigma & \gamma+\mu
\end{array}\right]
$$

So, the basic reproduction number is computed as

$$
\mathcal{R}_{0}=\rho\left(\mathbb{F V}^{-1}\right)=\frac{(\sigma+\mu)\left(\beta_{0} F+\mathcal{N}^{*} \mu\right)+\mathcal{N}^{*} \mu^{2}}{\mathcal{N}^{*} \mu(\sigma+\mu)}
$$

where $\rho\left(\mathbb{F V}^{-1}\right)$ is the spectral radius of the generate matrix $\mathbb{F V}^{-1}$. Thus, one gets

$$
\begin{equation*}
\mathcal{R}_{e f f}=\frac{(\sigma+\mu)\left(\beta_{0} F+\mathcal{N}^{*} \mu\right)+\mathcal{N}^{*} \mu^{2}}{\mathcal{N}^{*} \mu(\sigma+\mu)} \frac{S(t)}{\mathcal{N}(t)} \tag{7}
\end{equation*}
$$

The evaluated basic reproduction number for values of parameters in Table 1 is 1.0566 . Because $\mathcal{R}_{0}>1$, each infected individual produces more than one new infected case and the virus can be spread through the population (more details are referred to [21]).

## Existence and uniqueness of solutions of the model

In this section, the existence and uniqueness of the solutions of model (1) are proved by employing Banach fixed point theorem. First, it must be shown that the solution ( $\mathcal{S}(t), \mathcal{E}(t), \mathcal{I}(t), \mathcal{R}(t), \mathcal{N}(t), \mathcal{D}(t), \mathcal{C}(t)$ ) accompanying initial conditions $\mathcal{S}(0) \geq 0, \mathcal{E}(0) \geq 0, \mathcal{I}(0) \geq$ $0, \mathcal{R}(0) \geq 0, \mathcal{N}(0) \geq 0, \mathcal{D}(0) \geq 0, \mathcal{C}(0) \geq 0$ are non-negative and bounded for all $t \geq 0$.

All parameters of the model are positive, thus the following equations can be considered:

$$
\begin{aligned}
\frac{d \mathcal{S}(t)}{d t} & =-\left(\frac{\beta_{0} F}{\mathcal{N}(t)}+\frac{\beta(t) \mathcal{I}(t)}{\mathcal{N}(t)}+\mu\right) \mathcal{S}(t) \Rightarrow \frac{d \mathcal{S}(t)}{\mathcal{S}(t)}=-\left(\frac{\beta_{0} F}{\mathcal{N}(t)}+\frac{\beta(t) \mathcal{I}(t)}{\mathcal{N}(t)}+\mu\right) d t, \\
\frac{d \mathcal{E}(t)}{d t} & \geq-(\sigma+\mu) \mathcal{E}(t) \Rightarrow \frac{d \mathcal{E}(t)}{\mathcal{E}(t)} \geq-(\sigma+\mu) d t, \\
\frac{d \mathcal{I}(t)}{d t} & \geq-(\gamma+\mu) \mathcal{I}(t) \Rightarrow \frac{d \mathcal{I}(t)}{\mathcal{I}(t)} \geq-(\gamma+\mu) d t, \\
\frac{d \mathcal{R}(t)}{d t} & \geq-\mu \mathcal{R}(t) \Rightarrow \frac{d \mathcal{R}(t)}{\mathcal{R}(t)} \geq-\mu d t,
\end{aligned}
$$

$$
\begin{aligned}
\frac{d \mathcal{N}(t)}{d t} & =-\mu \mathcal{N}(t) \Rightarrow \frac{d \mathcal{N}(t)}{\mathcal{N}(t)}=-\mu d t \\
\frac{d \mathcal{D}(t)}{d t} & \geq-\lambda \mathcal{D}(t) \Rightarrow \frac{d \mathcal{D}(t)}{\mathcal{D}(t)} \geq-\lambda d t \\
\frac{d \mathcal{C}(t)}{d t} & =\sigma \mathcal{E}(t)
\end{aligned}
$$

By solving the above equations and using the initial conditions, one has

$$
\begin{aligned}
& \mathcal{S}(t)=\mathcal{S}(0) e^{-\int_{0}^{t}\left(\frac{\beta_{0} F}{\mathcal{N}(\tau)}+\frac{\beta(\tau) \mathcal{I}(\tau)}{\mathcal{N}(\tau)}+\mu\right) d \tau} \geq 0, \\
& \mathcal{E}(t) \geq \mathcal{E}(0) e^{-(\sigma+\mu) t} \geq 0, \\
& \mathcal{I}(t) \geq \mathcal{I}(0) e^{-(\gamma+\mu) t} \geq 0, \\
& \mathcal{R}(t) \geq \mathcal{R}(0) e^{-\mu t} \geq 0, \\
& \mathcal{N}(t)=\mathcal{N}(0) e^{-\mu t} \geq 0, \\
& \mathcal{D}(t) \geq \mathcal{D}(0) e^{-\lambda t} \geq 0, \\
& \left.\mathcal{C}(t) \geq \mathcal{C}(0)+\frac{\sigma \mathcal{E}(0)}{\sigma+\mu}\left(1-e^{-(\sigma+\mu) t}\right) \geq 0, \quad \text { if } t \rightarrow+\infty \text { then } e^{-(\sigma+\mu) t} \rightarrow 0\right) .
\end{aligned}
$$

Therefore, solutions of the model along with initial conditions is non-negative for all $t \geq 0$. Since $\mathcal{N}=S+\mathcal{E}+\mathcal{I}+\mathcal{R}+\mathcal{D}+\mathcal{C}$, then all functions in (1) are bounded:

$$
\begin{aligned}
& 0 \leq \mathcal{S}(t) \leq \mathcal{N}, \quad 0 \leq \mathcal{E}(t) \leq \mathcal{N}, \quad 0 \leq \mathcal{I}(t) \leq \mathcal{N} \\
& 0 \leq \mathcal{R}(t) \leq \mathcal{N}, \quad 0 \leq \mathcal{D}(t) \leq \mathcal{N}, \quad 0 \leq C(t) \leq \mathcal{N} .
\end{aligned}
$$

Now, theorems regarding the existence and uniqueness of solutions can be stated.
Let's consider the initial conditions for the system as follows:

$$
\begin{equation*}
(S(0), \mathcal{E}(0), \mathcal{I}(0), \mathcal{R}(0), \mathcal{N}(0), \mathcal{D}(0), \mathcal{C}(0))=\left(\mathcal{S}_{0}, \mathcal{E}_{0}, \mathcal{I}_{0}, \mathcal{R}_{0}, \mathcal{N}_{0}, \mathcal{D}_{0}, \mathcal{C}_{0}\right) \tag{8}
\end{equation*}
$$

Applying the integral operator $\int_{0}^{t}(\cdot) d t$ to equations in model (1) leads to

$$
\begin{align*}
& \mathcal{S}(t)-\mathcal{S}(0)=\int_{0}^{t}\left(-\frac{\beta_{0} F S(\tau)}{\mathcal{N}(\tau)}-\frac{\beta(\tau) S(\tau) \mathcal{I}(\tau)}{\mathcal{N}(\tau)}-\mu \mathcal{S}(\tau)\right) d \tau \\
& \mathcal{E}(t)-\mathcal{E}(0)=\int_{0}^{t}\left(\frac{\beta_{0} F \mathcal{S}(\tau)}{\mathcal{N}(\tau)}+\frac{\beta(\tau) \mathcal{S}(\tau) \mathcal{I}(\tau)}{\mathcal{N}(\tau)}-(\sigma+\mu) \mathcal{E}(\tau)\right) d \tau \\
& \mathcal{I}(t)-\mathcal{I}(0)=\int_{0}^{t}(\sigma \mathcal{E}(\tau)-(\gamma+\mu) \mathcal{I}(\tau)) d \tau \\
& \mathcal{R}(t)-\mathcal{R}(0)=\int_{0}^{t}(\gamma \mathcal{I}(\tau)-\mu \mathcal{R}(\tau)) d \tau \\
& \mathcal{N}(t)-\mathcal{N}(0)=-\int_{0}^{t} \mu \mathcal{N}(\tau) d \tau \\
& \mathcal{D}(t)-\mathcal{D}(0)=\int_{0}^{t}(d \gamma \mathcal{I}(\tau)-\lambda \mathcal{D}(\tau)) d \tau \\
& \mathcal{C}(t)-\mathcal{C}(0)=\int_{0}^{t} \sigma \mathcal{E}(\tau) d \tau=\int_{0}^{t} \sigma(\mathcal{N}(\tau)-(\mathcal{S}(\tau)+\mathcal{I}(\tau)+\mathcal{R}(\tau)+\mathcal{D}(\tau)+\mathcal{C}(\tau))) d \tau \tag{9}
\end{align*}
$$

The last equation is written based on the fact that $\mathcal{N}=\mathcal{S}+\mathcal{E}+\mathcal{I}+\mathcal{R}+\mathcal{D}+\mathcal{C}$. For convenience, the following kernels are defined
$\mathcal{K}_{1}(t, S)=-\frac{\beta_{0} F S(t)}{\mathcal{N}(t)}-\frac{\beta(\tau) S(t) \mathcal{I}(\tau)}{\mathcal{N}(t)}-\mu S(t)$,
$\mathcal{K}_{2}(t, \mathcal{E})=\frac{\beta_{0} F S(t)}{\mathcal{N}(t)}+\frac{\beta(t) S(t) \mathcal{I}(t)}{\mathcal{N}(t)}-(\sigma+\mu) \mathcal{E}(t)$,
$\mathcal{K}_{3}(t, \mathcal{I})=\sigma \mathcal{E}(t)-(\gamma+\mu) \mathcal{I}(t)$,
$\mathcal{K}_{4}(t, \mathcal{R})=\gamma \mathcal{I}(t)-\mu \mathcal{R}(t)$,
$\mathcal{K}_{5}(t, \mathcal{N})=-\mu \mathcal{N}(t)$,
$\mathcal{K}_{6}(t, \mathcal{D})=d \gamma \mathcal{I}(t)-\lambda \mathcal{D}(t)$,
$\mathcal{K}_{7}(t, \mathcal{C})=\sigma(\mathcal{N}(t)-(\mathcal{S}(t)+\mathcal{I}(t)+\mathcal{R}(t)+\mathcal{D}(t)+\mathcal{C}(t)))$.

Since $S, \mathcal{E}, \mathcal{I}, \mathcal{R}, \mathcal{N}, \mathcal{D}, \mathcal{C}$ are non-negative bounded functions, there exist positive values $\rho_{i}, i=1,2, \ldots, 7$ such that

$$
\|\mathcal{S}(t)\| \leq \rho_{1},\|\mathcal{E}(t)\| \leq \rho_{2},\|\mathcal{I}(t)\| \leq \rho_{3},\|\mathcal{R}(t)\| \leq \rho_{4},\|\mathcal{N}(t)\| \leq \rho_{5},\|\mathcal{D}(t)\| \leq \rho_{6},\|\mathcal{C}(t)\| \leq \rho_{7}
$$

Also, the following notations are considered

$$
\begin{aligned}
& \mathcal{N}^{\dagger}=\min _{t \in[0, T]}|\mathcal{N}(t)|, \beta^{\dagger}=\max _{t \in[0, T]}|\beta(t)|, \\
& \gamma_{1}=\frac{\beta_{0} F+\beta^{\dagger} \varrho_{3}}{\mathcal{N}^{\dagger}}+\mu, \gamma_{2}=\sigma+\mu, \gamma_{3}=\gamma+\mu, \gamma_{4}=\mu, \gamma_{5}=\lambda, \gamma_{6}=\sigma .
\end{aligned}
$$

So, Eqs. (9) can be written as follows

$$
\begin{align*}
& \mathcal{S}(t)-\mathcal{S}(0)=\int_{0}^{t} \mathcal{K}_{1}(\tau, \mathcal{S}(\tau)) d \tau, \mathcal{E}(t)-\mathcal{E}(0)=\int_{0}^{t} \mathcal{K}_{2}(\tau, \mathcal{E}(\tau)) d \tau \\
& \mathcal{I}(t)-\mathcal{I}(0)=\int_{0}^{t} \mathcal{K}_{3}(\tau, \mathcal{I}(\tau)) d \tau, \mathcal{R}(t)-\mathcal{R}(0)=\int_{0}^{t} \mathcal{K}_{4}(\tau, \mathcal{R}(\tau)) d \tau \\
& \mathcal{N}(t)-\mathcal{N}(0)=\int_{0}^{t} \mathcal{K}_{5}(\tau, \mathcal{N}(\tau)) d \tau, \mathcal{D}(t)-\mathcal{D}(0)=\int_{0}^{t} \mathcal{K}_{6}(\tau, \mathcal{D}(\tau)) d \tau \\
& \mathcal{C}(t)-\mathcal{C}(0)=\int_{0}^{t} \mathcal{K}_{7}(\tau, \mathcal{C}(\tau)) d \tau \tag{10}
\end{align*}
$$

Theorem 3. If $0 \leq \Gamma=\max _{1 \leq i \leq 7}\left\{\gamma_{i}\right\}<1$, then the kernels $\mathcal{K}_{i}, 1 \leq i \leq 7$, satisfy the Lipschitz condition and then are contradiction mappings.
Proof. Consider the kernel $\mathcal{K}_{1}$. Assume that $S(t)$ and $S_{1}(t)$ be two arbitrary functions, then one has

$$
\begin{aligned}
& \left\|\mathcal{K}_{1}(t, S)-\mathcal{K}_{1}\left(t, S_{1}\right)\right\| \leq\left\|-\frac{\beta_{0} F S(t)}{\mathcal{N}(t)}-\frac{\beta(t) S(t) \mathcal{I}(t)}{\mathcal{N}(t)}-\mu S(t)+\frac{\beta_{0} F S_{1}(t)}{\mathcal{N}(t)}+\frac{\beta(t) S_{1}(t) \mathcal{I}(t)}{\mathcal{N}(t)}+\mu S_{1}(t)\right\| \\
& \quad \leq \frac{\beta_{0} F}{\mathcal{N}^{\dagger}}\left\|S(t)-S_{1}(t)\right\|+\frac{\beta^{\dagger} \rho_{3}}{\mathcal{N}^{\dagger}}\left\|S(t)-S_{1}(t)\right\|+\mu\left\|S(t)-S_{1}(t)\right\| \\
& \quad=\gamma_{1}\left\|S(t)-S_{1}(t)\right\| .
\end{aligned}
$$

Similar results can be obtained for kernels $\mathcal{K}_{i}, 2 i=2,3, \ldots, 7$.

$$
\begin{aligned}
& \left\|\mathcal{K}_{2}(t, \mathcal{E})-\mathcal{K}_{2}\left(t, \mathcal{E}_{1}\right)\right\| \leq\left\|\frac{\beta_{0} F S(t)}{\mathcal{N}(t)}+\frac{\beta(t) S(t) \mathcal{I}(t)}{\mathcal{N}(t)}-(\sigma+\mu) \mathcal{E}(t)-\frac{\beta_{0} F S(t)}{\mathcal{N}(t)}-\frac{\beta(t) \mathcal{S}(t) \mathcal{I}(t)}{\mathcal{N}(t)}+(\sigma+\mu) \mathcal{E}_{1}(t)\right\| \\
& \leq(\sigma+\mu)\left\|\mathcal{E}(t)-\mathcal{E}_{1}(t)\right\| \\
& =\gamma_{2}\left\|\mathcal{E}(t)-\mathcal{E}_{1}(t)\right\| \text {, } \\
& \left\|\mathcal{K}_{3}(t, \mathcal{I})-\mathcal{K}_{3}\left(t, \mathcal{I}_{1}\right)\right\| \leq\left\|\sigma \mathcal{E}(t)-(\gamma+\mu) \mathcal{I}(t)-\sigma \mathcal{E}(t)+(\gamma+\mu) \mathcal{I}_{1}(t)\right\| \\
& \leq(\gamma+\mu)\left\|\mathcal{I}(t)-\mathcal{I}_{1}(t)\right\|=\gamma_{3}\left\|\mathcal{I}(t)-\mathcal{I}_{1}(t)\right\|, \\
& \left\|\mathcal{K}_{4}(t, \mathcal{R})-K_{4}\left(t, \mathcal{R}_{1}\right)\right\| \leq\left\|\gamma \mathcal{I}(t)-\mu \mathcal{R}(t)-\gamma \mathcal{I}(t)+\mu \mathcal{R}_{1}(t)\right\| \\
& \leq \mu\left\|\mathcal{R}(t)-\mathcal{R}_{1}(t)\right\|=\gamma_{4}\left\|\mathcal{R}(t)-\mathcal{R}_{1}(t)\right\|, \\
& \left\|\mathcal{K}_{5}(t, \mathcal{N})-\mathcal{K}_{5}\left(t, \mathcal{N}_{1}\right)\right\| \leq\left\|-\mu \mathcal{N}(t)+\mu \mathcal{N}_{1}(t)\right\| \leq \mu\left\|\mathcal{N}(t)-\mathcal{N}_{1}(t)\right\|=\gamma_{4}\left\|\mathcal{N}(t)-\mathcal{N}_{1}(t)\right\|, \\
& \left\|\mathcal{K}_{6}(t, \mathcal{D})-\mathcal{K}_{6}\left(t, \mathcal{D}_{1}\right)\right\| \leq\left\|d \gamma \mathcal{I}(t)-\lambda \mathcal{D}(t)-d \gamma \mathcal{I}(t)+\lambda \mathcal{D}_{1}(t)\right\| \\
& \leq \lambda\left\|\mathcal{D}(t)-\mathcal{D}_{1}(t)\right\|=\gamma_{5}\left\|\mathcal{D}(t)-\mathcal{D}_{1}(t)\right\|, \\
& \left\|\mathcal{K}_{7}(t, C)-\mathcal{K}_{7}\left(t, \mathcal{C}_{1}\right)\right\| \leq\left\|\begin{array}{l}
\sigma(\mathcal{N}(t)-(S(t)+\mathcal{I}(t)+\mathcal{R}(t)+\mathcal{D}(t)+\mathcal{C}(t))) \\
-\sigma\left(\mathcal{N}(t)-\left(\mathcal{S}(t)+\mathcal{I}(t)+\mathcal{R}(t)+\mathcal{D}(t)+\mathcal{C}_{1}(t)\right)\right)
\end{array}\right\| \\
& \leq \sigma\left\|\mathcal{C}(t)-\mathcal{C}_{1}(t)\right\|=\gamma_{6}\left\|\mathcal{C}(t)-\mathcal{C}_{1}(t)\right\| .
\end{aligned}
$$

Therefore, the Lipschitz conditions are satisfied for $\mathcal{K}_{i}, i=1,2, \ldots, 7$. Since $0 \leq \Gamma<1$, the kernels are contradiction mappings.

Now, using Eqs. (10), the following recursive formulas are introduced

$$
\begin{aligned}
& \mathcal{S}_{n}(t)=\int_{0}^{t} \mathcal{K}_{1}\left(\tau, \mathcal{S}_{n-1}(\tau)\right) d \tau, \mathcal{E}_{n}(t)=\int_{0}^{t} \mathcal{K}_{2}\left(\tau, \mathcal{E}_{n-1}(\tau)\right) d \tau \\
& \mathcal{I}_{n}(t)=\int_{0}^{t} \mathcal{K}_{3}\left(\tau, \mathcal{I}_{n-1}(\tau)\right) d \tau, \mathcal{R}_{n}(t)=\int_{0}^{t} \mathcal{K}_{4}\left(\tau, \mathcal{R}_{n-1}(\tau)\right) d \tau \\
& \mathcal{N}_{n}(t)=\int_{0}^{t} \mathcal{K}_{5}\left(\tau, \mathcal{N}_{n-1}(\tau)\right) d \tau, \mathcal{D}_{n}(t)=\int_{0}^{t} \mathcal{K}_{6}\left(\tau, \mathcal{D}_{n-1}(\tau)\right) d \tau \\
& \mathcal{C}_{n}(t)=\int_{0}^{t} \mathcal{K}_{7}\left(\tau, \mathcal{C}_{n-1}(\tau)\right) d \tau .
\end{aligned}
$$

Subtractions of two consecutive terms in the recursive formulas are as follow

$$
\begin{align*}
& \varphi_{n}(t)=\mathcal{S}_{n}(t)-\mathcal{S}_{n-1}(t)=\int_{0}^{t}\left(\mathcal{K}_{1}\left(\tau, S_{n-1}\right)-\mathcal{K}_{1}\left(\tau, S_{n-2}\right)\right) d \tau \\
& \psi_{n}(t)=\mathcal{E}_{n}(t)-\mathcal{E}_{n-1}(t)=\int_{0}^{t}\left(\mathcal{K}_{2}\left(\tau, \mathcal{E}_{n-1}\right)-\mathcal{K}_{2}\left(\tau, \mathcal{E}_{n-2}\right)\right) d \tau \\
& \xi_{n}(t)=\mathcal{I}_{n}(t)-\mathcal{I}_{n-1}(t)=\int_{0}^{t}\left(\mathcal{K}_{3}\left(\tau, \mathcal{I}_{n-1}\right)-\mathcal{K}_{3}\left(\tau, \mathcal{I}_{n-2}\right)\right) d \tau \\
& \chi_{n}(t)=\mathcal{R}_{n}(t)-\mathcal{R}_{n-1}(t)=\int_{0}^{t}\left(\mathcal{K}_{4}\left(\tau, \mathcal{R}_{n-1}\right)-\mathcal{K}_{4}\left(\tau, \mathcal{R}_{n-2}\right)\right) d \tau, \\
& \eta_{n}(t)=\mathcal{N}_{n}(t)-\mathcal{N}_{n-1}(t)=\int_{0}^{t}\left(\mathcal{K}_{5}\left(\tau, \mathcal{N}_{n-1}\right)-\mathcal{K}_{5}\left(\tau, \mathcal{N}_{n-2}\right)\right) d \tau \\
& \zeta_{n}(t)=\mathcal{D}_{n}(t)-\mathcal{D}_{n-1}(t)=\int_{0}^{t}\left(\mathcal{K}_{6}\left(\tau, \mathcal{D}_{n-1}\right)-\mathcal{K}_{6}\left(\tau, \mathcal{D}_{n-2}\right)\right) d \tau, \\
& \omega_{n}(t)=\mathcal{C}_{n}(t)-\mathcal{C}_{n-1}(t)=\int_{0}^{t}\left(\mathcal{K}_{7}\left(\tau, \mathcal{C}_{n-1}\right)-\mathcal{K}_{7}\left(\tau, \mathcal{C}_{n-2}\right)\right) d \tau . \tag{11}
\end{align*}
$$

So, one can conclude that

$$
\begin{array}{ll}
\mathcal{S}_{n}(t)=\sum_{i=1}^{n} \varphi_{i}(t), & \mathcal{E}_{n}(t)=\sum_{i=1}^{n} \psi_{i}(t), \\
\mathcal{I}_{n}(t)=\sum_{i=1}^{n} \xi_{i}(t), \quad \mathcal{R}_{n}(t)=\sum_{i=1}^{n} \chi_{i}(t)  \tag{12}\\
\mathcal{N}_{n}(t)=\sum_{i=1}^{n} \eta_{i}(t), \quad \mathcal{D}_{n}(t)=\sum_{i=1}^{n} \zeta_{i}(t), \quad \mathcal{C}_{n}(t)=\sum_{i=1}^{n} \omega_{i}(t)
\end{array}
$$

Now, recursive inequalities are computed for differences (11) as follows

$$
\begin{align*}
&\left\|\varphi_{n}(t)\right\|=\left\|S_{n}(t)-S_{n-1}(t)\right\|=\left\|\int_{0}^{t}\left(\mathcal{K}_{1}\left(\tau, S_{n-1}\right)-\mathcal{K}_{1}\left(\tau, S_{n-2}\right)\right) d \tau\right\| \\
& \leq \int_{0}^{t}\left\|\left(\mathcal{K}_{1}\left(\tau, S_{n-1}\right)-\mathcal{K}_{1}\left(\tau, S_{n-2}\right)\right)\right\| d \tau, \\
& \leq \gamma_{1} t\left\|S_{n-1}(t)-S_{n-2}(t)\right\|=\gamma_{1} t\left\|\varphi_{n-1}(t)\right\|, \\
&\left\|\psi_{n}(t)\right\| \leq \gamma_{2} t\left\|\psi_{n-1}(t)\right\|, \quad\left\|\xi_{n}(t)\right\| \leq \gamma_{3} t\left\|\xi_{n-1}(t)\right\|, \quad\left\|\chi_{n}(t)\right\| \leq \gamma_{4} t\left\|\chi_{n-1}(t)\right\|, \\
&\left\|\eta_{n}(t)\right\| \leq \gamma_{4} t\left\|\eta_{n-1}(t)\right\|, \quad\left\|\zeta_{n}(t)\right\| \leq \gamma_{5} t\left\|\zeta_{n-1}(t)\right\|, \quad\left\|\omega_{n}(t)\right\| \leq \gamma_{6} t\left\|\omega_{n-1}(t)\right\| . \tag{13}
\end{align*}
$$

Theorem 4. If for a time $T_{0}>0$ the following inequalities hold

$$
0<\gamma_{i} T_{0}<1, \quad i=1,2, \ldots, 7,
$$

then a unique solution exists for model (1).
Proof. The proof is divided into two parts:
(i) Existence. The functions in model (1) are bounded and the provided kernels satisfy the Lipschitz conditions. Therefore, the following inequalities can be obtained using (13):

$$
\begin{align*}
& \left\|\varphi_{n}\right\| \leq \gamma_{1} t\left\|\varphi_{n-1}\right\| \leq\left(\gamma_{1} t\right)^{2}\left\|\varphi_{n-2}\right\| \leq \cdots \leq\|\mathcal{S}(0)\|\left(\gamma_{1} t\right)^{n}, \\
& \left\|\psi_{n}\right\| \leq\|\mathcal{E}(0)\|\left(\gamma_{2} t\right)^{n}, \quad\left\|\xi_{n}\right\| \leq\|\mathcal{I}(0)\|\left(\gamma_{3} t\right)^{n}, \\
& \left\|x_{n}\right\| \leq\|\mathcal{R}(0)\|\left(\gamma_{4} t\right)^{n}, \quad\left\|\eta_{n}\right\| \leq\|\mathcal{N}(0)\|\left(\gamma_{4} t\right)^{n}, \\
& \left\|\zeta_{n}\right\| \leq\|\mathcal{D}(0)\|\left(\gamma_{5} t\right)^{n}, \quad\left\|\omega_{n}\right\| \leq\|\mathcal{C}(0)\|\left(\gamma_{6} t\right)^{n} . \tag{14}
\end{align*}
$$

According to the inequalities (14), the functions defined in (12) exist and are smooth. We prove that the functions $\mathcal{S}_{n}(t), \mathcal{E}_{n}(t), \mathcal{I}_{n}(t), \mathcal{R}_{n}(t), \mathcal{N}_{n}(t), \mathcal{D}_{n}(t), \mathcal{C}_{n}(t)$ converge to solutions of system (1). We define $\mathcal{A}_{n}^{i}(t), i=1,2, \ldots, 7$, as the remainder terms after $n$ iterations, that is

$$
\begin{array}{lll}
\mathcal{S}(t)-\mathcal{S}(0)=\mathcal{S}_{n}(t)+\mathcal{A}_{n}^{1}(t), & \mathcal{E}(t)-\mathcal{E}(0)=\mathcal{E}_{n}(t)+\mathcal{A}_{n}^{2}(t), & \mathcal{I}(t)-\mathcal{I}(0)=\mathcal{I}_{n}(t)+\mathcal{A}_{n}^{3}(t), \\
\mathcal{R}(t)-\mathcal{R}(0)=\mathcal{R}_{n}(t)+\mathcal{A}_{n}^{4}(t), & \mathcal{N}(t)-\mathcal{N}(0)=\mathcal{N}_{n}(t)+\mathcal{A}_{n}^{5}(t), & \mathcal{D}(t)-\mathcal{D}(0)=\mathcal{D}_{n}(t)+\mathcal{A}_{n}^{6}(t), \\
\mathcal{C}(t)-\mathcal{C}(0)=\mathcal{C}_{n}(t)+\mathcal{A}_{n}^{7}(t) . & &
\end{array}
$$

Using the Lipschitz condition for $\mathcal{K}_{1}$ leads to

$$
\begin{aligned}
& \left\|\mathcal{A}_{n}^{1}(t)\right\|=\left\|\int_{0}^{t}\left(\mathcal{K}_{1}(\tau, S)-\mathcal{K}_{1}\left(\tau, S_{n-1}\right)\right) d \tau\right\| \leq \gamma_{1} t\left\|S-S_{n-1}\right\| \\
& \quad \leq\left(\gamma_{1} t\right)^{2}\left\|S-S_{n-2}\right\| \leq \cdots \leq\left(\gamma_{1} t\right)^{n}\left\|\mathcal{A}_{0}^{1}(t)\right\| \\
& \quad \leq\left(\gamma_{1} t\right)^{n}\|\mathcal{S}(t)\| \leq\left(\gamma_{1} t\right)^{n} \rho_{1}
\end{aligned}
$$

By setting $t=T_{0}$, one obtains

$$
\begin{equation*}
\left\|\mathcal{A}_{n}^{1}(t)\right\| \leq\left(\gamma_{1} T_{0}\right)^{n} \varrho_{1} \tag{15}
\end{equation*}
$$

Taking the limit of inequality (15) as $n \rightarrow \infty$ and then using the condition $0<\gamma_{1} T_{0}<1$, one obtains $\left\|\mathcal{A}_{n}^{1}(t)\right\| \rightarrow 0$. So, $\lim _{n \rightarrow \infty} S_{n}(t)=$ $S(t)-S(0)$. Similarly, the following inequalities are obtained.

$$
\begin{array}{ll}
\left\|\mathcal{A}_{n}^{2}(t)\right\| \leq\left(\gamma_{2} T_{0}\right)^{n} \rho_{2}, & \left\|\mathcal{A}_{n}^{3}(t)\right\| \leq\left(\gamma_{3} T_{0}\right)^{n} \rho_{3},
\end{array} \quad\left\|\mathcal{A}_{n}^{4}(t)\right\| \leq\left(\gamma_{4} T_{0}\right)^{n} \rho_{4}, ~ 子\left(\mathcal{A}_{n}^{5}(t)\left\|\leq\left(\gamma_{4} T_{0}\right)^{n} \rho_{5}, \quad\right\| \mathcal{A}_{n}^{6}(t)\left\|\leq\left(\gamma_{5} T_{0}\right)^{n} \rho_{6}, \quad\right\| \mathcal{A}_{n}^{7}(t) \| \leq\left(\gamma_{6} T_{0}\right)^{n} \varrho_{7} .\right.
$$

Limiting inequalities (16) as $n \rightarrow \infty$ leads to $\left\|\mathcal{A}_{n}^{i}(t)\right\| \rightarrow 0, i=2,3, \ldots, 7$. Therefore, the existence of the solutions of system (1) is proved.
(ii) Uniqueness. Assume that $\mathcal{Y}(t)$ and $\mathcal{Y}^{1}(t)$ are the solution sets of model (1) such that

$$
\begin{aligned}
& \mathcal{Y}(t)=(\mathcal{S}(t), \mathcal{E}(t), \mathcal{I}(t), \mathcal{R}(t), \mathcal{N}(t), \mathcal{D}(t), C(t)) \\
& \mathcal{Y}^{1}(t)=\left(\mathcal{S}^{1}(t), \mathcal{E}^{1}(t), \mathcal{I}^{1}(t), \mathcal{R}^{1}(t), \mathcal{N}^{1}(t), \mathcal{D}^{1}(t), \mathcal{C}^{1}(t)\right)
\end{aligned}
$$

Then, using the condition $0<\gamma_{1} t<1$, one has

$$
\left\|\mathcal{S}(t)-\mathcal{S}^{1}(t)\right\|=\left\|\int_{0}^{t}\left(\mathcal{K}_{1}(\tau, \mathcal{S}(\tau))-\mathcal{K}_{1}\left(\tau, \mathcal{S}^{1}(\tau)\right)\right) d \tau\right\| \leq \gamma_{1} t\left\|\mathcal{S}(t)-\mathcal{S}^{1}(t)\right\|
$$

So, $\left(1-\gamma_{1} t\right)\left\|S(t)-S^{1}(t)\right\| \leq 0$. Finally, one gets $\left\|S(t)-S^{1}(t)\right\|=0$ or $S(t)=S^{1}(t)$. In a similar way, one obtaines $\mathcal{E}(t)=\mathcal{E}^{1}(t), \mathcal{I}(t)=$ $\mathcal{I}^{1}(t), \mathcal{R}(t)=\mathcal{R}^{1}(t), \mathcal{N}(t)=\mathcal{N}^{1}(t), \mathcal{D}(t)=\mathcal{D}^{1}(t), \mathcal{C}(t)=\mathcal{C}^{1}(t)$, and the uniqueness of the solutions of model (1) is proved.

## Adams-Bashforth predictor-corrector scheme

In order to solve a wide variety of non-linear models, particularly models of real-world problems, many discretization methods are applied such as the Adams-Bashforth-Moulton method [22,23,24], finite difference and finite element methods [25,26]. In this paper, an Adams-Bashforth predictor-corrector scheme is described and then applied to numerical simulations of behaviour of functions in model (1) with initial conditions (8).

Consider the following system of ordinary differential equations.

$$
\begin{equation*}
\mathcal{X}^{\prime}(t)=\mathbf{f}(t, \mathcal{X}(t)), \quad \mathcal{X}(0)=\mathcal{X}_{0} \tag{17}
\end{equation*}
$$

where $\mathcal{X}(t)=(\mathcal{S}(t), \mathcal{E}(t), \mathcal{I}(t), \mathcal{R}(t), \mathcal{N}(t), \mathcal{D}(t), \mathcal{C}(t))$ and $\mathcal{X}(0)=\mathcal{X}_{0}=\left(\mathcal{S}_{0}, \mathcal{E}_{0}, \mathcal{I}_{0}, \mathcal{R}_{0}, \mathcal{N}_{0}, \mathcal{D}_{0}, \mathcal{C}_{0}\right)$. Applying the integral operator $\int_{0}^{t}(\cdot) d t$ to both sides of (17), one gets

$$
\begin{equation*}
\mathcal{X}(t)-\mathcal{X}(0)=\int_{0}^{t} \mathbf{f}(\tau, \mathcal{X}(\tau)) d \tau \tag{18}
\end{equation*}
$$

Now, the time interval $[0, t]$ is discretised for step size $h$, so the sequence $t_{k+1}=t_{k}+h, k=0,1, \ldots, n-1, t_{0}=0, t_{n}=t$, is achieved. Substituting $t=t_{k+1}$ and $t=t_{k}$ into Eq. (18) leads to be constructed the following recursive formulas:

$$
\begin{align*}
& \mathcal{X}\left(t_{k+1}\right)-\mathcal{X}_{0}=\int_{0}^{t_{k+1}} \mathbf{f}(\tau, \mathcal{X}(\tau)) d \tau  \tag{19}\\
& \mathcal{X}\left(t_{k}\right)-\mathcal{X}_{0}=\int_{0}^{t_{k}} \mathbf{f}(\tau, \mathcal{X}(\tau)) d \tau \tag{20}
\end{align*}
$$



Fig. 3. Epidemic evolution predicted by the model for the COVID-19 outbreak in Iran during 173 days.
By subtracting Eq. (20) from Eq. (19) one has

$$
\begin{equation*}
\mathcal{X}\left(t_{k+1}\right)-\mathcal{X}\left(t_{k}\right)=\int_{t_{k}}^{t_{k+1}} \mathbf{f}(\tau, \mathcal{X}(\tau)) d \tau \tag{21}
\end{equation*}
$$

Now, $\mathbf{f}(\tau, \mathcal{X}(\tau))$ is approximated by the Lagrange interpolating polynomials of degree two, $\mathcal{P}_{2}(\tau)$, which passes through the three points $\left(t_{k-1}, \mathbf{f}\left(t_{k-1}, \mathcal{X}\left(t_{k-1}\right)\right)\right),\left(t_{k}, \mathbf{f}\left(t_{k}, \mathcal{X}\left(t_{k}\right)\right)\right)$, and $\left(t_{k+1}, \mathbf{f}\left(t_{k+1}, \mathcal{X}\left(t_{k+1}\right)\right)\right)$, that is

$$
\mathcal{P}_{2}(t)=\sum_{i=0}^{2} \mathbf{f}\left(t_{i+k-1}, \mathcal{X}_{i+k-1}\right) \mathcal{L}_{i}(t)
$$

where $\mathcal{X}_{r}=\mathcal{X}\left(t_{r}\right)$ and $\mathcal{L}_{i}(t)$ is the Lagrange polynomial of degree two, on the three points ( $t_{k-1}, t_{k}, t_{k+1}$ ). Using the change of variable $s=\frac{t_{k+1}-\tau}{h}$ for Lagrange polynomials and integrating them lead to

$$
\begin{array}{rl}
\int_{t_{k}}^{t_{k+1}} & \mathbf{f}(\tau, \mathcal{X}(\tau)) d \tau \approx \int_{t_{k}}^{t_{k+1}} \mathcal{P}_{2}(\tau) d \tau \\
& =h \int_{0}^{1}\left[\frac{1}{2} s(1-s) \mathbf{f}\left(t_{k-1}, \mathcal{X}_{k-1}\right)+s(2-s) \mathbf{f}\left(t_{k}, \mathcal{X}_{k}\right)+\frac{1}{2}(1-s)(2-s) \mathbf{f}\left(t_{k+1}, \mathcal{X}_{k+1}\right)\right] d s \\
\quad= & \frac{h}{3}\left(2 \mathbf{f}\left(t_{k}, \mathcal{X}_{k}\right)-\frac{1}{4} \mathbf{f}\left(t_{k-1}, \mathcal{X}_{k-1}\right)+\frac{5}{4} \mathbf{f}\left(t_{k+1}, \mathcal{X}_{k+1}\right)\right) \tag{22}
\end{array}
$$



Fig. 4. Plot of the quantity $\mathcal{R}_{\text {eff }}$ : Expected number of infected cases generated by one infected case.


Fig. 5. Dynamical behaviour of exposed cases (green), infected cases (red), removed and critical cases (yellow), dead population (blue), and cumulative cases (cyan) for $\alpha=0, \mu=0.02, \beta_{0}=1.2, \kappa=1100$.

Therefore, the following implicit iterative formula is obtained with the aid of Eqs. (21) and (22):

$$
\begin{equation*}
\mathcal{X}_{k+1}=\mathcal{X}_{k}+\frac{h}{3}\left(2 \mathbf{f}\left(t_{k}, \mathcal{X}_{k}\right)-\frac{1}{4} \mathbf{f}\left(t_{k-1}, \mathcal{X}_{k-1}\right)+\frac{5}{4} \mathbf{f}\left(t_{k+1}, \mathcal{X}_{k+1}\right)\right) \tag{23}
\end{equation*}
$$

For $k=1$ we need the value of $\mathcal{X}_{1}=\mathcal{X}\left(t_{1}\right)$ and since $\mathcal{X}_{k+1}=\mathcal{X}\left(t_{k+1}\right)$ appears on both sides of Eq. (23), we need to predict the values of $\mathcal{X}\left(t_{k+1}\right)$ and $\mathcal{X}\left(t_{1}\right)$ on the right-hand side of Eq. (23). Hence, the following predictor-corrector scheme is proposed:

$$
\begin{align*}
& \left\{\begin{array}{l}
\mathcal{X}_{1}^{P}=\mathcal{X}_{0}+h \mathbf{f}\left(t_{0}, \mathcal{X}_{0}\right), \\
\mathcal{X}_{1}=\mathcal{X}_{0}+\frac{h}{2}\left(\mathbf{f}\left(t_{0}, \mathcal{X}_{0}\right)+\mathbf{f}\left(t_{1}, \mathcal{X}_{1}^{P}\right)\right),
\end{array}\right. \\
& \left\{\begin{aligned}
\mathcal{X}_{k+1}^{P} & =\mathcal{X}_{k}+h \mathbf{f}\left(t_{k}, \mathcal{X}_{k}\right), \\
\mathcal{X}_{k+1} & =\mathcal{X}_{k}+\frac{h}{3}\left(2 \mathbf{f}\left(t_{k}, \mathcal{X}_{k}\right)-\frac{1}{4} \mathbf{f}\left(t_{k-1}, \mathcal{X}_{k-1}\right)+\frac{5}{4} \mathbf{f}\left(t_{k+1}, \mathcal{X}_{k+1}^{P}\right)\right), \\
k & =1,2, \ldots,
\end{aligned}\right. \tag{24}
\end{align*}
$$



Fig. 6. Sensitivity analysis of the model regarding $\beta_{0}$ for: $\beta_{0}=0.6$ (black solid), $\beta_{0}=0.9$ (red solid), $\beta_{0}=1.2$ (green solid), $\beta_{0}=1.5$ (blue solid), $\beta_{0}=1.8$ (yellow solid).

So, the approximate solutions of model (1) are as follows:

$$
\left\{\begin{array}{l}
\mathcal{S}_{1}^{P}=\mathcal{S}_{0}-h\left(\frac{\beta_{0} F S_{0}}{\mathcal{N}_{0}}+\frac{\beta(t) S_{0} \mathcal{I}_{0}}{\mathcal{N}_{0}}+\mu S_{0}\right), \\
\mathcal{E}_{1}^{P}=\mathcal{E}_{0}+h\left(\frac{\beta_{0} F S_{0}}{\mathcal{N}_{0}}+\frac{\beta(t) S_{0} \mathcal{I}_{0}}{\mathcal{N}_{0}}-(\sigma+\mu) S_{0}\right), \\
\mathcal{I}_{1}^{P}=\mathcal{I}_{0}+h\left(\sigma \mathcal{E}_{0}-(\gamma+\mu) \mathcal{I}_{0}\right), \\
\mathcal{R}_{1}^{P}=\mathcal{R}_{0}+h\left(\gamma \mathcal{I}_{0}-\mu \mathcal{R}_{0}\right), \\
\mathcal{N}_{1}^{P}=\mathcal{N}_{0}-h \mu \mathcal{N}_{0}, \\
\mathcal{D}_{1}^{P}=\mathcal{D}_{0}+h\left(d \gamma \mathcal{I}_{0}-\lambda \mathcal{D}_{0}\right), \\
c_{1}^{P}=\mathcal{C}_{0}+h \sigma \mathcal{E}_{0},
\end{array}\right.
$$

$$
\left\{\begin{array}{l}
S_{1}=S_{0}-\frac{h}{2}\left(\frac{\beta_{0} F S_{0}}{\mathcal{N}_{0}}+\frac{\beta(t) S_{0} I_{0}}{\mathcal{N}_{0}}+\mu S_{0}+\frac{\beta_{0} F S_{1}^{P}}{\mathcal{N}_{1}^{P}}+\frac{\beta(t) S_{1}^{P} I_{1}^{P}}{\mathcal{N}_{1}^{P}}+\mu \mathcal{S}_{1}^{P}\right), \\
\mathcal{E}_{1}=\mathcal{E}_{0}+\frac{h}{2}\left(\frac{\beta_{0} F S_{0}}{\mathcal{N}_{0}}+\frac{\beta(t) S_{0} I_{0}}{\mathcal{N}_{0}}-(\sigma+\mu) S_{0}+\frac{\beta_{0} F S_{1}^{P}}{\mathcal{N}_{1}^{P}}+\frac{\beta(t) S_{1}^{P} \mathcal{I}_{1}^{P}}{\mathcal{N}_{1}^{P}}-(\sigma+\mu) S_{1}^{P}\right), \\
\mathcal{I}_{1}=\mathcal{I}_{0}+\frac{h}{2}\left(\sigma \mathcal{E}_{0}-(\gamma+\mu) \mathcal{I}_{0}+\sigma \mathcal{E}_{1}^{P}-(\gamma+\mu) \mathcal{I}_{1}^{P}\right), \\
\mathcal{R}_{1}=\mathcal{R}_{0}+\frac{h}{2}\left(\gamma \mathcal{I}_{0}-\mu \mathcal{R}_{0}+\gamma \mathcal{I}_{1}^{P}-\mu \mathcal{R}_{1}^{P}\right), \\
\mathcal{N}_{1}=\mathcal{N}_{0}-\frac{h}{2}\left(\mu \mathcal{N}_{0}+\mu \mathcal{N}_{1}^{P}\right), \\
\mathcal{D}_{1}=\mathcal{D}_{0}+\frac{h}{2}\left(d \gamma \mathcal{I}_{0}-\lambda \mathcal{D}_{0}+d \gamma \mathcal{I}_{1}^{P}-\lambda \mathcal{D}_{1}^{P}\right), \\
C_{1}=\mathcal{C}_{0}+\frac{h}{2}\left(\sigma \mathcal{E}_{0}+\sigma \mathcal{E}_{1}^{P}\right),
\end{array}\right.
$$



Fig. 7. Sensitivity analysis of the model regarding $\alpha$ while $\alpha=0.5$ (yellow solid), $\alpha=0.6$ (blue solid), $\alpha=0.7$ (green solid), $\alpha=0.8$ (red solid), $\alpha=0.9$ (black solid).

$$
\begin{aligned}
& \left\{\begin{array}{l}
S_{k+1}^{P}=S_{k}-h\left(\frac{\beta_{0} F S_{k}}{\mathcal{N}_{k}}+\frac{\beta(t) S_{k} \mathcal{I}_{k}}{\mathcal{N}_{k}}+\mu S_{k}\right), \\
\mathcal{E}_{k+1}^{P}=\mathcal{E}_{k}+h\left(\frac{\beta_{0} F S_{k}}{\mathcal{N}_{k}}+\frac{\beta(t) S_{k} \mathcal{I}_{k}}{\mathcal{N}_{k}}-(\sigma+\mu) S_{k}\right), \\
\mathcal{I}_{k+1}^{P}=\mathcal{I}_{k}+h\left(\sigma \mathcal{E}_{k}-(\gamma+\mu) \mathcal{I}_{k}\right), \\
\mathcal{R}_{k+1}^{P}=\mathcal{R}_{k}+h\left(\gamma \mathcal{I}_{k}-\mu \mathcal{R}_{k}\right), \\
\mathcal{N}_{k+1}^{P}=\mathcal{N}_{k}-h \mu \mathcal{N}_{k}, \\
\mathcal{D}_{k+1}^{P}=\mathcal{D}_{k}+h\left(d \gamma \mathcal{I}_{k}-\lambda \mathcal{D}_{k}\right), \\
c_{k+1}^{P}=C_{k}+h \sigma \mathcal{E}_{k},
\end{array}\right. \\
& \left(S_{k+1}=S_{k}+\frac{h}{3}\binom{\frac{1}{4}\left(\frac{\beta_{0} F S_{k-1}}{\mathcal{N}_{k-1}}+\frac{\beta(t) S_{k-1} I_{k-1}}{\mathcal{N}_{k-1}}+\mu S_{k-1}\right)-2\left(\frac{\beta_{0} F S_{k}}{\mathcal{N}_{k}}+\frac{\beta(t) S_{k} I_{k}}{\mathcal{N}_{k}}+\mu S_{k}\right)}{-\frac{5}{4}\left(\frac{\beta_{0} F S_{k+1}^{P}}{\mathcal{N}_{k+1}^{P}}+\frac{\beta(t) S_{k+1}^{P} I_{k+1}^{P}}{\mathcal{N}_{k+1}^{P}}+\mu S_{k+1}^{P}\right)},\right. \\
& \mathcal{E}_{k+1}=\mathcal{E}_{k}+\frac{h}{3}\binom{2\left(\frac{\beta_{0} F S_{k}}{\mathcal{N}_{k}}+\frac{\beta(t) S_{k} I_{k}}{\mathcal{N}_{k}}-(\sigma+\mu) S_{k}\right)-\frac{1}{4}\left(\frac{\beta_{0} F S_{k-1}}{\mathcal{N}_{k-1}}+\frac{\beta(t) S_{k-1} I_{k-1}}{\mathcal{N}_{k-1}}-(\sigma+\mu) S_{k-1}\right)}{+\frac{5}{4}\left(\frac{\beta_{0} F S_{k+1}^{P}}{\mathcal{N}_{k+1}^{P}}+\frac{\beta(t) S_{k+1}^{P} I_{k+1}^{P}}{\mathcal{N}_{k+1}^{P}}-(\sigma+\mu) S_{k+1}^{P}\right)}, \\
& \left\{\mathcal{I}_{k+1}=\mathcal{I}_{k}+\frac{h}{3}\left(2\left(\sigma \mathcal{E}_{k}-(\gamma+\mu) \mathcal{I}_{k}\right)+\frac{1}{4}\left(\sigma \mathcal{E}_{k-1}-(\gamma+\mu) \mathcal{I}_{k-1}\right)+\frac{5}{4}\left(\sigma \mathcal{E}_{k+1}^{P}-(\gamma+\mu) \mathcal{I}_{K+1}^{P}\right)\right),\right. \\
& \mathcal{R}_{k+1}=\mathcal{R}_{k}+\frac{h}{3}\left(2\left(\gamma I_{k}-\mu \mathcal{R}_{k}\right)-\frac{1}{4}\left(\gamma I_{k-1}-\mu \mathcal{R}_{k-1}\right)+\frac{5}{4}\left(\gamma I_{k+1}^{P}-\mu \mathcal{R}_{k+1}^{P}\right)\right) \text {, } \\
& \mathcal{N}_{k+1}=\mathcal{N}_{k}+\frac{h}{3}\left(\frac{1}{4} \mu \mathcal{N}_{k-1}-2 \mu \mathcal{N}_{k}-\frac{5}{4} \mu \mathcal{N}_{k+1}^{P}\right) \text {, } \\
& \mathcal{D}_{k+1}=\mathcal{D}_{k}+\frac{h}{3}\left(2\left(d \gamma \mathcal{I}_{k}-\lambda \mathcal{D}_{k}\right)-\frac{1}{4}\left(d \gamma \mathcal{I}_{k-1}-\lambda \mathcal{D}_{k-1}\right)+\frac{5}{4}\left(d \gamma \mathcal{I}_{k+1}^{P}-\lambda \mathcal{D}_{k+1}^{P}\right)\right) \text {, } \\
& c_{k+1}=C_{k}+\frac{h}{3}\left(2 \sigma \mathcal{E}_{k}-\frac{1}{4} \sigma \mathcal{E}_{k-1}+\frac{5}{4} \sigma \mathcal{E}_{k+1}^{P}\right) \text {, }
\end{aligned}
$$

Table 2
Values of stepwise parameters before, during, and after quarantine in Iran.

| Parameter | 20 February-21 March | 22 March-22 April | After 22 April |
| :--- | :--- | :--- | :--- |
| $\alpha$ | 0 | 0.65 | 0.75 |
| $\beta_{0}$ | 1.2 | 0.5768 | 0.8 |
| $\mu$ | 0.02 | 0 | 0.005 |



Fig. 8. Sensitivity analysis of the model regarding $\kappa$ while $\kappa=800$ (yellow solid), $\kappa=1100$ (blue solid), $\kappa=1400$ (green solid), $\kappa=1700$ (red solid), $\kappa=2000$ (black solid).

## Numerical simulations

In this section, the numerical simulations are presented. The date of first two confirmed cases, 20 February 2020, is considered as the beginning of the simulation. Iran's government announced quarantine conditions from 22 March for four weeks. Because of this reason, the parameters $\alpha, \beta_{0}$, and $\mu$ are assumed as stepwise functions and their values are selected based on Table 2 .

The initial conditions are selected as follows:

$$
\mathcal{N}(0)=80 \times 10^{6}, \quad S(0)=\mathcal{N}(0)-6, \quad \mathcal{E}(0)=2, \quad \mathcal{I}(0)=2, \quad \mathcal{R}(0)=0, \quad \mathcal{D}(0)=0, \quad \mathcal{C}(0)=2
$$

According to the report of the Ministry of Health and Medical Education of Iran, the total of confirmed cases, dead, recovered, severe, and critical cases are $322,567,18,132,282,122$, and 4148 , respectively, by 8 August 2020. Parts of (a)-(g) of Fig. 3 show the behaviour of all variables $\mathcal{S}(t), \mathcal{E}(t), \mathcal{I}(t), \mathcal{R}(t), \mathcal{N}(t), \mathcal{D}(t)$, and $\mathcal{C}(t)$ of model (1) in a 173-day time interval (20 Feb-8 Aug) for $T=173, h=0.01$, and $\kappa=1100$. The number of exposed people and infected people ( $\mathcal{E}(t)$ and $\mathcal{I}(t)$ ) increases before quarantine, but after carrying out quarantine, the number of people in these two compartments is controlled significantly and have a decreasing treatment (Fig. 3). In the first thirty days of the appearance of the disease, the number of recovered or dead persons, $\mathcal{R}(t)$, increase by negligible amount. Then it reaches a sharp increase until to eighty days. For the last 100 days it decreases gradually. The number


Fig. 9. Sensitivity analysis of the model regarding $\mu$ when $\mu=0$ (yellow solid), $\mu=0.005$ (blue solid), $\mu=0.01$ (green solid), $\mu=0.015$ (red solid), $\mu=0.02$ (black solid).
of deaths and critical cases $\mathcal{D}(t)$ is increasing in the first 45 days after the short of the epidemic. Afterward, this number decreases especially after the end of the quarantine. However, the number of cases $\mathcal{C}(t)$ continues to rise. The plot of the quantity $\mathcal{R}_{\text {eff }}$ defined by (7) is depicted in Fig. 4. Each infected individual produces more than one new infected case and the virus can be spread through the population (Fig. 4).

## Sensitivity analysis

The sensitivity of the COVID-19 model in (1) is investigated concerning the variations of the parameters $\beta_{0}, \alpha, \mu$, and $\kappa$. For this reason, several scenarios are considered:

First scenario. Let's set $\alpha=0, \mu=0.02, \beta_{0}=1.2, \kappa=1100$ during disease (without governmental action and quarantine). In Fig. 5, the impact of this scenario is observed and it shows that without governmental action and quarantine, the number of infected cases and fatality will increase drastically. Also, a new peak of the disease is observed on the time interval [80, 100] and some mutations are seen in the number of infected and dead.
Second scenario. The functions of model (1) are depicted for $\beta_{0}=0.6,0.9,1.2,1.5,1.8$ and $\kappa=1100$ in Fig. 6. The results of this scenario show that by increasing the transmission rate $\beta_{0}$, the number of exposed, infected, removed, and critical people increase. After a decreasing trend, we observe another mutation again over the time interval [100, 140].
Third scenario. The functions of model (1) are plotted for $\alpha=0.5,0.6,0.7,0.8,0.9$ and $\kappa=1100$ in Fig. 7. As observed, the increase of values of the parameter $\alpha$ (governmental action strength) decreases the number of cases and fatality. That shows by increasing the governmental actions and programs to reduce the spread of the virus, such as establishing quarantine, forcing use of masks, and observing the social distances, the number of cases and deaths will decrease and even the number of exposed, infected, and dead people reaches zero.

Forth scenario. Different compartmental variables of model (1) are depicted for various values of $\kappa=800,1100,1400,1700,2000$ in Fig. 8. Increasing values of the quantity $\kappa$ leads to reduce the number of exposed, infected, removed, and dead individuals and cumulative cases significantly. This shows that notwithstanding governmental actions, people should follow health protocols and quarantine in order to control the disease.
Fifth scenario. The compartmental variables of model (1) are plotted for various values of $\mu=0,0.005,0.01,0.015,0.02$, and $\kappa=1100$ in Fig. 9. The increase in the value of the parameter $\mu$ results in decreasing the number of cases and fatalities.

## Discussion and conclusion

COVID-19 prevalence has appeared as a major issue since 2019 not only in some specific regions but also in the whole world. This work handled to propose a mathematical model involving seven ordinary differential equations for studying the dynamic behaviour of the coronavirus disease 2019 (COVID-19) in Iran. We utilised a conceptual framework derived from the model applied to Wuhan, China Corona cases ([6]). The parameters of the model in [6] were changed with trial and error to coincide with the disease outbreak conditions in Iran. This helps to have a comprehensive understanding of the COVID-19 pandemic in Iran. The existence and uniqueness of the solution of the model were proved. The equilibrium points of the model were determined to investigate the stability of the model. The evaluated basic reproduction number showed that each infected individual can infect more than one individual. A numerical scheme of the Adams-Bashforth family was given for the numerical simulation and investigation of the dynamic behaviour of state variables $(S(t), \mathcal{E}(t), \mathcal{I}(t), \mathcal{R}(t), \mathcal{N}(t), \mathcal{D}(t), \mathcal{C}(t)$. Before beginning the quarantine, the number of infected and fatality are more likely to increase due to many social contacts. After quarantine, the number of fatalities and deaths is decreasing with the observance of health protocols. Besides these, the government should also adopt programs to control social contacts, equip hospitals, and provide medicine. To analyse the sensitivity of the model, different strategies were proposed and under adopted initial conditions and strategies, results confirm the importance of decreasing the parameter $\beta_{0}$ and increasing parameters $\alpha, \kappa$, and $\mu$. Either decreasing or increasing the related parameters decreases the number of cases in all compartments. Actions such as observing social distancing, the use of the masque, quarantining, increasing the testing of asymptotic cases, and closing airports will reduce the infection rate. Finally, this model could be used as a general proxy for predicting the new cases in the following days/months to prevent more cases in the future in Iran.
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