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ABSTRACT: In this study, we present a systematic computational

c By . Versatile structure Variations of Neural network
investigation to analyze the long-debated free energy stability of two well- generator  functional group contacts  potential

known aspirin polymorphs, denoted as Form I and Form II. Specifically, we
developed a strategy to collect training configurations covering diverse
interatomic interactions between representative functional groups in aspirin
crystals. Utilizing a state-of-the-art neural network interatomic potential
(NNIP) model, we trained an accurate machine learning potential to
simulate aspirin crystal dynamics under finite temperature conditions with
~0.46 kJ/mol/molecule accuracy. Employing the trained NNIP model, we
performed thermodynamic integration to assess the free energy difference
between aspirins I and II, accounting for the anharmonic effects in a large
supercell consisting of 512 molecules. For the first time, our results
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convincingly demonstrated that Form I is more stable than Form II at 300 K, ranging from 0.74 to 1.83 kJ/mol/molecule, aligning
with experimental observations. Unlike the majority of previous simulations based on (quasi)harmonic approximations in a small
super cell, which often found degenerate energies between aspirins I and II, our findings underscore the importance of anharmonic
effects in determining polymorphic stability ranking. Furthermore, we proposed the use of the rotational degrees of freedom of
methyl and ester/phenyl groups in aspirin crystals as characteristic motions to highlight rotational entropic contribution that favors
the stability of Form I. From the structural perspective, we also found that the subtle free energy difference can be used to explain the
distinct thermal expansion responses as observed in both experimental and simulation data. Beyond the aspirin polymorphism, we
anticipate that such entropy-driven stabilization can be broadly applicable to many other organic systems, suggesting that our
approach holds great promise for stability studies in small-molecule drug design.

Bl INTRODUCTION

The stability of polymorphs, characterized by free energy
differences, remains a critical issue in the study of organic
crystals.”” To make reliable predictions, one aims for a lattice
energy precision well below the threshold of chemical accuracy
(4 kJ/mol, about 43 meV), which is necessary to distinguish
between competing polymorphs. The stability of polymorphs is
essential for many applications, including the control of drug
solubility,3 new drug and materials development,“’5 and the
advancement of computational chemistry methods.”'" The
identification of new polymorphs that undergo phase selection
under external environmental influences such as temperature
and pressure is crucial for understanding synthesis and
deposition processes.

In recent years, aspirin’s polymorphism has been the subject
of intensive studies due to the popularity of aspirin in practical
applications,'' ™' as well as contrasting outcomes observed
between experimental results and computational models.”*"”
Form I is by far the most easily selected polymorph of aspirin
crystals, whereas Form II, although structurally very similar to I,
requires experimental ingenuity to synthesize it. From the
perspective of crystal packing, both forms exhibit a layered
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structure characterized by densely packed aspirin dimers at the
(100) plane,”"” as illustrated in Figure 1. Despite their structural
resemblance, the primary distinctions between the two forms are
how the layers are stacked and the orientation of aspirin dimer
pairs within each layer. In both forms, there exist two types of
molecular orientations (colored in red and blue in Figure 1). In
Form I, the red and blue dimers are alternatively replicated along
the (001) direction, whereas Form II can be considered as a
shear-slip modulation of Form I, with a lateral shift of each
aspirin dimer layer along the (100)[001] direction, resulting in
an alternative layer stacking arrangement. Consequently, these
subtle yet non-negligible differences in the packing and
orientation of aspirin dimers between Forms I and II lead to
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Figure 1. Schematic representations of aspirin Forms I and II, as well as
the intermediate structure viewed from the projection of the ac plane.
For convenience, a schematic transition path between I and II via the
shear deformation along the (100)[001] direction is also depicted. In all
structures, molecules are colored in red and blue to distinguish their
orientations.

distinct thermodynamic behaviors, underscoring the complexity
of polymorph stability in pharmaceutical compounds.

Despite the fact that Form I has been well-known for over a
century, the successful synthesis of Form II has been reported
only in the past two decades.”''™'* Such a contrast naturally
raises a prevailing question in the field of aspirin research: why is
Form I more commonly preferred under the standard
experimental conditions? In recent years, multiple experiments
have shown that Form II can be induced through a variety of
external conditions, including the cooling rate, choice of
solvent,"? pressure,14 indentation,">'® and laser irradiation.'’
These observations underscore the necessity for a thorough
evaluation of the thermodynamic properties of aspirin crystals,
pointing toward the influence of external factors on polymorph
stability. Such insights are crucial for advancing our under-
standing of aspirin polymorphism and may have broader
implications for the study of other pharmaceutical compounds.

To elucidate the observed difference in experiments,
substantial computational efforts has been undertaken to
quantify the energy differences between aspirin I and
IL77'%"7%° In these studies, the interlayer hydrogen bonding
interactions of methyl groups were often considered as the main
differences between Forms I and IL%'*?° T date, most state-of-
the-art electronic structure methods (e.g., RI_MPZ,7 MpP2C,"”
PBE+MBD,® B86bPBE-XDM’) have found a lattice energy
difference of less than 0.3 kJ/mol between the two polymorphs.
When zero-point vibrational energies are included, the energy
different decreases by 0.1 kJ/mol.” Given that the energy
difference is comparable to a thermal vibration at room
temperature, incorporating finite temperature effects becomes
crucial. Indeed, a computational study based on the harmonic
phonon approximation using PBE+MBD found that Form I’s
stability is enhanced by a unique low-frequency vibration mode
around at 37 cm™ related to a mixture of motions of whole
molecules with concerted motions of methyl groups from
different molecules in and out of phase with one another.®
However, several more recent studies based on different
methods have reported nearly indistinguishable free energy
differences between two polymorphs, after considering
harmonic, quasiharmonic, or anharmonic phonon contributions
on a small super cell.””’ Even with the same PBE+MBD
functional, it was found that both forms I and II possess similar
vibrational modes at around 35 cm™.*" On the contrary, the
experimental evidence supporting the existence of low-
frequenczr phonon modes in both forms remains conten-
tious.””** The disparity naturally leads to a speculation that
Form I is favored due to other factors.

Considering an organic crystal under room temperature
conditions, it is reasonable to expect that the anharmonic effects
may become pronounced in determining the polymorph’s free
energy ranking. A standard approach to evaluate the free energy
difference of two solid polymorphs is thermodynamic
integration (TI)*® based on molecular dynamics (MD)
simulation in conjunction with the DFT method.** Although
such a DFT-MD method has been emplozfed to predict aspirin’s
Raman spectrum within a small supercell,” the cost of DET-MD
calculations on the large supercell remains heavy and limits the
scope of comprehensive thermodynamic analysis of aspirin
crystals, which cannot be surpassed by similar approaches,
especially for free energy evaluations.

Encouragingly, the recent development of neural network
interatomic potentials (NNIPs) has achieved significant
progress in balancing accuracy and computational effi-
ciency.””™*” These NNIPs handle E(3) equivariants and
enhance accuracy even when training data are sparse, by
preserving identity through symmetric operations in 3D space.
Among them, the Allegro package has demonstrated remarkable
scalability and successfully simulated large systems with over
100000 atoms with the aid of large GPU arrays.””*" This
breakthrough encouraged us to explore the use of NNIPs to
study the stability of aspirin polymorphs via high-fidelity MD
simulations. Our initial step involved the development of
accurate interatomic potentials tailored for aspirin polymorphs.
Following this, we utilized Allegro to train an NNIP model to
achieve an optimal balance between simulation accuracy and
computational efficiency for organic crystals. Finally, we
employed TI techniques to calculate the free energy differences
between Forms I and II and quantified the contributions that are
related to anharmonic effects. As elucidated in subsequent
sections, our findings reveal that the developed framework not
only is effective for this specific study but also offers a
generalizable approach for the analysis of other organic crystals.

B RESULTS AND DISCUSSIONS

NNIP Model Training and Validation. To obtain an
accurate NNIP model, we began by preparing three sets of
training data as follows. First, we performed a series of MD
simulations using the general-purpose Allegro model that were
pretrained on the SPICE®” data set for the known aspirin forms
(including Forms I and II and another recently identified
metastable Form IV'®) at 300 K for a duration of 10 ps. From
these MD trajectories, 1200 representative structures (400
structures per polymorph) were selected from data set A that
represents the three most important energy basins around the
experimentally identified polymorphs. Second, to explore more
crystal configurations that are inaccessible through direct room
temperature MD simulations of the known aspirin polymorphs,
we developed an automated computational pipeline to harness
low-energy hypothetical crystal structures using the PyXtal
code” based on an evolutionary crystal structure prediction
(CSP) algorithm.**~*° We note that a similar workflow based on
PyXtal has been demonstrated in a recent study on GaN,”” and
the use of PyXtal was also integrated for automated NNIP
training of inorganic materials®® and crystal structure
prediction.” In this work, we performed a systematic crystal
packing search on 10 common space groups with one aspirin
molecule in the asymmetric unit (Z' = 1) within 200 generations
and 100 structures for each generation, based on the classical
General Amber Force Field (GAFF).*” Furthermore, we
removed the duplicate structures from the identified CSP
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structures and refined their energy ranking using the ANI-2x
potential,*' resulting in 4387 low-energy CSP structures in data
set B to represent a diverse set of energy minima. Finally, we also
chose the 30 lowest-energy hypothetical CSP structures to run $
ps MD simulations and sampled a total of 1200 configurations
(40 configurations per MD simulation). These configurations
were labeled as data set C to represent 30 low-energy basins in
the potential energy surface of the aspirin crystal.

In parallel, we performed additional MD simulation at 350 K
for the intermediate structures (IM) as depicted in Figure 1 at
350 K. This results in 200 configurations for data set D, which
aims to explore the transition states between aspirin I and IL
Unlike the aforementioned data sets, this data set will not be
seen during training but will be used solely during the validation
stage.

It is well-known that the quality of the machine learning
model crucially depends on the representation capability of
training data. In computational chemistry, the primary
molecular interactions in a crystal are generally believed to be
contributed by the interactions between the representative
functional groups. In the case of aspirin crystals, the most
important functional groups are carboxylic acid (Ca), methyl
group (Me), and phenyl group (Ph). Therefore, we proposed
the use of distance distributions between function groups within
the aspirin crystals to infer the coverage of our training data.
Figure 2 shows the comparison of distributions of three most

(a) Ca-Ca (b) Me-Me (c) Ph-Ph
3 3 3
I dataset A I dataset A B dataset A
dataset B dataset B dataset B
22 2 r
‘B
8§
A 1

3
Distance (A)

Distance ()

Distance (A)

Figure 2. Representative intermolecular contacts between functional
groups, including (a) carboxylic acid—carboxylic acid, (b) methyl—
methyl, and (c) phenyl—phenyl. The bottom panels show the distance
distributions for each contact for data sets A (blue) from MD
simulation and B (orange) from crystal structure prediction.

important functional interactions (including Ca—Ca, Me-Me,
and Ph-Ph) from both data sets A and B. Clearly, Figure 2
suggests that data set A, derived from MD simulations, has a
narrower distribution peak than the CSP data set B. This

quantitative comparison demonstrates that it is necessary to use
a more efficient structure sampling approach prior to the NNIP
model training,

For each configuration in the collected data sets, we
performed single-point energy calculation to obtain the
reference energy, forces, and stress tensors, with the
combination r2SCAN functional and D4 correction for the
van der Waals (vdW) correction.*” Within the framework of the
Allegro code,”® we trained the NNIP models with different
choices of training data and strategies (see more details about
the choices of hyperparameters in the Experimental Section).

Here, we trained four different models from (i) to (iv) using
data sets A, B, and C with or without SPICE pretraining. The
model (i) was trained on data set A only, (ii) was trained on data
set A after pretraining on the SPICE data set, (iii) was trained on
data sets A, B, and C, and (iv) was trained on data sets A, B, and
C after pretraining on the SPICE data set. The accuracy of the
root-mean-square error (RMSE) was evaluated using a test data
set (10% of the total) separated from the training data set and is
summarized in Table 1.

As shown in Table 1, we found that model (iv) delivered the
most favorable outcomes, achieving the RMSEs of 0.12 kJ/mol/
molecule for energy, 3.92 kJ/mol/A for force, and 0.06 GPa for
stress tensors within the validation data set D. On the other
hand, the model with data set A without pretraining has the
RMSE values of 0.39 kJ/mol/molecule for energy, 5.27 kJ/mol/
A for force, and 0.03 GPa for stress tensors. Our results
demonstrate that developing a tailored NNIP for aspirin only
can achieve a considerably better accuracy as compared to the
commonly used general-purpose force field.

To further clarify the accuracy of our NNIP model, we
performed two additional validations. First, we tested the
temperature dependence of cell parameters for both I and II by
running a series of 4 X 4 X 4 supercell NPT MD simulations
lasting for 100 ps at a range of temperatures from 70 to 350 K. In
each simulation, the averaged cell parameters for the last 10 ps
were used to determine the equilibrium geometry at the given
temperature. For the purpose of comparison, we repeated the
same procedures to obtain the temperature-dependent lattice
parameters by using the classical GAFF model. The results of
NNIP and GAFF, and available experimental results are shown
in Figure 3. As compared to the GAFF model, the NNIP results
tend to achieve better agreement with the experimental data.
Importantly, in the direction which has more sensitive
temperature dependence (see Figure 3a,d), the GAFF model
significantly overestimates the thermal expansion, while NNIP
remains to yield accurate results as compared to the
experimental values.

Second, we tested whether the NNIP model can faithfully
reproduce the transition pathway between aspirins I and II,
which is crucial for the subsequent free energy calculation.
Following the recent works,”'° we constructed the transition

Table 1. Accuracy of the NNIP Model on Different Datasets and Pre-training Strategies; the Models are (i), (ii), (iii) and (iv)“

energy RMSE (kJ/mol/molecule)

force RMSE (kJ/mol/A)

stress RMSE (GPa)

A B C D A
0 0.12 823 3.27 0.39 3.00
(ii) 0.10 25.12 3.03 0.26 275
(iii) 0.96 1.74 0.63 0.29 4.18
(iv) 0.67 1.46 0.81 0.12 4.02

B

25.28
24.02
4.19
3.89

“The accuracy is evaluated by the RMSEs for the datasets A, B, C and D.

36591

C D A B C D
11.11 5.27 0.02 0.19 0.13 0.03
90.91 4.63 0.02 0.31 0.10 0.03

2.39 4.19 0.08 0.09 0.07 0.08

2.41 3.92 0.07 0.08 0.06 0.06
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the 4 X 4 X 4 supercell structures. The experimental data were taken
from the Cambridge Crystallographic Data Centre (CCDC),*
including ACSALAO1,** ACSALA03, ACSALA04, ACSALAOS,
ASCALA06, and ACSALA08™ for Form I, and ACSALA13"' and
ACSALA17* for Form IL

path by applying a constant strain rate (0.1 A/ps) on the xz
component ofa 2 X 2 X 2 supercell of Form I in a MD simulation
with the NNIP model as implemented in the LAMMPS code.””
€, refers to the shear strain component in the xz plane of the
crystal lattice. In the context of the aspirin polymorphic
transition between Forms I and II, €, represents the key
structural parameter that characterizes the shear deformation
along the (100)[001] direction. This shear transformation is the
primary mechanism by which Form I transitions to Form II, as
illustrated in Figure 1. By applying a constant strain rate to the
€,. component during our MD simulations, we were able to
generate a series of intermediate structures along the transition
path between the two polymorphs. From this MD simulation
trajectory, we selected the snapshots every 50 ps as initial
structures to run subsequent calculations for sampling their
thermodynamic quantities. For each snapshot structure, we
performed MD simulation with two stages. First, we performed a
constrained NPT MD simulation by fixing the strain of €, for 10
ps to obtain a relaxed configuration at the given €, condition.
Then, another 10 ps NVT MD calculation was performed to
gain the averaged thermodynamic quantities. In addition, the
same calculations were repeated using GAFF and DFT-MD
simulations for a comparison.

Figure 4 displays the NNIP, GAFF, and DFT results regarding
the profiles of energy (U) and o, stress along the transition path
from I to IL. Clearly, both U and o,, profiles generated by NNIP
accurately reproduce the DFT results (see Figure 4a,c). As a
comparison, the GAFF also captures the general trend; however,
the errors are notably larger than the NNIP results. These
validations guarantee the use of NNIP in studying the free
energy difference between Forms I and II within the framework
of T1 to be discussed in the following section.

Free Energy Difference Calculation. In order to
determine the free energy difference between aspirin I and II,
we employed the thermodynamic integration approach in
conjunction with MD simulations** by following a recent
work on NiTi alloys.”” In the context of T1I, we chosen cos /3 as
the integrating variable (1) and computed the Helmholtz free
energy difference AF;_ | via integrating the transition path from
I to II as follows.

Figure 4. Computed potential energy (a, b) and o, stress values (c, d)
between aspirin I-II transition. In all subplots, we used a normalized
variable A based on Acos /3 along the transition path to represent the x-
coordinates. For NNIP and GAFF, the DFT results are superimposed
with dashed lines for comparison. All values are averaged from the
results of MD simulations with 2 X 2 X 2 supercells at 300 K.

0Q
(0 ppppuininLd
(6,09 By

k

AG & Z Ve
k=0

(1)

where # is the number of sampling points along the A-path, and
Q,, V,, and o, denote the cell matrix, the cell volume, and the
stress tensor in each sampled state. The derivative of £, can be
obtained by numerical derivation of fitting function along the A-
path, and A4, indicates the difference in 1 between sampling
points k—1 and k. Furthermore, the Gibbs free energy difference
AG/_ can be approximated as AF _, ; by omitting the variation
of the pV term due to its negligible contribution.

In this work, we tried TI calculations with a series of supercell
models up to 2 X 4 X 16 (i.e,, at most 512 molecules). In
particular, we choose to focus on varying the replication on the c-
axis (up to 185.1 A) in order to minimize the fluctuation of stress
applied in the (100)[001] direction (o,,) during the sampling of
high energy intermediate configuration, thus reducing the error
in the free energy calculation (see details in the Experimental
Section). In order to minimize the error caused by changes in the
A-path, we consider taking as many sampling points as possible.
Ultimately, for all calculations, more than 70 sampling points are
implemented for different A values between Form I and Form IL

Figure S summarizes the free energy differences from the TI
calculations between Forms I and II using the NNIP and GAFF
models. As shown in Figure Sa, the TI simulations using the
NNIP model at 300 K suggest that Form I has a lower free
energy than Form II (AG,_ ;; = 1.83 kJ/mol/molecule), despite
the nearly zero difference in the internal energy (AU ;). In
addition, we considered the errors of AG,_y in the TI
simulation due to the fluctuation of stress tensors. In a 2 X 4
X 16 supercell at 300 K, the estimated error is about 0.46 kJ/
mol/molecule, which is notably smaller than AG,_, thus
confirming that Form I should be more stable regardless of
numerical errors. Furthermore, Figure Sc plots the temperature
dependence of Forms I and II from 0 to 400 K. In the entire
temperature range, it shows that AG,_, ; first increases to 2.9 kJ/
mol/molecule and then gradually decreases from 150 to 400 K.
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Figure S. Simulated energy profiles along the path from Form I to Form
II at 300 K, with (a) NNIP and (b) GAFF. (c) and (d) display the
temperature dependence of the Gibbs free energy difference between
Forms I and II (red). Error bars in each subplot indicate the
accumulated integrated error throughout the analysis. The vertical
black dotted line indicates the melting point of Form L

Hence, AG,_,; remains positive in the entire temperature range
from 0 to 400 K.

For a comparison, the GAFF simulations, as shown in Figure
Sb,d, reveal a general trend very similar to the NNIP results.
However, the accompanying errors are considerably larger.
Thus, it is clear that a quantum-accuracy model is necessary
when the free energy difference is near the sub kJ/mol range.

Given that the TI results may strongly depend on the setup of
the simulated model size, it is necessary to further investigate the
size dependence of our TI simulation. Therefore, we compared
TI results by considering a variety of supercell models, as
detailed in Table 2. Clearly, the Gibbs free energy difference,

Table 2. Computed Free Energy Differences (kJ/mol/
molecule) between Aspirin Forms using NNIP at 300 K*

supercell sizes 2 X4 X 4 2X4X%X6 2X4x%8 2X4x16
AG_y 4.53 (1.16)  2.99 (0.99)  2.41 (0.84) 1.83 (0.46)
AG_y 260 (0.68)  1.59 (0.63) 149 (0.58)  1.01 (0.34)

“Errors in parentheses are shown in the RMSE.

AGy_,;, decreases with the model size (in particular, it depends
on the length of c-axis). Fitting the trend of the decrease with the
reciprocal of ¢ value, we find the lower bound of AG{™3; should
be around 0.74 kJ/mol/molecule even when extrapolated to
infinity, as shown in Figure 6. In addition, the integral error of
the TI method, evaluated based on the variance of the pressure
at each sampling point is sufficiently reduced when the supercell
model increases. Hence, it is safe to conclude that Form I is more
consistently stable than Form II at 300 K regardless of the
supercell size choices.

Validation with Experimental Data. Experimentally, the
free energy difference between Form I and Form II crystalline
polymorphs can be estimated from an empirical approach by
considering the a melting point difference (10 K) between I and
I1°° Assuming that (i) the free energy difference of two

is the melting entropy (entropy change associated with melting;
fusion entropy) and AT is the difference in melting points, 10 K
(see details in the Experimental Section). Using a typical melting
entropy value for organic compounds of 56.5 J/mol-K*" (called
Walden’s rule), the calculated AG is approximately 0.56 k] /mol.
This value is comparable to the 1 kJ/mol obtained by
extrapolating the data in Figure Sc to around 410 K, which is
near the experimental melting point of aspirin I. When the size
effect is considered, the calculated result is not significantly
different from the figure value. Therefore, we conclude that our
free energy difference results from TI simulation is consistent
with the previous experimental reports.' >

Atomistic Mechanism Analysis. As discussed earlier, the
majority of previous (free) energy calculations,”*’ based on the
either harmonic or quasihamonic phonon approach, indicate
that aspirin I and II are nearly indistinguishable under the room
temperature conditions. Indeed, we also found that the
vibrational density of states (VDOS) of aspirin I and II at 70,
150, and 300 K (see Figure 7) is nearly identical by using the
Fourier method from the NNIP-MD simulation. Using the
harmonic phonon approximation, the free energy difference
between I and II is only 0.03 kJ/mol/molecule at 300 K.
However, our TI results based on both the classical GAFF and
more accurate NNIP models yield a consistent stability ranking
as compared to the experiment. Furthermore, both GAFF and
NNIP results (see Figure Sb,d) suggest that AG;_y first
increases while the temperature rises from 0 to 150 K and then
has a desceding trend while further increasing the temperature
from 150 K to a high temperature limit of around 400 K. This is
an indication that some anharmonic molecular motions, which
cannot be captured by the harmonic phonon approximation,
may have different temperature dependencies in Forms I and IL
To understand the physical origin of free energy difference
between I and II, we proceeded to analyze the representative
molecular motions from MD simulation trajectories. As
discussed previously, the majority of molecular interactions in
the aspirin crystals may be characterized by the motions of
functional groups. Hence, we performed NPT-MD simulations
for both Forms I and II at a variety of temperatures to track the
motions of representative functions groups. Among them, two
characteristic motions were identified and are discussed below.

The first motion is the rotation of methyl groups. It can be
seen that the methyl groups are closer together and more likely
to interact in Form II as shown in Figure 8c than in Form I as
shown in Figure 8b. The middle panel of Figure 8 plots the
histogram of the methyl group’s orientation at the whole range
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Figure 7. Vibrational density of states from NNIP-MD at (a) 70, (b) 150, and (c) 300 K. Line colors show Form I (orange) and Form II (blue).
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Figure 8. Two representative molecular rotations and their occurring frequencies in Forms I and II from NNIP-MD simulation. (a) The rotation of
methyl groups viewed from the ab plane in Form I, and (b) and (c) the rotations of ester/phenyl groups viewed from the bc plane in Forms I and II,
respectively. As for the methyl group, (d) shows the distribution of rotation angles for methyl groups evaluated with at 300 K, (e) shows the low
probability (transition) regions centering around 60 degree, and (f) shows the transient probability as a function of temperature. For the ester/phenyl
rotations, (g) shows the distribution of rotation angles from NNIP simulation at 300 K, (h) shows the low probability regions on both left and right
tails, and (i) plots low transient probability plot as a function of temperature.

in Figure 8d based on the NNIP-MD results. From Figure 84, it
is clear that the methyl group has three preferred orientation
distributions centered at around 0°, 120°, or —120°, which
correspond to three degenerate low-energy configurations to
attach the methyl group to the backbone framework of the
aspirin molecule. In the majority of MD simulations, the methyl
groups rotate within the three distinct energy basins. However,
each methyl group also has the chance to switch from one basin
to another via crossing the transient states due to a small rotation
barrier. Figure 8e shows the rotational crossover events
occurring on one typical transient state at around 60°. Clearly,
such events occur more often in aspirin I as compared to those in
aspirin II, indicating that I gains more rotational entropy than IL
Figure 8f shows the plot of the probability of observing the
transient states in the MD simulations under different
temperature conditions. Transition states are defined as the

36594

ranges of 60 + 30°, —60 + 30° and 180 + 30°, and the ratio of
transition states to the total is indicated in Figure 8f. There is a
clear trend that Form I generally has more rotational freedoms at
low temperatures, indicating that it has a smaller activation
barrier. Our results qualitatively agree with the an activation
temperature range of 120 to 275 K as found in the experimental
solid-state ’H NMR study.”> When the temperature becomes
sufficiently high, such rotation modes become equally frequent
in both Forms I and II, and thus, the free energy difference
between I and II becomes indistinguishable, as shown in Figure
Sb.

Figure 8g—i presents a similar analysis on the relative rotations
between the ester and phenyl groups. We found that such
rotations are mainly restricted to 90 + 30° range in both Forms I
and II. However, Form II has a sharper peak, indicating a lower
crossover probability (i.e., a lower rotational entropy). On the
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Figure 9. Statistics of molecular rotations derived from the GAFF model. As for the methyl group, (a) shows the distribution of rotation angles for
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probability as a function of temperature. For ester/phenyl rotations, (d) shows the distribution of the rotation angle from GAFF simulation at 300 K,
(e) shows the low probability regions on both left and right tails, and (f) plots low transient probability plot as a function of temperature.

contrary, the distribution on Form I has a longer tail, indicating a
higher level of rotational activity, as shown in Figure 8h. Here,
the tail states are defined as those with angles less than 70° or
greater than 110°. Figure 8i shows the percentages of crossover
events in both forms as a function of temperature, suggesting
that Form I has a greater rotational entropy than Form II at the
low temperature region.

While the distinct kinetics of rotational transitions between
energy minima contributes to the entropic stabilization of Form
I, it is important to acknowledge that other factors may also play
a role in the observed entropy difference. One potential source
could be variations in the degrees of freedom associated with the
interfacial configurations upon which the rotation of methyl
groups occurs. Such interfacial configurations, potentially
involving anharmonic lattice dynamics, could lead to differences
in the accessible space between Forms I and II. These structural
variations could result in changes in the accessible configura-
tional space, thereby affecting the overall entropy. A
comprehensive understanding of the polymorphic stability in
aspirin crystals may require a more in-depth investigation,
involving advanced sampling techniques and theoretical
approaches, to rigorously quantify the various entropic
contributions arising molecular rotations/vibrations, interfacial
slip, lattice change, and configurational degrees of freedom.

Additionally, we repeated the analysis on the GAFF-MD
results and observed a similar trend, as shown in Figure 9,
confirming the robustness of our analysis. Given the above
motion analysis, we conclude that crossover molecular rotations
of functional groups in Form I has a lower activation barrier as
compared to that in Form II. Importantly, such crossover events
can not be well treated within the framework of harmonic
approximation. This may explain why the previous studies fail to
find that Form I has a lower free energy by considering harmonic
vibrations only.

Alternative Interpretation from the Structural Aspect.
When the temperature becomes sufficiently high and such
rotation modes become equally probable for both Forms I and
I1, the rotational entropy difference becomes negligible. Under
such conditions, the free energy difference is expected to

converge to zero. This phenomenon can also be understood
from a structural aspect. As shown in Figure 1, the structural
difference between Forms I and II mainly lies in the slips in the
ac plane, while b-axis is always perpendicular to the ac plane and
invariant to the choice of basis vectors. Figure 10 plots the
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Figure 10. Temperature dependencies of unit cell volume (a) and b-
axis length (b) in both Forms I and II.

evolution of cell volumes and b values as a function of
temperature for both experimental and simulated data,
respectively. It can be seen that the volumes (Figure 10a) for
both Forms I and II are nearly identical. However, the difference
in b is clearly more distinct. Thus, we can count b as a main
characteristic variable to distinguish Forms I and II. Indeed,
Figure 10b found that Form II’s cell parameter b is consistently
lower than that of Form I. This indicates that a larger b value in
Form I is clearly more beneficial to promote the rotation of
methyl and ester groups, thus leading to a higher entropy. With
the increase of the temperature, the b value of Form II expands
more rapidly than that of Form I and eventually leads to the
closure of the free energy gap.

Prospects for Reducing the Number of Sampling
Points. In this study, the error of the TI method emerged as a
limiting issue. The evaluation of free energy requires a large
number of samples, and at this time, the evaluation of large
systems with supercells is required. Therefore, we discuss the
possibility of reducing the error of the TI method itself in order
to obtain fewer sampling points. In the present study, the
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sampling points between phases were obtained in detail for 4
following a continuous cell deformation. Beyond the TI
approach, the combination of Bennett’s acceptance ratio
method®®~° and the extended ensemble method may be used
to obtain enough points on the path by a stochastic approach. In
addition, a method that introduces an alchemical pathway rather
than a real pathway may also bypass the increased number of
samples near the steep barrier between polymorphs present in
the potential energy surface.’® In addition, the choice of
numerical integration method is an essential point to consider
when aiming for a sufficiently small number of samples.”” These
approaches may be left for future work due to time constraints.

Remarks on the Choice of Force Field Models. Finally,
the comparative analysis between NNIP and GAFF highlights
the unique value of both approaches. While the GAFF model
yields less accurate energetic descriptions, it can still predict the
right trend for both AG values (Figure Sb,d) and low-probability
molecular rotation events (Figure 9). Therefore, the generic
force field models such as GAFF remain valuable due to their
easy accessibility and low computational cost. For example, they
can be used for early stage studies for the screening purposes, or
the cases where a truly large scale modeling is necessary.
However, in more challenging cases (e.g., the examination of
polymorphic stability ranking in this study) when both a fine
accuracy (e.g., < 2 kJ/mol) and a large model size (e.g., > 100
molecules) are critical, developing a quantum-accurate NNIP
model becomes necessary.

B CONCLUSIONS

In summary, we developed a machine-learning driven
interatomic potential to precisely model intermolecular
interactions within aspirin crystals. Utilizing this model to
analyze the polymorphic stability ranking of two aspirin crystal
forms, we demonstrate that this approach yields predictions
more accurate than those of traditional models in describing the
thermal and kinetic profiles for the known aspirin crystals. By
employing the thermodynamic integration method that
considers anharmonic effects, we determined that Form I
consistently exhibits lower Gibbs free energy under the finite
temperatures. Furthermore, we found that the Gibbs free energy
between the two forms stems from different temperature
responses of rotational motions in both Froms I and II. For the
first time, our work successfully resolves the discrepancy
between the previous experimental observation and modeling
results regarding the polymorph stability ranking between
aspirin I and IL. The success of our findings not only highlights
the importance of anharmonic effects in free energy calculation
for organic crystals but also demonstrates the power of high-
fidelity NNIP models in boosting the accurate atomistic
modeling for polymorphic stability of molecular crystals. Finally,
the generic training method for accurate target-specific NNIP
proposed in this study strongly supports the discovery of new
polymorphs by tailoring the target-specific NNIP, facilitating the
future rational design of drugs and functional materials.

B EXPERIMENTAL SECTION

DFT and MD Simulations. All DFT-MD simulations in this
study were performed using the VASP code.”® MD simulations
with NNIP and GAFF models in this study were performed
using the LAMMPS code.”” In all MD simulations, time step At
was set to 0.5 fs. In the DFT-MD simulations, the electronic
states were calculated by the projector augmented wave method

with a plane wave cutoff energy of 520 eV.*” The Brillouin zone
was sampled at the I'-point only. The r2SCAN meta-GGA
exchange-correlation functional*”®" was employed along with
the DFT-D4 van der Waals correction.”” " Convergence
criteria for electronic and ionic relaxations were set to 107> eV
and 107* eV/A, respectively.

NNIP Modeling. In this work, the Allegro model was built
through NequIP”’ that introduced an E(3) symmetry
equivariant neural network coded by PyTorch.”” Our model
adopts two layers of 64 tensor features with a I, = 2 in full O(3)
symmetry. We used a two-body latent multi layer perceptron
(MLP) and later latent MLP with hidden dimensions [64, 128,
256, 512] and [512, 512, S512] respectively, both with SiLU
nonlinearities. The embedded MLP was a linear projection. For
the final edge energy MLP, we used a single hidden layer of
dimension 512 and no nonlinearity. All four MLPs were
initialized according to a uniform distribution of unit variance.
Models were trained with a radial cutoff of 5.0 A. The loss
function was the sum of the per-atom energy, force, and stress of
the RMSE, and the weight ratio was 1:1:1 respectively. The
Adam optimizer, a gradient-based probabilistic algorithm, was
used for parameter updating.

To ensure the representativeness of the training data, we
analyzed the distributions of key intermolecular contacts
between functional groups (e.g, carboxylic acid—carboxylic
acid, methyl-methyl, and phenyl—phenyl) in the collected
configurations. As shown in Figure 2, the MD-derived data set
(A) covers a narrower range of distances compared to the crystal
structure prediction data set (B), indicating the importance of
incorporating diverse configurations from various sampling
techniques. The convergence of the training process was
monitored by tracking the root-mean-square errors (RMSEs)
for energy, forces, and stress tensors on a separate validation set,
ensuring that the NNIP model accurately captures the potential
energy surface of the aspirin crystals. It was observed that the
training converged after approximately 800 epochs, at which
point the RMSEs remained stable with further training.

Free Energy Calculation from Thermodynamic Inte-
gration. In the context of thermodynamic integration, the
Helmholtz free energy F difference at a given temperature T
between two reference phases (I and IT) can be obtained via the
integration as follows:**

o
04
_/'1 0(—kBT1nZ)d/1
o oA
LT
— B_Ed,l
o Z 0l (2)

AR g =

where 4 is a thermodynamic variable along a path that connects I
and I, Z = X exp(—H/kyT) is the partition function, and k;
is the Boltzmann constant.

An equation transformation via a linear transformation of the
cell matrix Q generalized by Haskins et al.”® is presented as
follows:

1k, T
A E_oy=— B_E: E
Z 0Q 04 (3)
where 3—5 and % are both tensors and “:” denotes the Frobenius

inner product (ie, Eg% % ), and Q is the following 3 X 3
o

https://doi.org/10.1021/acsomega.4c04782
ACS Omega 2024, 9, 36589—-36599


http://pubs.acs.org/journal/acsodf?ref=pdf
https://doi.org/10.1021/acsomega.4c04782?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as

ACS Omega

http://pubs.acs.org/journal/acsodf

matrix as the triclinic simulation box with periodic boundary

condition imposed on the entire MD system as a supercell of

each crystal form,

ax bx Cx
Q=|a, b S
a, b ¢

&)

where, it consists of lattice vectors, a = (a,, b, a,), b= (b, b, b,),
c= (cx, c,). A can be constructed from these cell parameters. In
our case, it has been used to convert Aspirin Form I'to Il by A =
cos(f) = a-c/lal-Ibl. This free energy expression can be described
by the average of Hamiltonian.

kT
ARy = / X —exp[ HitTI S 2L
-/ <a7{> @d/l,
0 \0Q/ di
(4)
OH \ . . . .-
where <E> is a tensor derived by the differentiating of the

Hamiltonian with cell matrix elements. It can be extracted as an
ensemble average of the thermodynamic quantities evaluated
within the MD simulation. The Hamiltonian H of the system is
defined as the kinetic energy and the potential energy U({r;}),
function of the coordinates of all particles in the system, {r;}.

WZ

where p; are momentum and m; are mass of particle i. For the
derivative transformation, {r;} and {p;} are transformed by r, =
Qp, p; = 7 Q7", where p; are reduced coordinates, 7, are
transformed momentum, and a superscript “—1” indicates the
inverse tensor. Then,
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where  is the cross product, f; is the force on particle i, and V'is
a volume of system. The brackets in the last equation are
consistent with the pressure tensor of the kinetic and virial part.
Here, we introduce a stress tensor ¢ with a negative pressure
tensor. Then,

oH .
g = Ve ()

Finally, the free energy difference can be evaluated numeri-
cally by combining eqs 4 and 7 as follows:

! _ 0Q2
ARy = / (V(eQ™)): Jdﬂ

N2Vk<ak>sz : kak
Oy (8)

where kloops over all MD simulations along the path from Form
I to Form IL In each configuration, £ were extracted from the
given configuration along the path, V; could be calculated from
Q. 6, were obtained by averaging all stress tensors from the MD
simulations, and 0€,/dA;, were obtained from cubic spline
interpolation.

From eq 8, it is clear that V}, €, and 0€2,/0, are fixed values
for a given path. However, 6} (in particular, the 6,, component
in the case of aspirin I-1II transition) may fluctuate strongly
when the configuration is away from the nearby energy
minimum, thus leading to a variation of thr AF value. Hence,
we use the following relation to evaluate the error of AR _,

n—1 2
Error(AF) = Z (%RMSE(fk))

k=0
+z(
9

Here, f; indicates the inside of integration as
f = o

of f originated in stress tensor fluctuation.

Free Energy Calculation from Harmonic Phonons. The
vibrational density of states (VDOS) was evaluated to analyze
the vibrational differences between aspirin Forms I and II as
frequency space contributions. To evaluate VDOS, molecular
dynamics (MD) simulations with NPT ensembles were
performed at 300 K using the NNIP model with 2 X 4 X 16
supercells. The VDOS, calculated by Fourier transform from the
velocity autocorrelation function of atoms, is shown in Figure 7.
A total of 1000 frames per 25 fs were used as the MD trajectory
data. The free energy of harmonic phonon approximation using
the VDOS spectrum was calculated using the following
equation:8

FVDoS _ 1. T/IVDOS((U)IH{I B exp[ fzw)

ks T

2
k
RMSE(ka )

k
T and RMSE() is root-mean-square error

(10)

Here, I"°°5(w) indicates the intensity of VDoS as @ is the
angular frequency of vibration.

Rough Estimation of Free Energy Difference Using
Experimental Values of Phase Melting Difference. The
derivation of the equation AG =~ AS; X AT is based on several
assumptions and approximations. At the melting point (T,,) of
each polymorph, the free energy of the solid form equals that of
the liquid form: G(T,,) = G,(T,,). The free energy difference
between the two polymorphs (I and II) at any temperature T can
be expressed as

AG(T) = [G(T) = G(T,)] — [Gy(T) — Gy(Tp)]
(11)
Assuming a linear temperature dependence of G between the
two melting points: G(T) ~ G(T,)) — AS{(T,, — T), where
AS; is the entropy of fusion. Substituting this into the equation

for AG(T):

AG(T) = [ASy(Ty — T)] = [ASy( Ty — T)] (12)
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If we assume that the entropies of fusion for both polymorphs
are approximately equal (ASy; & ASy; & AS;), we can simplify

AG(T) » AS(T,y — T,y) = AS; X AT (13)

This derivation neglects the differences in heat capacities
between the solid and liquid forms as well as potential
differences in the melting enthalpies of the two polymorphs.
These approximations are reasonable when the melting point
difference is small, as is the case for aspirin Forms I and II (
AT ~ 10 K).
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