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a b s t r a c t

COVID-19 is a global pandemic that aroused the interest of scientists to prevent it and design a drug
for it. Nowadays, presenting intelligent biological data analysis tools at a low cost is important to
analyze the biological structure of COVID-19. The global alignment algorithm is one of the important
bioinformatics tools that measure the most accurate similarity between a pair of biological sequences.
The huge time consumption of the standard global alignment algorithm is its main limitation especially
for sequences with huge lengths. This work proposed a fast global alignment tool (G-Aligner) based on
meta-heuristic algorithms that estimate similarity measurements near the exact ones at a reasonable
time with low cost. The huge length of sequences leads G-Aligner based on standard Sine–Cosine
optimization algorithm (SCA) to trap in local minima. Therefore, an improved version of SCA was
presented in this work that is based on integration with PSO. Besides, mutation and opposition
operators are applied to enhance the exploration capability and avoiding trapping in local minima. The
performance of the improved SCA algorithm (SP-MO) was evaluated on a set of IEEE CEC functions.
Besides, G-Aligner based on the SP-MO algorithm was tested to measure the similarity of real biological
sequence. It was used also to measure the similarity of the COVID-19 virus with the other 13 viruses
to validate its performance. The tests concluded that the SP-MO algorithm has superiority over the
relevant studies in the literature and produce the highest average similarity measurements 75% of the
exact one.

© 2021 Elsevier B.V. All rights reserved.
1. Introduction

Coronavirus disease 2019 (COVID-19) is a contagious virus
reated as a result of an evolution of severe acute respiratory
yndrome coronavirus (SARS-CoV). The infected people were de-
ected firstly in December 2019 in Wuhan city (China) and be-
ame a dilapidation pandemic when it flare-up through most
f the countries. Until December 2020, more than 70 million
nfected cases were reported include 1.5 million deaths as re-
orted by the World Health Organization (WHO). COVID-19 is a
ritical human disease that infects the liver, nervous systems, and
espiratory system [1,2].

It transmits from bats to human and it has high mobility
or transmission from human to human through the air, close
ersonal contact, touching surfaces containing viral particles, and
are stool contamination [3].

Therefore, Intensive efforts are being made to analyze the
irus to design a drug for it and model the pandemic spreading to
vercome the devastating proliferation of COVID-19 [4,5]. Studies

E-mail addresses: Mamohamedali@eng.zu.edu.eg,
ohamed.elsayed@nub.edu.eg.
ttps://doi.org/10.1016/j.asoc.2021.107197
568-4946/© 2021 Elsevier B.V. All rights reserved.
have been performed for modeling the physical transportation
of COVID-19 in the air [6,7]. In [8], the stability of the trans-
mission model of COVID-19 that was developed based on the
SEIR model was investigated under different control strategies.
In [9], The transmission of the airborne germ of COVID-19 was
provided from a physics view based on fluid dynamics analysis
methodology. Another trial was done to minimize the indoor
transmission of COVID-19’s airborne [10]. The effect of weather
on the transmission of COVID-19 was researched also [11,12].
Besides, another research direction of COVID-19 is testing the
influence of temperature on its spreading [13–15].

Computational intelligent tools were developed for analyz-
ing the behavior of the virus such [16–23] besides intelligent
diagnosis tools of COVID-19 were proposed [19,22,24–27]. Also,
docking tools are developed for docking antibodies and pep-
tides against the ligands of protein of COVID-19 [28,29]. Also,
the internet of things research was performed to overcome the
spreading of COVID-19 [30–32]. All these research efforts aim for
analyzing the pandemic and designing a drug for it. One of the
important tools that aid in analyzing COVID-19 for constructing
its phylogenetic trees, predicting its structure is measuring the
similarity of COVID-19 with other viruses. The pairwise global

https://doi.org/10.1016/j.asoc.2021.107197
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Fig. 1. Aligning two biological sequences using global alignment.

lignment algorithm proposed by Needleman–Wunsch (NW) [33]
s the most accurate technique for measuring the similarity of two
iological sequences. Pairwise global alignment aligns the entire
f the two sequences not the portion of sequences such as local
equence alignment [34] such as in Fig. 1. A similar portion of the
wo sequences is colored in blue while the other portions align
ith gaps ’-’ to shift the similar ones.
The most similar viruses of COVID-19 can be detected by

sing the NW algorithm to align them against the huge biological
atabases of viruses.
The main limitation of the NW global alignment algorithm is

ts huge consuming time especially for huge length sequences
COVID-19 has a length exceeds 7000 bases pair) however it
rovides the most accurate alignment results.
Hence, a fast global alignment tool G-Aligner) is needed to be

eveloped for fast primary scanning of databases to detect the
iruses with the highest similarity scores (near to the exact ones
ounded by the NW algorithm). The aim of this primary scanning
s to filter the huge number of sequences in the database into
ome sequences with reasonable similarity scores as near as pos-
ible from the exact score which decreases the search time. NW
lgorithm can be used to align these filtered sequences to mea-
ure the accurate and exact similarity score. Fig. 2 shows the rule
f using the accelerated global aligner (G-Aligner) technique to
lign COVID-19 with another virus to test the similarity between
hem. The results of similarity will be used with other applica-
ions such as designing drugs, prediction of protein structure, and
onstructing the phylogenetic tree of COVID-19.
The pairwise global alignment algorithm was accelerated in

he literature using hardware acceleration devices such as using
raphical Processing Unit (GPU) devices [35–38] and Field Pro-
rammable Gate Arrays (FPGAs) [39–44]. These quick versions of
lobal alignment propose efficient speedup when using massive
arallelization devices but are cost money.
Hence, the necessity of this work is developing a low cost

ccelerated global aligner tool (G-Aligner) that can produce a
ast measurement of the similarity between pair of biological
equences with reasonable results near to the exact ones pro-
uced by the NW algorithm. The main innovation is using the
tochastic search of meta-heuristic algorithms [45] in designing
he G-Aligner tool.

The meta-heuristic algorithm is a search-based algorithm that
ccelerates exploring the search space of the problem based on
andom movement to find the best solutions [45]. The meta-
euristic algorithm mimics the search methods from nature,
hysics, or humans [45] such as the Sine–Cosine Optimization
lgorithm (SCA) [46] which mines the search space by attract-
ng the search agents toward the best candidates based on the
ine and cosine operators. Besides, Particle Swarm Optimization
PSO) [47] mimics the search strategy from the bird flocking from
ature. Also, there are a lot of released algorithms such as Ions
otion Optimization (IMO) [48], Lightning Attachment Procedure
2

Optimization [49]. Gravitational Search Algorithm (GSA) [50],
Electromagnetic Field Optimization (EFO) [51], Moth-Flame Op-
timization (MFO) [52], and other hundreds of algorithms are
developed.

Meta-heuristic algorithms are succeeded to enhance the per-
formance of many bioinformatics tools such as protein folding
prediction [53,54], protein structure prediction [55–57], Drug
discovery [58,59], local alignment [60], and other applications
which are reviewed in [61,62] and that motivates for using meta-
heuristic algorithms for accelerating the pairwise global align-
ment.

In this work, pairwise global alignment is formulated as an
optimization problem where the objective is accelerating the
execution time while producing a reasonable similarity score near
to the exact one. G-Aligner was implemented using SCA [46] and
the performance of it was validated on a two set of experimental
biological data. The first was a set of Homo sapiens biological
sequences and the second was COVID-19 virus protein versus 13
proteins of other viruses. The G-Aligner based on SCA reduced
the execution time significantly over various lengths of biological
sequences but achieved an average similarity score of 39% of the
exact one measured by NW global alignment [33]. Hence, the
performance of G-Aligner based on SCA needs to be enhanced.

In the literature, there are previous studies to enhance the
performance of SCA such as improving SCA by applying the oppo-
sition of solutions to increase the exploration of SCA (ISCA) [63].
In m-SCA [64], SCA was enhanced by applying the opposition on
the solutions besides adding a self-adaptive parameter was added
in the updating equations of SCA to enhance the exploitation of
promising regions of search space.

Besides, SCA was merged with other algorithms to enhance the
performance of it such as SCA-DE [65] and SCA-PSO [66]. In SCA-
DE [65], SCA updates the search agents for several iterations and
at the last of each iteration, DE was used to update the solutions
based on the updating mechanism of DE.

In SCA-PSO [66], SCA updates its search agents for some iter-
ation based on updating equation of SCA and the best fitness of
each search agent of SCA are saved in addition to the best global
solutions among all search agents. Then, PSO is used to update
the search agents of SCA based on updating the equation of PSO
toward the best solution achieved by each search agent and the
best global solution and the new solutions will be updated using
SCA again. SCA-DE and SCA-PSO were developed to get the benefit
of the two algorithms (efficient exploration of the search space
using SCA beside the efficient exploitation of DE and PSO).

The chaotic Sine–Cosine algorithm was merged with chaotic
firefly (CSCF) [67] where when updating each agent it can be
updated using chaotic SCA or chaotic firefly depends on the
fitness value of each solution. There was 5 version of embedding
the chaos parameters on the two algorithms while the updating
equation was used chosen randomly. SCA-GWO [68] is integration
between SCA and Gray Wolf Optimization (GWO) algorithm [69]
that developed to benefit from the advantage of SCA for ex-
ploration and GWO for the exploitation of the search space. In
SCA-GWO, SCA was executed first for all agents toward the best
global solution founded and the best solution each agent visit.
Then GWO was used to update the solutions for exploitation.

Besides, another different hybrid scheme of SCA and PSO
(ASCA-PSO) was proposed that performs SCA and PSO in parallel
as a two-layer. The bottom one responsible for exploring the
search space using SCA while the upper one intensifies the best
solutions founded from the bottom layer using PSO. ASCA-PSO
succeeded to accelerate the performance of the local alignment
algorithm [60].

G-Aligner was implemented using all the enhanced versions

of SCA in the literature and ASCA-PSO produced the highest
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Fig. 2. The rule of using G-Aligner with NW alignment and other applications of analyzing COVID-19.
imilarity scores (51.5% of the exact ones). The poor results of
-Aligner based on ASCA-PSO since its fall in local minima after
ome iteration and its exploration capability of SCA need to be
nhanced.
The main argument of this work is enhancing the performance

f ASCA-PSO for G-Aligner using the mutation operator in the
pdating equations of SCA to increase the efficiency of the ex-
loration of the search space and applying the opposition on the
olutions that fall in local minima to avoid it.
The main contributions in this paper are concluding as follows:

1- A fast and low cost pairwise global alignment technique
was proposed based on meta-heuristic algorithms.

2- The SCA algorithm was improved by hybrid with PSO using
mutation operators and opposition operators to enhance
the exploration capability and avoiding trapping in local
optima.

3- The performance of the proposed algorithm (SP-MO) was
validated on a set of IEEE benchmark mathematical func-
tions.

4- G-Aligner based on SP-MO algorithm was validated to mea-
sure the similarity of COVID-19 virus with other 13 viruses
and achieved similarity scores 75% of the exact ones mea-
sured by NW global alignment algorithm at a reasonable
time.

The structure of the article is organized as follows: Section 2
resents the basic information pairwise global alignment algo-
ithm. Section 3 presents the preliminaries of SCA, PSO, and
SCA-PSO. In Section 4, the global alignment technique based
n meta-heuristic (G-Aligner) is presented and in Section 5 the
roposed SP-MO is presented. Section 6 proposes the experimen-
al results of validating SP-MO. Finally, Section 7 concludes the
roposed work and results.
3

2. Pairwise global alignment algorithm

NW global alignment algorithm [33] is the standard algorithm
for performing pairwise global alignment and produce accurate
alignment results. It depends on the dynamic programming ap-
proach [70] which calculates all possible alignments. It aligns the
similar residues between two biological sequences hence a gaps
’-’ are need to be inserted to shift the similar residues.

The algorithm starts by constructing a scoring matrix that has
a size of row and column (m+1) and (n+1) in order where m and
n are the lengths of the two sequences. The first row and column
are filled with the negative index of the cells. For example, the
first cell in row and column has a score (0), the second cell in the
first row has a score (-1) and the third one has a score (-2), and
so on and the same for the first column. The scores of cells that
are starting from the second row and column until the final cell
of the scoring matrix will be computed according to Eq. (1) based
on the corresponding residues of the two sequences.

Score (s, j)

= max

{ Score (i − 1, j − 1) + Similarity (SeqA (i) , SeqB (j))
maxk=1:i−1 (Score (i, k) + g0 + k ge)
maxk=1:i−1 (Score (k, j) + g0 + k ge)

}
(1)

where the sequences to be aligned are represented as SeqB and
SeqA and have lengths n and m respectively, i and j are the indices
of the row and column where 1< i < m and 1< j < n. The scoring
of gaps is based on linear gap (go + kge) penalty to penalize the
scoring of consecutive gaps where the score of an open gap is go,
score of the extended gap is ge and k is several inserted gaps [71].

Similarity () is a function that is used to measure the simi-
larity between residues of proteins. A different scoring schemes
for measuring the similarity of residues of proteins such as
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LOcked SUbstitution Matrix (BLOSUM) and Point Accepted Mu-
ation (PAM) [72]. The simple scoring scheme has penalized a
core (+1) if the two residues are similar otherwise give (0) and
his scheme which was applied in this paper and can be adjusted.

The second stage of alignment is tracing back to align the
equences that are performed after finishing the computing of
he scoring matrix. The tracing starts from the final cell at the
ottom right of the scoring matrix and finishes at the upper left
ell. At each cell, it has three movements toward one of the upper,
eft, or diagonal cells. The next movement occurs toward the
ell that has the maximum score. If the movement is diagonal
hen it means aligning similar two corresponding residues (one
rom each sequence). If the movement toward upper that means
ligning one residue from the sequences in the row with a gap.
f the movement toward the left then aligns a residue from the
equence in the column with a gap and this tracing movement
esuming until reaching the start cell at first row and column.

After constructing the alignment, the similarity between the
wo sequences can be computed according to Eq. (2) where A
nd B represent the aligned sequences (with insertion gaps) and
denotes the length of (A or B).

lignmentScore

=

L∑
i=1

{
if Ai == Bi , penalize (+1) or positive score

otherwise , penalize zero

}
(2)

The time complexity of the exact global alignment algorithm
NW) is O(n3), where (n) denotes the length of the sequences to
e aligned (assuming the two sequences have the same length).
t is clear that from the time complexity by increasing the length
f sequences the execution time will be huge especially for se-
uences with huge lengths. Hence, there is a motivation to de-
rease the execution time of the NW algorithm by proposing a
eveloped version of it based on meta-heuristic algorithms.

. Preliminaries

The following subsections propose a brief description of the
ine–Cosine optimization algorithm (SCA), Particle Swarm Opti-
ization (PSO) algorithms, and the hybrid algorithm of SCA and
SO algorithms (ASCA-PSO).

.1. Sine-Cosine optimization algorithm (SCA)

SCA is a population-based optimization algorithm that de-
ends on sine and cosine mathematical operators for updating
he agents as in Eqs. (3) and (4).

t+1
i =

{
Pt
i + r1 sin (r2)

⏐⏐r3Pgbest − Pt
i

⏐⏐ r4 < 0.5
Pt
i + r1 cos (r2)

⏐⏐r3Pgbest − Pt
i

⏐⏐ r4 ≥ 0.5

}
(3)

r1 = a
(
1 −

t
T

)
(4)

where (Pi) is the solution of the search agent (i), (Pgbest) the
global best solution, (t) is the current iteration number, (T) is the
maximum number of iterations, (r1) is the parameter responsible
for determining the next region of search and increase the explo-
ration of search space for the higher value of it. (a) is a scaling
factor that balances between the exploration and exploitation of
SCA. Meanwhile, (r2) defines the direction of movement toward
or outwards (Pgbest), and (r3) controls the effect of destination on
current movement. (r4) is used to switch between sine and cosine
functions as in Eq. (3).

The steps of SCA are presented in Algorithm (1). The time com-
plexity of SCA is O(T*n*CSCA) where (n) is the size of populations
nd (CSCA) is the time cost of updating all populations per one

iteration, and (T) is the number of iterations.
4

3.2. Particle swarm optimization (PSO)

PSO is a swarm optimization algorithm that mimics the atti-
tude of birds flocking for flying. It has a stochastic search strategy
that depends mainly on the global communications between
the search agents, where all search agents modify their move-
ments pointed to the global search agents that finds the global
solution. Besides, it memorizes the best solutions each search
agent pass through, which influences the new update of it as
stated in Eq. (5), and this memorization of location enhances the
exploitation phase of PSO.

The updating equations of PSO are represented as Eqs. (5)
and (6), where the particle (Pgbest) has the global best position
(solution) among all search agents and the best personal posi-
tion (Pbest

i ) that each search agents found during the previous
iterations.

vi (t + 1) = w ∗ vi (t) + c1rand
(
Pbest
i − Pi (t)

)
+ c2rand

(
Pgbest

− Pi (t)
)

(5)

Pi (t + 1) = Pi (t) + vi (t + 1) (6)

where vi represents the velocity of the ith particle, c1 and c2 are
the local the global best position coefficient in order. w is the in-
ertia coefficient that estimates the influence of the prior velocity
on the new estimated velocity. rand () is a uniformly distributed
random variable in the range (0–1). The PSO search strategy as
SCA in the algorithm (1) except the updating equations in step 6
will be Eqs. (5) and (6).

PSO has a complexity of time O(T ∗n∗cpso) where T, n, and cpso
express the number of iterations, the number of search agents,
and the cost time of modifying the position of one search agent,
respectively. PSO has a main advantage is the interchanging of
information between search agents, which gives it more reliabil-
ity to achieve an approximate optimal solution with acceptable
convergence speed besides robustness. Besides, the agents move
toward the best location it achieved in the previous iteration
which makes its exploitation of the search space more efficient.

3.3. Two layer hybrid SCA and PSO (ASCA-PSO)

ASCA-PSO consists of two layers, the bottom layer (exploration
layer) contains search agents that updates their movement ac-
cording to the updating equations of SCA. Each search agent in the
upper layer represents the best solution found from each group
in the bottom layer that updates its movement using the PSO
algorithm. There is a global solution (ygbest) that represents the
best solution founded among the agents of upper and bottom
layers and it represents the output optimal solution.

The search agents in the bottom layer are divided into (M)
groups where each group contains (N) search agents. Each group
has the best agent in the upper layer (yk, k: 1 to M) represents
the best solution founded from the search agents in the bottom
group, and all best agents in the upper layer are moved according
to the updating equation of PSO. Each search agent in the bottom
layer updates its movement according to Eq. (7).

xt+1
ij =

{
xtij + r1 sin (r2)

⏐⏐r3yti − xtij
⏐⏐ r4 < 0.5

xtij + r1 cos (r2)
⏐⏐r3yti − xtij

⏐⏐ r4 ≥ 0.5

}
(7)

where, (xi,j) represents the solution of search agent in the bottom
layer, (yi) is the best solution founded of the group (i) in the
bottom layer, (i) and (j) represent the indices of solutions in the
top and bottom layer respectively.

Besides, Eqs. (8) and (9) represents the updating movement
equations of the search agents in the upper layer toward (y )
gbest
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which represents the best global solution founded among all
search agents in the upper and bottom layers.

vt+1
i = w ∗ vt

i + c1rand
(
ypbesti − yti

)
+ c2rand

(
ygbest − yti

)
(8)

yt+1
i = yti + vt

i (9)

The synergy of execution SCA and PSO in two-layer form is
performed by executing the first group in the bottom layer which
explores the search space using the updating strategy of SCA
based on Eq. (7) and update (y1) in the upper layer and (ygbest)
if a better fitness solution is founded. Then the agent (y1) is
updated based on PSO updating strategy based on Eqs. (8) and
(9) to intensify the best solution founded from the exploration in
the bottom layer. Then the second group in the bottom layer is
executed and (y2) in the upper layer is updated for intensification
of the search space and then the third group in the bottom and
so on.

Hence, as shown in this hybridization mechanism after some
exploration of the search space using SCA, it is intensified using
PSO around the best-explored regions produced by the bottom
layer. This mechanism of hybridization will increase the diversity
of produced solutions and enhance the quality of solutions which
was proved for enhancing the Fragmented Local Aligner Tech-
nique (FLAT) [60]. This advantage motivates to use of ASCA-PSO
for optimization of the global sequence alignment algorithm.

ASCA-PSO algorithm has a time complexity of O(TM(
Ncsca + cpso

)
) where N and M are the number of search agents in

the bottom and top layer in order. cpso and csca are the time cost
for updating each search agent for PSO and SCA in order, and T is
the number of iterations.

4. Pairwise global alignment based on meta-heuristic algo-
rithms (G-Aligner)

This section presents the procedure of performing the pair-
wise global alignment based on a stochastic search using meta-
heuristic algorithms. The global alignment algorithm can be for-
mulated as an optimization problem where the desired output
is finding the best alignment between the two sequences by
matching the similar residues of proteins in a reasonable time
smaller than that is consumed by NW global alignment algorithm.

To match the similar residues it is needed to insert gaps in
different positions on the aligned sequences to shift the matching
residues. Hence, the objective is inserting gaps (which can be
30% of the length of the sequences to be aligned) at locations in
the aligned sequences that maximize the similarity of biological
sequences.

The solution to this optimization problem is the locations of
gaps in each sequence that maximize the similarity scores and
the fitness is the similarity score of the aligned sequences that is
estimated based on Eq. (2).

In case of the sequences have different lengths then it is

needed first to equalize the aligned sequences by adding extra

5

Fig. 3. Representation of the solution of the global alignment based on stochastic
algorithms.

gaps to the shorter sequence that equal the difference between
the length of the two sequences. For example, Fig. 3 shows the
representation of solutions for performing the global alignment
based on meta-heuristics algorithms.

In part (a) of Fig. 3, the pair of sequences to be aligned have
different lengths hence in part (b) the difference between lengths
filled by blue gaps to equalize the two sequences and the red gaps
are extra gaps inserted as a 30% of the shorter length for example.
In part (c) of Fig. 3, the gaps are inserted in random locations to
shift the residues to align similar ones. As shown XA and XB keeps
the indices of gaps in each sequence hence XA and XB together
represent one solution.

The similarity scores are estimated using Eq. (2) (fitness func-
tion) and each solution moves its gaps indices (positions in each
sequence) toward the indices of the best solution founded (the
solution that has the maximum similarity score) based on the
updating mechanism of the meta-heuristic technique used.

The general procedure of performing the global alignment
based on the meta-heuristic technique as follows :

1- Constructing the aligned arrays of the two sequences for
(N) solutions after equalization of the lengths of the pair
of sequences and estimating the extra gaps as a specified
percentage of the shorter sequence.

2- Initialize (N) solutions with indices in each sequence by
spreading the gaps over the entire length of sequences in
random locations.

3- Find the best solution from the N solutions that give the
maximum similarity score based on Eq. (2).

4- Update the solution toward the best solution founded ac-
cording to the updating equation of the meta-heuristic
techniques.

5- Evaluating the similarity scores of the updated solutions
and repeat from step (3) for some iterations.

6- Output the aligned sequences according to the best loca-
tion of gaps that maximize the similarity score of the two
sequences.
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. The improved SCA algorithm based on mutation operator
nd opposition (SP-MO) for G-Aligner

This section proposes the procedure of the improved SCA
lgorithm based on integration with PSO and using mutation
nd opposition operators. In the proposed algorithm (SP-MO),
he agents (x) are divided into some groups which update their
ovements based on SCA algorithm for exploring the search
pace. Then, before updating the following group, the best agent
f the current group (y) is determined and is updated toward
he global best agent of all agents (ygbest) based on PSO operators
or the exploitation of the search space. The global best solution
ygbest) is updated if any solutions achieved better fitness.

This integration mechanism between SCA and PSO balance the
xploration and exploitation of the search space. As mentioned
n Section 4, the locations of gaps in each sequence represent the
olution of the optimization problem which needs to be moved
ver the entire length of the sequences to maximize the similarity
core. Due to the huge length of the sequences, there is a high
ossibility for trapping in local minima which are defined for the
-Aligner in the following.
If the locations of gaps of two solutions are near hence the

itness of the two solutions are the same approximately. Hence,
he local minima of G-Aligner are represented as the locations of
olutions that become nearby and be in the approximate stable
orm (movements in a small range of locations) which leads to
pproximate fitness (similarity score). Fig. 4 represents the local
inima of G-Aligner where the vertical blue arrow represents the
lignment score scale (fitness of solutions) and the seven circles
epresent the fitness of the solutions. Circle (2) has the highest
imilarity score and circles (3), (4), and (6) have fitness larger than
he average score (red line) while circles (1), (5), and (7) have a
itness smaller than the average line.

The solutions are attracted toward the global best solution
circle 2), hence as shown in the figure solutions (3), (4), and (6)
ave fitness approximate to the best solutions (circle 2) which
eans the locations of inserted gaps of the solutions are in near
ositions. While locations of gaps in solutions (1), (5), and (7) are
ocated in positions that are far from that of the best solutions so
hey produce lower similarity scores than that of the best position
smaller than the average score). So, solutions (3), (4), and (6)
ecome stable move with small step movement which mean they
ie in local minima. Hence, if the solutions (3), (4), and (6) are
pposed that may produce better fitness and enhance the best
itness founded.

The condition to determine if a solution trapped in local min-
ma is the difference between its fitness and the best fitness
ounded being lower than the average fitness among all fitness
f solutions. As shown in Fig. 4, for the circle (6) the distance
o best solution (circle 2) is L1 is lower than average fitness (L3)
o it needs to opposed while L2 is larger than L3 which means
he locations of gaps of solution (7) are far from that of the best
olution.
The opposing is occurred on the search agents of the upper

ayer of ASCA-PSO due to it influences the movement updating of
he search agent of the bottom layer. Therefore, search agents in
he bottom layer also explored and enhance their fitness if their
est solution in the upper layer was opposed. The condition of a
olution trapped in local minima and the procedure of opposing
s follows:
6

Fig. 4. The local minima of the proposed G-Aligner based on the SP-MO
algorithm.

where (yA) and (yB) represents the array of a position of the
nserted gaps in the aligned sequences A and B, i is the index
f the search agent of the upper layer, (Fgbest) is the global best
lignment score among all search agents of the bottom and upper
ayer, (Fi) is the alignment score of the search agent (i).

A mutation operator is applied to the updating equations of
he bottom layer (search agents of SCA) to increase the avoidance
f the local minima of the problem. Since mutation operators
re succeeded to enhance the exploration capability of many
eta-heuristic techniques to increase the diversity of generated
olutions [73–78]. Two common mutation operators are used to
nhance the meta-heuristic techniques are Gaussian mutation
GM) and Cauchy mutation (CM) operators.

The previous study proved that CM operator has an efficient
earch capability more than GM operator [73,77,79,80]. The main
eason behind that is CM operator has a broader distribution
n the horizontal direction more than the vertical one however
he GM operator has a broader distribution but in the vertical
irection. Hence, this is the main motivation to use the CM
perator.
The density function of the CM operator is used as follow :

(0,g)

(
c
)

=
g

π (g + c2)
, c = tan(π (rand − 0.5)) (10)

Where g is the proportion parameter and is assigned value
(1) [77], rand is a uniform random generator function in the range
(0,1).

The updating equation of SP-MO after adding the CM are as
follow :

xi,j =

{
xi,j + MOpr1 sin (r2)

⏐⏐r3yi − xi,j
⏐⏐ r4 < 0.5

xi,j + MOpr1 sin (r2)
⏐⏐r3yi − xi,j

⏐⏐ r4 ≥ 0.5

}
(11)

vi = w∗vi + c1rand
(
ygbest − yi

)
+ c2rand

(
yibest − yi

)
(12)

yi = yi + vi (13)

where (xi,j) represents the position of a gap in the sequences, (i) is
the index of the group and (j) is the index of agent in the group.
(yi) is the best solution of search agents in the group (i) and is
updated according to Eqs. (12) and (13) (updating equation of
PSO) toward the global best solution founded among all search
agents in (ygbest). (Mop) represents the Cauchy mutation operator
used to increase the exploration of the solution in the bottom

layer to increase the diversity of solutions.
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able 1
enchmark of mathematical test functions (Dimension = 50).

Function Bounds Fmin

F1 −20e−0.2
√

1
d

∑d
i=1 x2i − e−0.2

√
1
d

∑d
i=1 cos(2πxi) + 20 + e1 [−32, 32] 0

F2 10d +
∑d

i=1[x
2
i − 10 cos(2πxi)] [−5.12, 5.12] 0

F3
∑d

i=1
x2i

4000 −
∏d

i=1 cos
(

xi√
i

)
+ 1 [−600, 600] 0

F4
∑d

i=1 ix
4
i [−1.28, 1.28] 0

F5
∑d

i=1 x
2
i [−5.12, 5.12] 0

F6
∑D

i=1 ⌊xi + 0.5⌋2 [−100, 100] 0

F7
∑d

i=1

[∑i
j (xi)

]2
[−65, 65] 0

F8 (x1 − 1)2 +
∑d

i=2 i(2x
2
i − xi−1)2 [−10, 10] 0

F9
∑d

i=1 xi +
∏d

i=1 xi [−10, 10] 0

F10 maxi {|xi| , 1 ≤ i ≤ D} [−100,100] 0

F11
∑D

i=1 |xi sin (xi) + 0.1xi| [−10,10] 0

F12
∑D

i=1 sin (xi) ∗ (sin( ix
2
i

π
))20 [0, π ] 0

F13 (
∑D

i=1 x
2
i )

2 [−100,100] 0

F14
(∑D

i=1 |xi|
)(

e
∑D

i=1 − sin(x2i )
)

[-2π , 2π ] 0

F15
[∑D

i=1 sin 2 (xi) − e−
∑D

i=1 x2i
]
(e−

∑D
i=1 sin 2

√
|xi |) [−10,10] 0

6. Experimental results and discussion

The performance of the proposed SP-MO algorithm was eval-
ated on a set of uni-modal and multimodal benchmark mathe-
atical functions of IEEE CEC [81]. Besides, the optimized global
lignment technique (G-Aligner) using SP-MO was tested on real
iological protein sequences (Homo sapiens proteins) were gath-
red from NCBI to validate its performance for measuring the
imilarity between pair of sequences. The founded similarity of
cores is compared with that founded by the exact NW global
lignment [33] to validate the quality of the solution of G-Aligner.
esides, the similarity of COVID-19 protein was measured with
he other 13 viruses to validate the performance of G-Aligner
ased on SP-MO. The results of the SP-MO algorithm were com-
ared with other recent development of SCA in the literature such
s m-SCA, ISCA, SCA-DE, SCA-PSO and ASCA-PSO, SCA-GWO, and
SCF.

.1. Evaluation of SP-MO’s performance on mathematical bench-
ark functions

In this section, the developed SP-MO algorithm was tested
n 15 mathematical benchmark functions (unimodal and multi-
odal) that are described in Table 1. Table 2 shows the average
ptimum results (30 independent runs) for the proposed SP-MO
lgorithm versus other algorithms in the literature to find the
ptimum value of the mathematical functions in Table 1.
SP-MO has superiority over other algorithms for all functions

y finding the minimum fitness of the functions near the opti-
um. While SCA-DE, ASCA-PSO, SCA-PSO, SCA-GWO, and CSCF
chieved near the optimum for some functions with lower ac-
uracy than that of SP-MO. SCA-DE provided poor results for
unctions (F1, F2, F6, F9,F10, F11, F13 and F14) and ASCA-PSO is poor
or functions (F1, F2, F6, F9,F10, F11, F13 and F14). SCA-PSO provided
oor results for the functions (F1, F2, F3, F4,F6, F7, F9, F11, F13, and

F14) and SCA-GWO is poor for all the function except (F7, F8, F10,

F12, and F15).

7

For the rest of the algorithms, it provided poor results in
all functions approximately which reflects the powerful of the
proposed method (SP-MO). The addition of the mutation operator
and avoiding trapping in the local minima with aiding of applying
the opposition to the solutions become in nearby aid for efficient
exploration in the search space.

Besides, the synergy of exploration and exploitation of the
search space using SCA and PSO enhance the provided quality of
solutions.

Table 3 shows the standard deviation of the results that were
provided using SP-MO in comparison with other algorithms in
the literature. As shown in Table 3 the proposed method SP-MO
provided the lowest standard deviation while other algorithms
produce higher standard deviation. That reflects the robustness
of SP-MO and shows the significance of using mutation operator
and opposition to intensify the search space more accurately.

So, evaluating the performance of SP-MO for finding the op-
timal value of benchmark mathematical functions concludes its
superiority over other algorithms in the literature in terms of
quality of solution and robustness.

6.2. Estimating the similarity of biological sequences using G-Aligner
based on SP-MO algorithm

In this section, the performance of G-Aligner based on SP-MO
was evaluated in measuring the similarity of biological sequences
(set of Homo sapiens) and finding the similarity of COVID-19
virus with other viruses. NW alignment algorithm provides the
accurate alignment score (similarity) hence it was used as a
reference in comparison.

The performance of G-Aligner based on different techniques
in terms of execution times was tested on a set of biological
sequences each pair have a product of its lengths ranges from
100,000 to 9,000,000. The G-Aligner was implemented on MAT-
LAB software toolkit on a computer machine that has a processor
Core I3 (3.14 GHz for each processor) and 4 GB RAM. The number
of iterations of the meta-heuristic techniques is 200, the search
agents of different techniques were assigned as in Table 4 accord-
ing to the product of lengths of the aligned sequences. Table 5
shows the setting of parameters of the meta-heuristic techniques
used for implementing the G-Aligner.

Fig. 5 shows the execution time of NW global alignment
against G-Aligner based on meta-heuristic techniques for aligning
pair of biological sequences have a product of lengths of their
sequences ranges from 100000 to 9000000. As shown in figure
G-Aligner based on various meta-heuristic techniques consumes
a smaller execution time than that of NW global alignment
especially for longer sequences. This test verifies the significant
computational time improvement of G-Aligner over NW global
alignment. However, SP-MO consumes the greater execution time
that is due to its big-time complexity than other meta-heuristic
algorithms were used in the test which represents one of its main
limitations.

6.2.1. Measuring the similarity Homo sapiens proteins using G-
Aligner

The performance of G-Aligner based on the various meta-
heuristic technique for measuring the similarity score of pair of
sequences are evaluated using a set of pair of biological protein
sequences (Homo sapiens proteins) gathered from NCBI. The ex-
perimental results were executed based on the parameter setting
of Table 2 while Eq. (2) was used as the fitness function to score
the similarity (+1 used for similar residues and otherwise is 0).

G-Aligner was implemented using the proposed SP-MO and
the results were compared versus the results of standard SCA,

PSO, ISCA, m-SCA, SCA-PSO and SCA-DE, ASCA-PSO, SCA-GWO,
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Table 2
The average results for all algorithms for 30 independent runs.
F SP-MO m-SCA SCA PSO ISCA SCA-DE ASCA-PSO SCA-PSO SCA-GWO CSCF

F1 3.20E−07 0.37 2.3 1.21 1.20 1.50E−14 2.30E−15 0.62 2.60E−13 0.034
F2 2.30E−06 0.68 82.5 11.69 3.20 0.09 0.12 2.10 0.21 3.67
F3 8.50E−17 0.13 0.28 0.26 0.37 2.10E−4 0.002 0.008 4.50E−05 0.00243
F4 0 0.80 1.10 0.7 0.34 0.007 4.20E−3 0.06 3.01E−03 8.98E−03
F5 5.20E−68 7.00E−06 1.85E−14 0.08 0.07 1.90E−16 7.30E−71 9.10E−20 8.50E−12 10.4E−03
F6 3.40E−15 0.71 12.1 5.20 7.89 7.60E−08 6.20E−06 1.20 0.98 2.45
F7 4.5E−128 1.52 90 120.8 3.20 2.30E−16 4.10E−68 5.73 6.70E−10 3.95
F8 4.80E−14 4.20E−02 2.40 18.71 0.30 3.48E−04 8.52E−06 1.77 6.54E−09 1.24
F9 2.20E−65 0.08 5.2 3.50 0.09 2.50E−04 4.10E−10 0.06 1.03 2.34
F10 1.6E−137 0.13 2.76 2.63 0.40 4.50E−26 0.004 0.12 3.45E−03 0.245
F11 2.19E−04 3.40 5.13 4.31 1.03 1.20 3.25 1.4 0.97 1.89
F12 0 2.30 4.93 6.20 1.42 4.60E−03 3.60E−02 0.0008 0.004 4.9E−03
F13 0 1.30 4.20 3.65 0.43 3.65E−05 2.10E−02 0.05 8.64E−06 1.045
F14 2.07E−06 0.70 6.70 3.56 0.93 1.30E−03 0.47 1.03 0.067 2.53
F15 3.67E−13 3.20 7.23 4.23 2.10 2.30E−04 0.004 0.03 3.7E−03 0.00078
Table 3
Standard Deviation of SP-MO versus comparative algorithms.
F SP-MO m-SCA SCA PSO ISCA SCA-DE ASCA-PSO SCA-PSO SCA-GWO CSCF

F1 3.20E−07 0.757 3.41 1.21 0.97 0.62 0.65 0.37 0.068 0.236
F2 0 2.09 17.6 11.69 2.68 1.36 3.64 8.68 0.543 0.326
F3 8.84E−22 0.234 0.37 0.26 0.30 0.03 0 0.006 0.017 0.085
F4 1.49E−28 0.702 0.34 0.97 0.90 0.06 0 0.12 0.039 0.466
F5 1.85E−14 0.624 1.27 0.08 0.80 0 3.12E−12 7.00E−06 0.0234 0.443
F6 0 0.554 14.4 3.42 0.71 2.34 2.63 0.71 2.06 0.026
F7 0.003 0.016 0.48 2.14 0.02 6.10E−09 6.20E−06 0.02 6.8E−10 0.019
F8 0 0.001 2.03 4.20 1.80E−03 4.50E−06 2.80E−13 1.80E−16 4.3E−06 0
F9 0 2.668 18.49 120.8 3.42 0.08 11.07 0.08 0.018 3.056
F10 0 0 5.60 18.71 3.05E−04 1.77 0.29 3.05E−02 1.371 0
F11 6.38E−08 0.062 18.18 0.88 0.08 0.06 0.18 0.08 0.020 0.034
F12 0 0 1.20 4.49E−02 4.40E−04 7.10E−08 9.20E−09 4.40E−04 7.0E−08 0
F13 2.65E−07 0.881 7.78 2.63 1.13 0.12 0.48 0.73 0.021 0.075
F14 0.0052 2.652 5.13 4.31 3.40 1.4 0.02 2.31 0.699 2.136
F15 1.90E−16 1.638 3.54 1.23 2.10 8.30E−07 4.36E−8 1.00E−03 2.1E−07 1.284
Table 4
The number of search agents used for G-Aligner according
to each technique.
m × n Search agents

100000 10
150000 20
400000 30
700000 50
900000 80
1200000 100
1700000 130
2000000 150
2500000 180
3000000 200
3500000 220
4500000 250
6000000 300
7000000 350
8000000 380
9000000 400

and CSCF) and the results of NW global alignment algorithms
were used as a reference to validate the results of G-Aligner.

Table 6 presents the similarity scores measured by G-Aligner
sing SP-MO and other techniques. The first column shows the
rotein ID of all biological sequences of data used in the test. G-
ligner based on SP-MO provided the highest score for all pairs
f comparisons with an average score of 75% of that provided
y the exact global alignment algorithm (NW) which proves its
owerful capability over all other algorithms in the comparison.
-Aligner based on SCA and PSO achieved approximate results
8

Fig. 5. Execution time of NW-Alignment versus G-Aligner based on different
metaheuristic techniques.

where the average similarity scores are 39% for SCA and 38% for
PSO relative to that measured by NW global alignment. ISCA and
m-SCA achieve average similarity scores of 42% which have no
enhancement of SCA for G-Aligner. However, m-SCA produces a
smaller standard deviation of the experimental results than ISCA
and SCA as shown in Table 7.

The G-Aligner based on hybrid techniques SCA-DE and SCA-
PSO achieved average similarity scores of 46% and 49% in order
and the two techniques have smaller standard deviation than
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Table 5
The setting values for the parameters of G-Aligner based on a different technique.

Algorithm Parameter Value

NW Alignment
Match +1.0
ge −0.5
go −1.0

G-Aligner

SCA
m-SCA
ISCA

a 20

PSO
Inertia Coefficient 0.2
Local coefficient (C1) 1.5
Global coefficient (C2) 1.5

SP-MO
ASCA-PSO
SCA-PSO

Inertia Coefficient 0.2
Local coefficient (C1) 1.5
Global coefficient (C2) 1.5
A 20

SCA-DE
Beta 0.3
PCR 0.3
A 20
Fig. 6. Similarity scores of aligning COVID-19 against 13 viruses based on
-Aligner using SP-MO versus ASCA-PSO and NW algorithm [33].

CA. The hybrid of SCA and PSO (ASCA-PSO) has a great enhance-
ent by over the performance of SCA where it achieves 51.5%
f the exact similarity scores founded by NW global alignment.
SCA-PSO has a standard deviation results approximate to SCA-
E and SCA-PSO. SCA-GWO provided an average score of 45%
hile CSCF had an average score of 44%.
The proposed technique SP-MO for G-Aligner achieved the

ighest similarity scores with 75% of the exact similarity scores
ounded by NW global alignment with the lowest standard de-
iation among all techniques as shown in Table 7. That verifies
he superiority of G-Aligner based on SP-MO over the other
lgorithms in the literature for finding the highest similarity score
ear to the exact one as possible in small time.

.2.2. Measuring similarity of COVID-19 versus other viruses using
-Aligner
The G-Aligner performance was validated by measuring the

imilarity of the COVID-19 virus with other viruses where all the
rotein of viruses gathered from NCBI. The viruses are (1) Middle
ast respiratory syndrome coronavirus (MERS-CoV), (2) Malaria,
3) Hepatitis C, (4) Hepatitis B, (5) Epstein–Barr virus (HHV-4), (6)
nfluenza A, (7) Influenza B, (8) Simian immunodeficiency virus,
9) Trachea Infections, (10) Severe acute respiratory syndrome
oronavirus (SARS-CoV), (11) Dengue virus, (12) Cowbox virus
nd (13) Alveolar proteinosis.
9

Fig. 6 presents the comparisons of measuring the similarity
of COVID-19 virus with viruses using G-Aligner based on SP-
MO, ASCA-PSO, and NW global alignment as a reference. The
horizontal line represents the index of the virus while the vertical
one represents the scale of similarity score. As shown in the figure
G-Aligner proposes a similarity score using SP-MO higher than
that of ASCA-PSO and is 75% of that measured by NW global
alignment.

Fig. 7 shows the comparison of similarity scores between
COVID-19 and other viruses using G-Aligner based on SP-MO
and the enhancement version of SCA in the literature review. As
shown in Fig. 7(a), m-SCA and ISCA achieved approximate scores
little better than that of SCA and PSO and in Fig. 7(b) SCA-DE and
SCA-PSO achieved approximate scores but ASCA-PSO beat them.
In Fig. 7(c), SP-MO beat SCA-GWO and CSCF with a significant
difference.

From Figs. 6 and 7 we can conclude them G-Aligner based on
SP-MO has the superiority of measuring the similarity scores with
the highest similarity scores of aligning COVID-19 with 13 viruses
that are 75% of the score measured by NW global alignment in a
reasonable time. SP-MO beat all algorithms in the literature due
to its hybrid mechanism which is based on the balance between
exploration and exploitation using SCA and PSO in order. Besides,
the mutation and opposition operator enhance the exploration
of the search space especially for sequences with huge lengths.
Besides, SP-MO has the advantage of avoidance the trapping in
local optima where there is a condition if the solutions become
nearby then apply the opposition operator to diverse the solution.

The main advantages of G-Aligner based on SP-MO as follows:

1- Measuring the similarity score of pair of biological se-
quences with a reasonable percentage of that measured by
NW global alignment algorithm (the exact ones) in very
small time especially with sequences with huge length at
low cost.

2- It can work offline or online and with any scoring weight
for measuring similarity.

3- It is easy to develop G-Aligner in the future by replacing
the meta-heuristic technique to test its performance and
develop it.

The main limitation of the proposed method (SP-MO) as fol-
lows:

1- It consumes execution time more than that of the ASCA-
PSO algorithm.

2- Implementing G-Aligner, provided a similarity score of 75%
of the exact result that measured by NW global alignment
which needs more enhancement.
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Table 6
The average similarity scores using G-Aligner based on meta-heuristic techniques versus exact scores of NW global alignment.
Protein ID (length) NW SCA PSO ISCA m-SCA SCA-DE SCA-PSO ASCA-PSO SCA-GWO CSCF SP-MO

1 Q08AH3
Q9ULC5

94 36 34 40 41 44 46 39 38 35 69

2 P18089
Q6P093

53 22 25 24 23 25 25 22 21 18 39

3 Q9Y2D8
Q5TYW2

96 36 34 39 41 43 46 37 39 36 70

4 Q9UBJ2
Q8NE71

107 41 38 41 46 50 50 46 47 44 77

5 Q9H172
Q9H222

131 50 47 52 58 59 63 51 53 50 98

6 Q12979
Q96P50

129 53 49 57 58 58 65 58 57 54 90

7 Q12979
Q15027

125 46 41 53 57 59 62 55 52 49 98

8 Q9UG63
O95870

72 28 29 32 30 33 34 28 31 28 56

9 Q8WWZ7
Q96GR2

93 34 33 40 39 42 45 38 38 35 66

10 O95870
Q6H8Q1

83 33 35 38 34 37 40 34 31 28 60

11 O95342
Q96J66

192 74 69 78 80 83 95 79 77 74 138

12 Q8IUA7
Q6H8Q1

209 75 76 81 91 95 104 92 91 87 165

13 P55198
Q96J66

126 45 40 59 53 59 60 54 54 50 97

14 Q8NFM4
Q9BZC7

156 59 57 68 68 68 78 64 64 60 113

15 Q9UKV3
Q07912

171 63 60 73 70 75 86 71 71 67 124

16 A8K2U0
Q8NFM4

172 60 55 67 72 81 87 79 80 76 128

17 O60706
Q9UKV3

158 57 55 65 69 74 80 70 74 70 115

18 O43306
Q6IQ32

140 53 49 54 59 61 70 56 60 56 106

19 Q7Z5R6
Q8N961

27 13 11 14 12 13 14 8 12 8 20

20 A0PJZ0
Q96IX9

26 39 39 58 50 49 48 46 46 42 80

21 Q96IX9
P86434

20 8 8 10 10 10 11 10 7 3 15

22 Q96IU4
Q969K4

37 16 14 19 19 19 20 14 14 10 27

23 P14060
Q7L8J4

50 20 20 25 26 26 25 22 23 18 38

24 J3QRE5
H7C0G5

29 11 12 14 15 15 16 12 15 10 22

25 P04229
P13761

245 94 90 115 127 130 121 122 126 121 183

26 P14060
Q7L8J4

157 63 57 76 82 78 79 72 75 70 116

27 Q8R4X
Q8VD53

32 14 12 16 17 16 17 11 12 7 23

28 P68510
P63101

148 61 58 68 73 72 79 69 68 63 105

29 A0PJZ0
Q96IX9

26 11 11 12 13 14 14 11 11 9 20
3- It was tested on real biological sequences that have a
product of lengths up to 9,000,000 which need to increase
the length of sequences and test its performance to develop
it.
10
7. Conclusion

This work proposed an accelerated global alignment technique
(G-Aligner) based on meta-heuristic algorithms to measure the
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Table 7
The standard deviation of G-Aligner based on different meta-heuristic for a 20 independent run.
Protein ID (length) SCA PSO ISCA m-SCA SCA-DE SCA-PSO ASCA-PSO SCA-GWO CSCF SP-MO

1 Q08AH3
Q9ULC5

2.33 3.57 2.5 0.9 0.91 0.3 0.57 1.11 1.01 0.61

2 P18089
Q6P093

1.84 2.01 1.41 0.75 0.63 0.26 1.58 0.83 0.92 0.80

3 Q9Y2D8
Q5TYW2

2.69 1.81 1.27 1.01 0.91 0.59 0.78 1.11 1.16 0.37

4 Q9UBJ2
Q8NE71

2.46 2.75 1.93 0.94 0.4 1.06 0.88 0.6 0.57 0.24

5 Q9H172
Q9H222

3.17 4.53 3.17 1.15 0.74 0.85 2.42 0.94 1 0.8

6 Q12979
Q96P50

1.64 3.97 2.78 0.69 0.48 0.07 0.7 0.68 0.83 0.44

7 Q12979
Q15027

2.46 2.1 1.47 0.94 0.75 1.39 1.22 1.09 1.86 0.55

8 Q9UG63
O95870

2.27 2.31 1.62 0.88 0.42 1.01 1.36 0.76 1.09 0.63

9 Q8WWZ7
Q96GR2

2.37 1.63 1.14 0.91 1.1 0.88 1.04 1.44 1.78 0.4

10 O95870
Q6H8Q1

1.96 2.95 2.07 0.79 0.47 0.8 0.89 0.81 1.12 0.74

11 O95342
Q96J66

4.5 9.27 6.49 1.55 0.82 2.42 2.66 1.16 1.29 0.91

12 Q8IUA7
Q6H8Q1

2.37 3.17 2.22 0.91 1 0.72 4.05 1.34 1.22 0.23

13 P55198
Q96J66

2.72 1.23 0.86 1.01 0.61 1.49 0.94 0.95 1.7 0.4

14 Q8NFM4
Q9BZC7

3.77 1.4 0.98 1.33 0.78 0.37 0.77 1.12 0.99 0.48

15 Q9UKV3
Q07912

1.07 2.4 1.68 0.52 0.43 0.02 1.58 0.77 1.4 0.72

16 A8K2U0
Q8NFM4

5.96 2.88 2.01 1.99 1.86 4.04 1.31 2.2 2.76 0.84

17 O60706
Q9UKV3

1.84 1.84 1.29 0.75 0.4 0.42 0.41 0.74 0.67 0.95

18 O43306
Q6IQ32

2 1.96 1.37 0.8 0.53 0.45 1.55 0.87 1.01 0.66

19 Q7Z5R6
Q8N961

1.4 1.4 0.98 0.62 0.9 0.91 0.95 1.07 1.44 0.36

20 A0PJZ0
Q96IX9

2.25 3.44 2.41 0.88 0.71 0.99 1.85 0.88 0.86 0.61

21 Q96IX9
P86434

2.52 2.64 1.78 0.43 0.21 0.85 0.97 0.38 0.3 0.28

22 Q96IU4
Q969K4

2.31 2.5 1.63 0.72 0.43 0.70 0.94 0.6 0.72 0.25

23 P14060
Q7L8J4

2.58 2.41 1.51 0.73 0.38 0.88 0.84 0.55 1.16 0.16

24 J3QRE5
H7C0G5

2.48 2.28 1.64 0.88 0.25 0.73 0.96 0.42 1.23 0.45

25 P04229
P13761

2.33 2.25 1.81 0.75 0.33 0.90 1.2 0.5 1.43 0.28

26 P14060
Q7L8J4

2.22 2.36 1.65 0.44 0.43 0.92 0.86 0.6 0.75 0.47

27 Q8R4X
Q8VD53

2.24 2.34 1.44 0.6 0.43 0.93 0.78 0.6 0.63 0.36

28 P68510
P63101

2.55 2.38 1.71 0.67 0.41 0.84 1.30 0.58 0.73 0.19

29 A0PJZ0
Q96IX9

2.48 2.33 1.64 0.87 0.47 0.94 1.03 0.64 0.97 0.55
similarity score of the pair of biological sequences in a small time
at a low cost. The main benefit of G-Aligner it can scan biological
databases fastly to filter the highest similarity sequences to a
query one with acceptable similarity measurements near to the
11
exact ones. The developed algorithm (SP-MO) was tested on a set
of benchmark mathematical functions in comparison with recent
related work in the literature. SP-MO algorithm has superiority
over the relevant studies in the literature by finding the best
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Fig. 7. Similarity scores of aligning COVID-19 against 13 viruses based on
-Aligner using SP-MO versus various stochastic techniques in the literature.

inimum fitness values of all functions with the lowest standard
eviation. Besides, G-Aligner based on SP-MO was validated by
easuring the similarity of COVID-19 virus with the other 13
iruses. G-Aligner using SP-MO succeeded to measure the similar-
ty with 75% of the exact one but in execution time very smaller
han that of the exact global alignment.
12
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