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Purpose: We evaluated the use of massive transformer-based language models to
predict glaucoma progression requiring surgery using ophthalmology clinical notes
from electronic health records (EHRs).

Methods: Ophthalmology clinical notes for 4512 glaucoma patients at a single center
from2008 to 2020were identified from the EHRs. Four different pre-trained Bidirectional
Encoder Representations from Transformers (BERT)-based models were fine-tuned on
ophthalmology clinical notes from the patients’ first 120 days of follow-up for the task
of predicting which patients would require glaucoma surgery. Models were evaluated
with standard metrics, including area under the receiver operating characteristic curve
(AUROC) and F1 score.

Results: Of the patients, 748 progressed to require glaucoma surgery (16.6%). The
original BERT model had the highest AUROC (73.4%; F1 = 45.0%) for identifying these
patients, followed by RoBERTa, with an AUROC of 72.4% (F1 = 44.7%); DistilBERT, with
an AUROC of 70.2% (F1 = 42.5%); and BioBERT, with an AUROC of 70.1% (F1 = 41.7%).
All models had higher F1 scores than an ophthalmologist’s review of clinical notes (F1=
29.9%).

Conclusions: Using transfer learning with massively pre-trained BERT-based models is
a natural language processing approach that can access the wealth of clinical informa-
tion storedwithin ophthalmology clinical notes to predict the progression of glaucoma.
Future work to improvemodel performance can focus on integrating structured or ima-
ging data or further tailoring the BERT models to ophthalmology domain–specific text.

Translational Relevance: Predictive models can provide the basis for clinical decision
support tools to aid clinicians in identifying high- or low-risk patients tomaximally tailor
glaucoma treatments.

Introduction

Glaucoma is a leading cause of irreversible blind-
ness worldwide. The estimated prevalence of glaucoma
is rising, from an estimated 76 million in 2020 to 111.8
million in 2040.1 For many patients, glaucoma is a
slowly progressive disease that, with routine treatments,
can be stable over long periods.2 However, it can be
difficult to identify which subset of glaucoma patients
will progress to require invasive surgery, because each
patient is a complex combination of clinical factors,
such as glaucoma subtype,3–5 glaucoma medication
usage patterns,3,5 surgical history,3–6 and intraocular

pressure (IOP),5 among others. Prospectively distin-
guishing between patients with likely progressive or
stable disease could enable more aggressive interven-
tions or relax the burden of follow-up and testing in
appropriate populations.

Predictive models to predict glaucoma progression
have typically relied on testing data, such as retinal
nerve fiber layer optical coherence tomography or
visual fields (VFs). However, it has been a challenge to
incorporate a patient’s clinical history, which typically
resides within the patient health record, into these
predictive models. The adoption of electronic health
records (EHRs) has presented an opportunity to
develop machine learning and deep-learning models

Copyright 2022 The Authors
tvst.arvojournals.org | ISSN: 2164-2591 1

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License.

mailto:sywang@stanford.edu
https://doi.org/10.1167/tvst.11.3.37
http://creativecommons.org/licenses/by-nc-nd/4.0/


Predicting Glaucoma Progression With BERT TVST | March 2022 | Vol. 11 | No. 3 | Article 37 | 2

based on these data to predict glaucoma progres-
sion. Structured EHR data, such as demographics and
billing codes, are the easiest data to access within
the EHR and have been shown to provide some
predictive value for the progression of glaucoma.7
However, granular clinical data such as patient present-
ing symptoms, medical and surgical history, and exami-
nation findings are difficult to extract and integrate into
predictive models, as these data typically reside within
free-text clinical notes in unstructured formats. It is
unclear what is the best way to integrate information
from free text into models, especially in ophthalmology
where this field of research is nascent.

Recent advances in natural language processing
(NLP) with deep learning have enabled initial studies
integrating the free-text clinical data into prediction
models in general biomedical domains. Several studies
integrate the clinical data from the free-text notes
with convolutional neural networks (CNNs)8,9 and/or
word embeddings trained with a Continuous Bag
of Words model.8 Bidirectional Encoder Represen-
tations from Transformers (BERT), a deep-learning
language model with transformer-based neural archi-
tecture, enabled major breakthroughs in NLP with
state-of-the-art results in many general language tasks,
including text classification.10–12 Studies from a variety
of medical fields have applied BERT to clinical notes
to perform prediction and classification, such as identi-
fying cartilage lesions from radiology reports, predict-
ing unplanned readmissions following arthroplasty,
and others.13,14 Thus, we hypothesized that applying
BERT-based models to ophthalmology clinical notes
may be a promising method for predicting which
glaucoma patients will progress to surgery.

In this paper, we compare the performance of
various BERT-based models with regard to the use of
clinical free-text progress notes to predict glaucoma
progression to surgery. Four different widely accepted
BERT-based models—original BERT, BioBERT,
RoBERTa, and DistilBERT—were selected. We
demonstrated that BERT-based models can provide
some predictive value for the progression of glaucoma
based on the clinical free-text notes, representing the
first efforts demonstrating the use of BERT-based
models for ophthalmology clinical text.

Methods

Data Source, Study Cohort, and Population
Characteristics

We identified from the Stanford Clinical Data
Warehouse15 unique adult patients from 2009 to

2018 who underwent incisional glaucoma surgery
(Current Procedural Terminology codes 66150, 66155,
66160,66165, 66170, 66172, 66174, 66175, 66179,
66180, 66183, 66184, 66185, 67250, 67255, 0191T,
0376T, 0474T, 0253T, 0449T, 0450T, 0192T, 65820,
65850, 66700, 66710, 66711, 66720, 66740, 66625,
and 66540) or who had two or more instances of a
glaucoma diagnosis but did not undergo glaucoma
surgery (International Classification of Disease [ICD]-
10 codes H40- [except H40.0-], H42-, Q150-, and
their ICD-9 equivalents). Surgical patients must have
had at least 120 days of baseline follow-up prior to
surgery. Non-surgical patients must have had at least
120 days of follow-up. In all, there were 748 surgical
patients and 3764 nonsurgical patients. A flow diagram
illustrating the cohort creation is presented in Figure 1.
Population characteristics, including demographic
information and baseline visual acuity and intraocular
pressure, were summarized for the cohort using struc-
tured data available from the EHR,16 with proportions
for categorical variables and means and standard
deviations for continuous variables. Research was
approved by the Stanford Institutional Review Board
and adhered to the tenets of the Declaration of
Helsinki.

Clinical Notes Dataset

We identified the first three clinical progress notes
from within the first 120 days of follow-up and
combined them into a single document for each
patient. This period was chosen because new patients
to our institution frequently return on separate visits
to complete baseline testing such as imaging and visual
fields, and it is common to take approximately 3months
to complete the testing. The train, validation, and
test datasets were randomly split with an approximate
ratio of 8:1:1. The training set contained 601 surgical
patients and 3011 nonsurgical patients. The validation
dataset contained 63 surgical patients and 337 nonsur-
gical patients. The test dataset contained 84 surgical
patients and 416 nonsurgical patients.

Modeling Approach

Overview
BERT-based language models are trained in an

unsupervised manner over large corpora of text in
order to generate representations of the words that
reflect their use and meaning. The original BERT
model has undergone a variety of different refinements,
having been pre-trained on different types of corpora
or with slightly different parameters, as summarized
below. We evaluated four pre-trained BERT-based
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Figure 1. Flow diagram of patient identification and cohort creation.

models from the huggingface platform17 for our task
of predicting glaucoma progression requiring surgery
using clinical free-text notes:

• BERT—BERT is short for Bidirectional Encoder
Representations from Transformers, and its archi-
tecture relies on the attention mechanism to
learn the inner representation of the language.
It was pre-trained on a general English language
corpus (BookCorpus andEnglishWikipedia), with
masked language modeling and next sentence
prediction tasks.10 We applied bert-base-uncased
(12 layers, 768 hidden states, 12 heads, 110 million
parameters) to represent the key information from
the clinical notes.
• BioBERT—BERTwas trained on a general corpus
that does not include domain-specific vocabulary.
However, domain-specific terms contain key infor-
mation in the biomedical text. BioBERT (Bidirec-
tional Encoder Representations from Transform-
ers for Biomedical Text Mining) was designed
to improve our understanding of the biomedi-
cal text by pre-training on the biomedical domain
corpus (PubMed abstracts and PubMed Central
full-text articles) with BERT weights initializa-
tion.18 BioBERT-Base v1.1 (+PubMed 1M) was
selected because of its reported excellent perfor-
mance.
• RoBERTa—To improve the performance of
BERT, a robustly optimized BERT approach
(RoBERTa) was introduced by following the

same training process as BERT with slight adjust-
ments.19 RoBERTawas trained for a longer time on
dynamically masked longer sequences with larger
batch sizes. We applied a roberta-base (12 layers,
768 hidden states, 12 heads, 125 million param-
eters) to predict the progression of glaucoma
requiring surgery.
• DistilBERT—The BERT-based model is large and
requires significant computational resources to
train and perform inference with, limiting its appli-
cation in practice. DistilBERT was proposed to
compress the model size and maintain the same
model performance.20 More specifically, Distil-
BERT was trained on the same corpus as BERT
to mimic the behavior of the BERT base model
by returning the same probabilities and generating
the same hidden states. We used the distilbert-base-
uncased (6 layers, 768 hidden states, 12 heads, 66
million parameters) to encode the clinical text.

Data Preprocessing
Clinical notes were preprocessed to remove

stopwords (a, all, also, an, and, are, as, at, be, been,
by, for, from, had, has, have, in, is, it, may, of, on,
or, our, than, that, the, there, these, this, to, was, we,
were, which, who, with). All letters were processed
to be lowercase. Because RoBERTa and BioBERT
were pre-trained based on a cased vocabulary, in a
sensitivity analysis we also fine-tuned these models on
cased ophthalmology clinical text, with similar results.
BERT-based models take as inputs each individual
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word (“token”) and break up rare words into multi-
ple subwords to reduce the overall model vocabulary
size. Subword tokenization algorithms were applied to
our text to prepare it for input into our BERT-based
models. After subword tokenization, clinical notes
were truncated or padded to the required 512 token
input length, which is the maximum length BERT can
accept. BERT was designed as a fixed-length model
with a maximum of 512 tokens, including the starting
token, [CLS], and ending token, [SEP].

Model Training
All BERT-based models have similar model archi-

tectures and were fine-tuned following a previously
described protocol.10 Briefly, we removed the pre-
training head of the model and added a randomly
initialized linear classifier that was passed through a
softmax function to obtain the probability of progres-
sion to glaucoma surgery. All parameters of themodels
were fine-tuned on our training dataset. Given that
most glaucoma patients do not experience progres-
sion to surgery and to address class imbalance and
prevent the model from learning a trivial classifier (i.e.,
predicting all patients will have no progression), we
used a weighted cross-entropy loss function, which
forces themodel to paymore attention to predicting the
minority class (progression to surgery) correctly. The
weight was defined as the ratio of negative to positive
labels, which was approximately 5. To perform hyper-
parameter tuning, we applied random search with early
stopping to obtain the best possible combinations of
hyperparameters for each model, as determined by
model performance on the validation set. The hyper-
parameters that we tuned were learning rate, number
of epochs, batch size, gradient accumulation, warm-up
steps, and dropout rate. A summary of the final hyper-
parameters used is provided in Supplemental Table S1.
All code for model training is publicly available.21

Evaluation

The F1 score (harmonic mean of precision and
recall), sensitivity (recall), specificity, positive predic-
tive value (precision), and negative predictive value
were used to measure the performance of the models
in predicting the progression of glaucoma requiring
surgery on a held-out test set. The output of each
model is a probability score that must be converted
to binary predictions based on a selected probabil-
ity threshold, which impacts those evaluation metrics.
We tuned the probability threshold on the validation
dataset to get the optimal F1 score. The selected thresh-
old was applied to calculate other metrics above. To
measure model performance independent of specific
classification thresholds, the area under the precision-

recall curve (AUPRC) and the area under the receiver
operating characteristic curve (AUROC) were selected.
To provide a baseline for human-level prediction
performance, a glaucoma specialist (SYW) reviewed
the charts of a sample of 300 patients from the held-out
test set and performed clinical predictions on whether
they would progress to requiring surgery based on their
clinical notes.

Interpretability
Because deep-learning neural networks tend to be

black boxes for which it is difficult to explain the logic
behind the prediction, we also qualitatively evaluated
our fine-tuned BERT model by performing explain-
ability studies based on the self-attention mechanisms
of the BERT models,12 similar to previously described
approaches.22,23 Thus, we investigated what types of
words were most important for predicting surgery or
no surgery in the following manner: (1) Example note
segments were passed through the fine-tuned BERT
model; (2) the self-attention mechanism sampled the
query, key, and value from the given input; (3) the
attention score was calculated as the matrix product
of the query and key matrix; and (4) the attention
score was transformed into a probability distribu-
tion with the softmax function. Finally, the attention
probabilities were used as weights and combined with
the value matrix to get the weighted sum of values.
The higher the attention weight is, the more atten-
tion the BERT model pays to the query-key token
pair and therefore the more important those tokens
are to the model prediction. The words comprising
the query-key token pairs at the highest (80th–90th)
percentile level of attentionweight in the example notes
were highlighted as those words being most impor-
tant to the BERTmodel when predicting surgery or no
surgery. Additional supplemental explainability analy-
ses to aggregate important words for prediction across
the entire test set are presented in the Supplementary
Materials.

Results

In this cohort, 16.6% (n= 748) of glaucoma patients
required glaucoma surgery. Population characteristics
as determined from structured data available from
the EHRs are described in Table 1. Although the
BERT language models could not include this struc-
tured information as input features, the information
is summarized here for greater general understanding
of the cohort. Mean age was 65 years old. The major-
ity of patients were white (41.9%) and Asian (27.1%).
Mean baseline IOP was 18.3 mmHg in the right eye
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Table 1. Population Characteristics

Total No Surgery Progressed to
(N = 4512) (N = 3764) Surgery (N = 748)

Age (y), mean ± SD 65.0 ± 17.9 65.0 ± 18.1 64.8 ± 17.0
Right IOP, mean ± SD 18.3 ± 12.3 18.0 ± 6.2 20.1 ± 27.7
Left IOP, mean ± SD 18.8 ± 19.1 18.3 ± 6.5 21.8 ± 45.8
Right visual acuity (logMAR), mean ± SD 0.39 ± 0.74 0.39 ± 0.74 0.43 ± 0.76
Left visual acuity (logMAR), mean ± SD 0.43 ± 0.78 0.43 ± 0.79 0.43 ± 0.76

N (%) N (%) N (%)

Gender (female) 2270 (50.3) 1920 (51.0) 350 (46.8)
Race
White 1892 (41.9) 1616 (42.9) 276 (36.9)
Asian/Pacific Islander 1225 (27.1) 992 (26.4) 233 (31.1)
Other/Native American 991 (22.0) 812 (21.6) 179 (23.9)
Black 216 (4.8) 168 (4.5) 48 (6.4)
Unknown 188 (4.2) 176 (4.7) 12 (1.6)

Ethnicity
Non-Hispanic 3791 (84.0) 3159 (83.9) 632 (84.5)
Hispanic/Latino 566 (12.5) 460 (12.2) 106 (14.2)
Unknown 155 (3.4) 145 (3.9) 10 (1.3)

Table 2. Performance Metrics for BERT Models for Predicting Glaucoma Progression to Surgery

Sensitivity Positive Predictive Negative Predictive
Model F1 (%) (Recall) Specificity Value (Precision) Value Accuracy Threshold

BERTBase 0.45 0.60 0.79 0.36 0.91 0.76 0.50
BioBERTv1.1+PubMed 0.42 0.69 0.67 0.30 0.92 0.68 0.48
RoBERTaBase 0.45 0.40 0.92 0.50 0.88 0.83 0.83
DistilBERTbase 0.43 0.64 0.72 0.32 0.91 0.71 0.54
Clinical prediction 0.29 0.25 0.90 0.34 0.85 0.79 —

and 18.8 mmHg in the left eye. The median baseline
documentation length was 1050.6 words (interquartile
range [IQR], 1086) for patients who did not progress
to surgery and 1159.1 words (IQR, 1043.5) for patients

who progressed to surgery. Performance metrics for the
different BERT models are shown in Table 2.

We developed and evaluated four different BERT-
based models with regard to predicting glaucoma

Figure 2. Receiver operating and precision recall curves for predictive models. The AUPRC (left) and AUROC (right) curves are shown for
the BERT, BioBERT, RoBERTa, and DistilBERTmodels, as well as for the clinical predictionmade by an ophthalmologist reviewing the patients’
notes.
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Figure3. Example clinical noteswith themost importantwords tomodel predictionhighlighted. Shownare excerpts fromexamplepatient
clinical notes, including those correctly and incorrectly classified by the model. Words that are most highly attended to in the model and
therefore most important to the prediction are highlighted in red.

surgery being required. BERT had the best AUROC
(73.4%), followed by RoBERTa, with an AUROC
of 72.4%; DistilBERT, with an AUROC of 70.2%;
and BioBERT, with an AUROC of 70.1%. Receiver
operating curves and precision recall curves are shown
in Figure 2. In order to qualitatively understand how
the models were making their predictions, we lever-
aged the attention-based architecture of BERT to
determine which words were most highly attended to
and therefore most important for making the predic-
tion. Example clinical notes with the most impor-
tant words are provided in Figure 3. Commonly
highlighted words included age, medication names, and
diagnoses.

Discussion

In this study, we utilized a transfer learning
strategy and fine-tuned four different BERT-based
models to compare their performance with regard

to predicting which subset of glaucoma patients will
experience progression to require surgery based on
their presenting clinical progress notes. Clinical notes
contain a wealth of information related to the history
of the illness, past ocular history, eye examination
findings, test results, and so forth, all of which could
contain key information to help predict the progres-
sion of glaucoma. Despite having different architec-
tural characteristics and being pre-trained on different
types of English-language corpora, the performance of
all of the BERT models was quite similar.

Most previous predictive models for glaucoma
progression have focused on using either structured
data7 or imaging and testing data, forgoing the
challenge of integrating clinical free text. Baxter et al.7
focused on using systemic data in EHRs, represented
by billing codes and other similar structured variables,
to predict the need for glaucoma surgery. Their most
effective model, a multivariable logistic regression,
reached an AUROC of 67%, a level that we were able
to outperform using only free-text clinical progress
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notes as inputs. Several other studies have presented
methods to detect glaucoma and predict its progres-
sion with OCT using machine learning24,25 and deep-
learning techniques such asCNNs.26 Our use of natural
language processing represents a new approach to
the problem of predicting glaucoma progression that
focuses on integrating clinical information in free-text
notes, which is different from approaches that are based
on imaging and structured data and require unique
data processing and modeling techniques.

Our study pioneers the investigation of using
BERT-based models for ophthalmology clinical notes.
We investigated BERT-based models, as they previ-
ously enabled a leap in performance on a variety of
language tasks in the NLP field. BERT is a pre-trained
model that can be fine-tuned to perform a variety
of specific downstream tasks. Compared with train-
ing a deep-learning model from scratch, using trans-
fer learning with pre-trained BERT models requires
fewer training data. Although no previous studies
have applied BERT to clinical notes to predict the
progression of glaucoma, studies in other medical
fields have used BERT with clinical notes to perform
other clinical prediction tasks. Mohammadi et al.14
demonstrated that BERT with clinical notes could
predict the unplanned readmissions following a hip
or knee arthroplasty, achieving an AUROC of 0.735.
Chen et al.13 explored the ability of BERT to identify
cartilage lesions in osteoarthritis patients with radiol-
ogy reports, achieving an accuracy ranging from 0.64
to 0.89, depending on the location and prevalence
of the lesions. Although these previous studies were
focused on different tasks in different medical fields,
our study to predict glaucoma progression requiring
surgery achieved a similar level of AUROC, up to
0.734 with the original BERT model, demonstrating
that our BERT-based models could recognize signal in
the text contributing to a glaucoma patients’ progno-
sis. Furthermore, all of the BERT-based models we
presented in this study outperformed the benchmark
performance of a glaucoma specialist producing clini-
cal predictions based on the same information on
F1 score. Of course, in a true clinical assessment,
glaucoma specialists would be able to directly view
patient exam and test findings, so their predictions
may exhibit better performance; however, until we can
develop models that can also directly combine imaging
features with text, the most direct comparison between
model and clinician performance would be based on
the free-text clinical notes alone. Our results represent
an important first step toward understanding how to
integrate the clinical information from clinical free text
intomodels, suggesting that BERT-basedmodels could
be a reliable starting point.

Our study also provides important comparisons
between different types of BERT models for integrat-
ing ophthalmology clinical text into predictive models.
DistilBERT is the lightest model among the four
BERT-based models compared, meaning that it has
the fewest parameters and requires the least compu-
tational resources to train. Although the performance
of the DistilBERT was 3.2% worse than BERT in
AUROC score, the training time for DistilBERT was
only half of the training time for BERT. It has
been reported that RoBERTa outperforms BERT in
General Language Understanding Evaluation bench-
mark results, but in our task RoBERTa demonstrated
slightly weaker performance than BERT, with a 1%
difference in AUROC score. Due to being pre-trained
on biomedical corpora containingmedical terminology
and usage, BioBERT was expected to perform better
than BERT in our task but did not. There are several
potential reasons for this, including that both the
general language corpora that BERT was pre-trained
on and the biomedical literature that BioBERT was
pre-trained on contain grammatically correct sentences
with strong sentence-to-next-sentence relationships.
However, clinical free-text progress notes in ophthal-
mology are often much less grammatical and may
contain long lists of terms or phrases that do not
have robust sentence-to-next-sentence relationships.
An ophthalmology domain-specific BERT model pre-
trained on ophthalmology clinical notes could mitigate
these issues and potentially achieve better perfor-
mance. A similar approach was taken by Mao et al.27
to develop a domain-specific BERT related to acute
kidney injury. Despite the expectation that RoBERTa
should outperform BERT on general language tasks,
and BioBERT should outperform BERT on biomed-
ical domain tasks, previous studies have reported the
opposite,28 suggesting that which type of BERT model
performs best may depend on the characteristics of the
text data and downstream tasks.

Although BERT-based models have enabled a leap
in performance in many general NLP tasks, they are
not the only approach to integrating free-text notes into
clinical prediction models. Neural word embeddings, in
which individual words are mapped to a multidimen-
sional vector space such that the position of each word
represents its meaning,8,29 is another approach that
we have used in prior models to predict visual acuity
outcomes of patients with low vision.8 Combined with
a CNN architecture designed for text, our custom
ophthalmology domain-specific neural word embed-
dings have shown promising model prediction perfor-
mance and may be a less computationally intensive
method of incorporating free text into notes.8 Thus,
these and similar approaches should also continue to be
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avenues of research for determining optimal methods
of developing clinical prediction models based on free
text.

In a similar vein, although transformer-based
models are state of the art for many text-processing
tasks, their staggering complexity can make them
difficult to explain. Similar to previous well-accepted
approaches,23,30,31 we leveraged the attention-based
mechanism of the model to examine which words were
most important to the model for making predictions
on specific example notes (“local explainability”). The
goal was to produce explainability figures for example
text that are analogous to explainability figures for
imaging deep-learningmodels that highlight important
pixels for making a prediction in individual example
images. Reassuringly, our explainability studies inves-
tigating which types of words are most highly attended
revealed that age, diagnoses, and use of different types
of medications were important to model predictions,
similar to risk factors a clinician would consider in
assessing a patient’s risk for surgery. It is important
to note that these representations of word importance
are actually one-dimensional summarizations of a two-
dimensional matrix where every word and its relation-
ship to every other word in the document have differing
weights. Thus, surrounding negation and context are
considered in the process by which the model attends
to particular words; therefore, this type of analysis goes
beyond simple counts of words or statistical compar-
isons between two groups (e.g., age). Although examin-
ing the attention matrix can highlight which words are
important in a given example, “global” explainability
methods for BERT models that attempt to character-
ize which words are most important for predictions
in general have yet to be developed or become well
established. Thus, this continues to represent an impor-
tant area for future research in order to gain credibility
with clinicians prior to deployment of such models in
practice.

Our study has several limitations that may present
opportunities for future research. First, our data and
cohort were from a single academic health center.
Although using transfer learning with a BERT model
pre-trained on massive corpora can mitigate some
challenges of training models on limited amounts of
data, using larger datasets and performing external
validation are ideal. Clinicians from different centers
may have different patterns of writing their clinical
documentation, which may impact model performance
and generalizability. Sharing clinical free text contain-
ing sensitive protected health information between
centers is a difficult challenge; therefore, it may be
ideal to re-train or fine-tune models using data local to
each health center, optimized for performance in each

locale, rather than attempt to train a universally gener-
alizable model. Second, the computational burden of
BERT-basedmodels scales quadratically with length of
the input notes; thus, pre-trained models are limited
to input sequences of length 512 tokens, shorter than
the length of many clinical notes. To improve perfor-
mance, novel methods of combining predictions on
note segments, building pre-trained models that can
accept longer input notes, randomly sampling words
from notes, or text summarization approaches can be
explored. In addition, our model was designed and
trained to predict the glaucoma progression requiring
surgery based on limited data from the initial presen-
tation and was not built to update over time as new
clinical information is accumulated. Future studies can
investigate how best to incorporate the time dimension
into these predictive models to allow for continuously
updatable predictions, as well as to take into account
the temporal gaps between patient encounters. Finally,
BERT models do not natively incorporate structured
data from EHRs; thus, future studies could develop
and investigate novel deep-learning model architec-
tures to fuse these two modalities of data, as well as
compare the predictive ability of models built using
these different types of data.

Conclusions

In conclusion, we present novel deep-learning
approaches to predict whether glaucoma patients will
progress to surgery, using transfer learning with pre-
trained BERT-based transformer models on clinical
free-text progress notes. Four different pre-trained
BERT-based models were explored and compared,
with similar results for each despite varying archi-
tectures and types of corpora used for pre-training.
Our models outperformed clinical predictions by an
ophthalmologist’s review of the same clinical informa-
tion, as well as previously published predictive models
based on structured (non-text) information from
electronic health records. Attention-based explainabil-
ity analyses suggest that the BERT models focus on
clinically relevant factors when making predictions;
additional research in the field of explainable artifi-
cial intelligence may eventually develop methods to
better understand these complex transformer-based
deep-learning models. Nevertheless, this study is an
important step toward understanding how to integrate
information from clinical notes into predictive models.
Future work is needed to determine how to integrate
longer clinical notes, structured EHR data, and
imaging data, whichmay further improve performance.
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