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 Abstract: Background: A variety of emerging medical imaging technologies based on artificial in-

telligence have been widely applied in many diseases, but they are still limitedly used in the cere-

brovascular field even though the diseases can lead to catastrophic consequences. 

Objective: This work aims to discuss the current challenges and future directions of artificial intelli-

gence technology in cerebrovascular diseases through reviewing the existing literature related to appli-

cations in terms of computer-aided detection, prediction and treatment of cerebrovascular diseases. 

Methods: Based on artificial intelligence applications in four representative cerebrovascular diseas-

es including intracranial aneurysm, arteriovenous malformation, arteriosclerosis and moyamoya dis-

ease, this paper systematically reviews studies published between 2006 and 2021 in five databases: 

National Center for Biotechnology Information, Elsevier Science Direct, IEEE Xplore Digital Li-

brary, Web of Science and Springer Link. And three refinement steps were further conducted after 

identifying relevant literature from these databases. 

Results: For the popular research topic, most of the included publications involved computer-aided 

detection and prediction of aneurysms, while studies about arteriovenous malformation, arterioscle-

rosis and moyamoya disease showed an upward trend in recent years. Both conventional machine 

learning and deep learning algorithms were utilized in these publications, but machine learning 

techniques accounted for a larger proportion. 

Conclusion: Algorithms related to artificial intelligence, especially deep learning, are promising 

tools for medical imaging analysis and will enhance the performance of computer-aided detection, 

prediction and treatment of cerebrovascular diseases. 
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1. INTRODUCTION 

As one of the leading causes of death and disability 
worldwide, cerebrovascular diseases (CVDs) often result in 
catastrophic consequences for patients and their families and 
place a significant burden on the healthcare system and soci-
oeconomic economy [1, 2]. According to the clinical out-
comes, CVDs are normally divided into hemorrhagic and 
ischemic types. Broadly speaking, intracranial aneurysm 
(IA) and arteriovenous malformation (AVM) are two com-
mon hemorrhagic CVDs, while arteriosclerosis (AS) and 
moyamoya disease (MMD) are two representative ischemic 
CVDs. Although these CVDs have different etiologies, path-
ophysiologies, treatment strategies, and prognoses, they have  
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several features in common. Primarily, the diagnosis can 
only be confirmed through angiography, such as computer 
tomography angiography (CTA), magnetic resonance angi-
ography (MRA) and digital subtraction angiography (DSA), 
among which DSA is considered the gold standard. Second, 
accurate and rapid diagnosis is based on sharp images and 
clinical knowledge of vascular anatomy rather than postop-
erative pathological results. Next, CVD prognosis depends 
on accidental hemorrhagic or ischemic events rather than the 
malignancy grade. Finally, several therapeutic strategies are 
optional, including open surgery, endovascular treatment, 
and medical treatment. 

Artificial intelligence (AI) is an umbrella term that en-
compasses many techniques of varying complexity that can 
be used to solve different problems. One notable subfield of 
AI that has recently gained significant interest is machine 
learning (ML), including advanced deep learning (DL) 
methods. In recent decades, AI has made great strides and 
has been widely used in medical imaging. Among these stud-
ies, the diagnosis of cancers based on a combination of imag-
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ing and pathology has achieved remarkable success in assist-
ing clinicians due to its exceptionally high accuracy. For 
example, all of the accuracies in lung cancer detection [3-5] 
were over 90% using classifiers such as support vector ma-
chine (SVM) [3], artificial neural network (ANN) [4] and 3D 
convolutional neural network (CNN) [5]. In metastatic breast 
cancer detection, two works [6, 7] achieved prominent per-
formance on whole slide image (WSI) classification with DL 
methods, which was close to or even higher than the 
pathologist’s diagnosis. In the field of CVDs, however, most 
advanced machine learning approaches have not been fully 
extended yet not only because of the complexity of the dis-
ease but also due to different demands for AI-based applica-
tions between cancer and CVDs. Primarily, accurate CVD 
diagnosis occurs through preoperative cerebral angiography, 
while the cancer diagnosis can only be confirmed by postop-
erative pathology. Therefore, AI models that combine medi-
cal imaging with pathology are not helpful for diagnosing 
CVDs. Second, most CVDs can be accurately identified 
from standard imaging by experienced clinicians. Thus, 
computer-aided detection models can help in rapid diagnosis, 
shorten the learning curve of inexperienced clinicians, and 
reduce the missed diagnosis rate. Third, most cancer pro-
gresses regardless of whether it is quick or slow, but CVDs 
may remain asymptomatic until the sudden onset of serious 
hemorrhage or infarction. Therefore, computer-aided predic-
tion of stroke events is of clinical significance. Finally, the 
little knowledge of the stroke risk in CVDs makes it difficult 
to determine the time of treatment. Since guidelines and clin-
ical experiences are highly dependent here, computer-aided 
models may be proposed to learn prior knowledge and help 
create treatment strategies. 

In this review, we survey the existing literature on the 
application of AI-based techniques in four main CVDs: an-
eurysm, AVM, AS and MMD. The methods and procedures 
that were used in reviewing systematic literature on the topic 
are presented in Section 2. The AI approaches are depicted 
and evaluated in three fields including detection, prediction, 
and treatment assistance for CVDs according to the selected 
studies in Section 3. Limited by the late development and 
few publications of AI application in CVDs, several AI tech-
niques in cardiovascular imaging are also discussed for ref-
erence since methods for the diagnosis or treatment of CVDs 
were mainly developed based on cardiovascular research. 
Then, the current challenges and future directions of im-
provement for these AI approaches are critiqued in Section 4 
and 5, which can shed light on AI applications in CVD med-
ical imaging, followed by a summary of the review in Sec-
tion 6. 

2. METHODS 

This study was conducted based on a systematic review 
protocol that helped achieve a comprehensive understanding 
of the research interest while providing further information 
for future studies. To achieve a supplementary search, five 
databases were selected and searched: (1) Elsevier Science 
Direct (SD), which offers broad access to scientific papers 
across different academic disciplines; (2) IEEE Xplore Digi-
tal Library, which covers all the technical and scientific liter-
ature in the fields of computer science, electrical and elec-
tronics engineering; (3) Springer Link, which is the world's 

most comprehensive online collection of scientific, techno-
logical and medical journals, books and reference works; (4) 
Web of Science (WoS), which consists of several literature 
search databases designed to support scientific and scholarly 
research; and (5) National Center for Biotechnology Infor-
mation (mainly using PubMed), which is one of the most 
popular databases in health and biomedical science. General-
ly, these databases provided rigorous insights for both re-
searchers and scholars by covering all the research disci-
plines from scientific and technological perspectives. 

2.1. Search Strategy 

The literature search was comprehensively conducted on 
the above databases on a span of 15 years between January 
2006 and May 2021, which was considered sufficient for 
coverage on artificial intelligence applications on CVD med-
ical imaging. Boolean operators such as ‘OR’ and ‘AND’ 
were utilized during the process to gather as much relevant 
literature as possible. The first group of keywords was the 
four major CVDs, and the second group was related to appli-
cations such as detection and prediction. Since there were 
various modalities in CVD-related medical imaging, we did 
not take certain modalities as keywords in the first step of the 
search to obtain more relevant literature, and the identified 
studies were reviewed in the following step to select those 
using medical images. 

2.2. Inclusion and Exclusion Criteria 

The inclusion criteria were as follows: (1) the paper was 
written in the English language and was submitted to a jour-
nal or conference as a research article, (2) the paper ad-
dressed artificial intelligence application on CVD medical 
imaging including computer-aided detection, prediction, and 
treatment; and (3) the paper used some machine learning-
related methods such as conventional image processing algo-
rithms, traditional classifier and advanced deep learning 
models. 

Regarding the exclusion criteria, apart from language, 
studies that did not present a clear scientific method for de-
velopment were also excluded. For example, papers that 
mainly focused on clinical or statistical analysis without any 
AI techniques could be excluded. In addition, there was little 
difference among the four diseases when scanning. For intra-
cranial aneurysms that had more relevant papers, studies that 
did not utilize enough medical images were excluded. How-
ever, for diseases with fewer papers, this criterion was re-
laxed slightly for further analysis. 

2.3. Study Selection and Data Extraction 

There were three steps for study refinement. The first 
step excluded duplicate papers published between January 
2006 and May 2021 in English. Next, the titles and abstracts 
of the publications were scanned to exclude papers not cov-
ered by the study scope. In particular, careful effort was tak-
en for AVM and AS because the location of their lesions is 
confusing. For example, many papers focused on pulmonary 
AVM or cardiac AS instead of the brain after the first re-
finement process, and they needed to be discarded in the 
second step. The remaining articles underwent the third 
screening step through full-text reading to investigate the 
relevance of the selected articles and exclude papers that did 
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Fig. (1). Flowchart of the systematic review to identify, screen and include relevant studies. (A higher resolution/colour version of this figure 
is available in the electronic copy of the article). 
 
not meet the eligibility criteria and study domain. After these 
refinement steps, 70 papers were included for detailed analy-
sis and extraction. Generally speaking, the final selected 
studies had advantages in either novel technical model or 
convincing performance based on huge dataset. The 
flowchart of this systematic review protocol is presented in 
Fig. (1). 

Since the aim of this review was to investigate the appli-
cation of artificial intelligence on medical imaging of CVDs, 
some technical attributes were focused on and collected dur-
ing the data extraction process. For instance, two medical 
data elements, modality and the number of subjects, were 
extracted to determine the distribution of different modalities 
and their corresponding volume, which may influence the 
performance. Other attributes that reflected algorithm infor-
mation, such as feature type and decision criteria, were also 
considered, which could present the commonly used features 
(e.g., morphology, hemodynamics) and algorithms in this 
area. This procedure was followed by a summary and table 
with descriptions of the main findings in the next section. 

3. RESULTS 

This section presents our taxonomy, which summarizes the 
final results (i.e., 70 articles) of the search process. For the 
application categories, we first classified four CVDs into 
hemorrhagic and ischemic groups, and in each of them, great 

utility of AI was found in three main clinical applications on 
CVD medical imaging: computer-aided detection, prediction 
and treatment assistance as shown in Fig. (2). Detection refers 
to the localization of objects of interest in medical images, and 
computer-aided detection tools can be regarded as an initial 
screen against errors of omission by reducing observational 
oversights [8]. Since the shape of some vascular lesion-like 
aneurysms is relatively regular and similar to a sphere or ellip-
soid, their detection may also realize segmentation to some 
extent. Once the suspicious region has been determined, it is 
imperative that some underlying risk be balanced before mak-
ing decisions on intervention or treatment, especially for 
asymptomatic cases. Therefore, computer-aided prediction 
aims to provide robust descriptors to capture the risk of rup-
ture, hemorrhage and infarction by integrating different kinds 
of features ranging from clinical and demographic information 
to morphological and hemodynamic characteristics. In addi-
tion to the aforementioned tasks, AI can also play a role in 
auxiliary treatment, such as real-time catheter segmentation 
and tracking, to provide a great convenience for the subse-
quent delivery of guidewires or image fusion to better guide 
bypass surgery. However, since this field requires high preci-
sion and multidisciplinary knowledge, it is still in its infancy, 
with few identified studies. 

Most medical imaging studies involved in the above 
three scenarios aim to extract some features from one or 
more imaging modalities to realize certain functions 
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Fig. (2). AI-based applications in CVDs. (A higher resolution/colour version of this figure is available in the electronic copy of the article). 
 
automatically or semiautomatically. Typically, after feature 
extraction, the realization of these functions can be imple-
mented by either rule-based or classifier-based algorithms. 
The rule-based method usually refers to some threshold and 
specific conditions from professionals or empirical 
knowledge as the decision criteria, while the classifier-based 
method learns a rule automatically and separates the underly-
ing classes optimally. Since the classifier-based scheme af-
fords high objectivity through its ability to characterize com-
plex patterns with less interobserver variability associated 
with assessment by human experts, the fundamental concept 
and corresponding characteristics of some common classifi-
cation algorithms on medical imaging analysis are intro-
duced first followed by the related literature explanation ac-
cording to different categories. 

3.1. Classification Algorithms 

An overview of the common machine learning algo-
rithms used in medical imaging analysis is given in Fig. (3). 
Even though only a few of them have been applied in CVDs, 
they still range from conventional machine learning algo-
rithms to emerging deep learning. Generally, it seems that 
conventional algorithms are more popular in CVD applica-

tions, but DL has been noticed with its greater generalizabil-
ity and robustness in other clinical scenarios, such as the 
diagnosis of lung cancer [9-11] or glioma [12-15], and this 
trend is gaining momentum in CVDs. The truly transforma-
tive aspect of DL methods is that they identify features im-
plicitly instead of requiring a priori assumptions of what 
image features are important. Typically, DL works well with 
large quantities of data, while classical ML methods have 
advantages for smaller datasets [16]. Thus, it is important to 
use an appropriate classification algorithm contingent on the 
specific problem, and the respective characteristics of each 
algorithm are discussed in the following section. 

3.1.1. Conventional Machine Learning Algorithms 

3.1.1.1. K-Nearest Neighbor 

As the simplest form of supervised classifier, K-nearest 
neighbor (KNN) is a typical representation of lazy learning 
since it does not require explicit classification function train-
ing. After storing some classified training data, classification 
of an independent test sample is performed by identifying the 
most similar measures, for example, the lowest Euclidean 
distance, between training and the test samples and then 
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Fig. (3). Framework of common machine learning algorithms. (A higher resolution/colour version of this figure is available in the electronic 
copy of the article). 

assigning the most frequent label of the K-nearest training 
neighbors to the test sample [17]. It is obvious that the selec-
tion of K is quite important and even accounts for significant 
differences among classification results with different K, as 
shown in Fig. (4). Even though KNN is a nonparametric es-
timation that is easy to implement and insensitive to outliers, 
it has large computational complexity and tends to be less 
effective when dealing with class-imbalanced problems. 

3.1.1.2. Linear Discriminant Analysis 

A linear classifier can be viewed as learning a line or 
boundary (i.e., decision boundary) that separates points with-
in the two classes and discriminates their labels. Linear dis-
criminant analysis (LDA), namely, Fisher discriminant anal-
ysis [18], is one of the classical linear methods that aims to 
project high-dimensional samples to an optimal one-
dimensional space by maximizing the variance in the be-
tween-class to within-class ratio. This principle highlights 
the difference among samples for powerful classification 
ability, and some nonlinear classifiers, such as quadratic dis-
criminant analysis (QDA), have been developed. However, it 
may lead to overfitting because it has to consider all samples 
to determine the optimal boundary. 

3.1.1.3. Support Vector Machine 

Unlike LDA, which requires the whole dataset to build 
the optimal decision boundary, SVM only utilizes a set of 
training samples that lie closest to the boundary, known as 
support vectors [19], and then maximizes the margin be-
tween the boundary and support vectors from both sides. 
Despite its linear background, SVM algorithms have been 
extended into nonlinear problems with the help of a kernel 

function. In addition, the introduction of soft margins to al-
leviate overfitting also contributes to the stable performance 
of SVMs, making them one of the most popular methods. 
However, considering the complexity of solving quadratic 
programming, SVM is more applicable to problems with 
small sample sizes.

3.1.1.4. Random Forest 

Another approach that can mitigate overfitting to some 
extent is random forest (RF), one of the ensemble learning 
algorithms based on decision trees, and multiple levels of 
randomization are the leading approaches [20], including 
randomness from training samples and features. Not only can 
the generalization accuracy be improved but also, the class-
imbalance problem can be resolved properly with RF. It 
should be noted that even though independent and parallel 
relationships among decision trees contribute to higher gen-
eralization, they may ignore the influence of their underlying 
correlation. 

3.1.1.5. Multilayer Perceptron 

The multilayer perceptron (MLP), belonging to the ANN, 
is an extension of the linear perceptron classifier, which can 
also yield complex nonlinear decision boundaries. Typically, 
MLP consists of a few interconnected neurons to form a 
structure, including an input layer, hidden layer(s) and an 
output layer. A variety of nonlinear activation functions of 
the hidden layer neurons can be used to enhance the expres-
sivity of a model (e.g., sigmoid function). During the train-
ing phase, the weights across a set of connected neurons are 
learned and updated according to the training data by using 
the back propagation technique [21] and then used for test 
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Fig. (4). Conventional machine learning algorithms in CVD applications. (A higher resolution/colour version of this figure is available in the 
electronic copy of the article). 

sample classification. On the one hand, ANN or MLP con-
siders unobservable variables and performs well on nonlinear 
datasets, especially datasets with large sizes. On the other 
hand, such a classifier lacks interpretability for most clinical 
applications. 

3.1.1.6. Clustering 

As a typical unsupervised learning branch, clustering is 
targeted at revealing the inherent relationship and similarity 
rule from unlabeled training data after a few iterations. There 
is a wide assortment of clustering algorithms, including par-
tition clustering, density clustering and so on. For medical 
imaging of CVDs, K-means and fuzzy c-means (FCM), 
which belong to partition clustering, are generally used. K-
means requires k initial clustering centers and assigns other 
samples to their nearest center according to certain distance 
metrics, such as Euclidean distance, followed by the update 
of new clustering centers [22]. The algorithm is easy and fast 
but sensitive to the number of initial clusters and some outli-
ers. In contrast with the primitive K-means algorithm, each 
sample in FCM can have a membership degree to each clus-
ter using a new distance metric, which is the product of the 
Euclidean distance and weight coefficient [23]. The intro-
duction of fuzziness makes clustering a soft algorithm for 

boundary-ambiguous problems, such as the extraction of 
vessels. 

3.1.2. Deep Learning Algorithms 

3.1.2.1. Convolutional Neural Network 

One of the most popular and typical networks in DL is 
CNN [24], which is designed to better utilize spatial and 
configuration information by taking 2D or 3D images as 
input rather than feature vectors. Structurally, CNNs have 
some convolutional layers for feature extraction, interspersed 
with several pooling layers for downsampling followed by a 
few fully connected layers. The first subgraph in Fig. (5) 
shows the basic CNN architecture, which automatically ex-
tracts image attributes hierarchically from local to global 
image representations through convolution kernels of differ-
ent sizes. Recently, some CNN variants have proven to be 
especially useful in medical imaging analysis, such as Res-
Net-101 in brain tumor classification [25] and U-net in cell 
tracking [26], and similar applications in CVDs are also dis-
cussed in the following pertinent sections. However, as a 
data-driven method, not only for CNNs but also other DL 
algorithms, a large data size is the premise of reliable per-
formance, which is challenging for medical images. 
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Fig. (5). Architecture of common DL algorithms. 

 
3.1.2.2. Recurrent Neural Network 

Different from CNNs, which focus more on spatial in-
formation, recurrent neural networks (RNNs) deal with se-
quential data, namely, temporal information. As shown in 
Fig. (5b), hidden units in the same layer are no longer inde-
pendent but connected, and the current output depends not 
only on the current input but also on the output from the pre-
vious moment (unit). RNNs have demonstrated great success 
in sequence labeling and prediction tasks such as speech 
recognition [27] and language modeling [28]. In regard to 
medical imaging analysis, it seems that RNNs have not been 
widely used, but their characteristic integration of time-
varying information can play a significant role in CVD med-
ical imaging, especially in 2D-DSA, which has dynamic 
flow changes among frames. To address gradient vanishing 
and gradient explosion problems in the training phase of 
some long sequences, long short-term memory (LSTM) [29] 
and its variants have been proposed with better performance 
than naïve RNNs. 

3.2. Validation and Evaluation 

Once the decision criteria are established in either rule-
based or classifier-based ways, it is critical to verify the fea-
sibility and effectiveness of the model with some validation 
strategies and evaluation metrics. To achieve better perfor-
mance, a model should be trained with as much training data 
as possible, which is often a challenging issue in medical 
imaging studies. Therefore, for validation strategies, cross-
validation (CV), which repeatedly evaluates model perfor-
mance using multiple training and testing partitions, is com-
monly used. A popular CV approach is k-fold cross-
validation [30], which splits the whole dataset into k mutual-
ly exclusive folds of approximately equal size. The model is 
trained on k-1 folds and tested on the remainder until all sub-
sets have been traversed k times. The setting of the parame-
ter k is empirical, depending on many factors such as the 
dataset distribution and model stability, and the common 

choices are ten or five at present. As a special case of k-fold 
CV, leave-one-out (LOOCV) has a similar procedure to 
standard k-fold CV except that the value of k in LOOCV 
equals the number of samples. Overall, CV approaches help 
ensure the generalization of the model, and compared with k-
fold CV, LOOCV is typically used on smaller sample sizes, 
but leaving each sample out can be slightly computationally 
expensive. 

For evaluation, metrics including accuracy, sensitivity, 
specificity, receiver operating characteristic (ROC) curve 
and free-response receiver operating characteristic (FROC) 
curve are commonly used in medical imaging analysis. Ac-
curacy indicates how accurately the model classifies the pos-
itive and negative samples, sensitivity shows the proportion 
of true positives correctly identified and specificity demon-
strates the proportion of true negatives correctly identified by 
the model. The overall performance of the model can be as-
sessed by the ROC curve, which shows the balance between 
the true positive rate and the false positive rate across a range 
of decision thresholds within the model and provides a 
summary of the area under the curve (AUC). In addition, in 
some CVD-related tasks, such as lesion location and detec-
tion, FROC [31] is widely accepted for addressing the prob-
lem of evaluating one or more abnormalities in the same 
subject (e.g., detecting multiple aneurysms). Not only the 
accuracy of ratings but also the number of marks is consid-
ered one of the integral system characteristics, which is the 
distinctive feature of FROC. 

3.3. Current Clinical Applications 

With the aforementioned algorithms applied in medical 
imaging analysis, several AI-based progress in CVDs has 
been made even though it is still in the preliminary explora-
tion stage compared with other diseases, such as cancer or 
psychiatric disorders. Here, recent studies related to comput-
er-aided detection, prediction and treatment in four CVDs 
are reviewed and listed in Tables 1 and 2. 

(a) Basic architecture of CNN 

(b) Unfolded structure of RNN 
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Table 1.  Applications on hemorrhagic CVDs. 

References Application Modality 
No. of  

Subjects 
Feature Type 

Decision  

Criteria 

Validation 

Type 
Highest Results 

Uchiyama, Y. et 
al. (2006) [33] 

Aneurysm, 

detection of IA 
3D-MRA 20 

- Shape (e.g., size, sphe-

ricity) 

- intensity 

QDA / SEN (100%), 1.85FPs 

Arimura, H. et 
al. (2006) [34] 

Aneurysm, 

detection of IA 
3D-MRA 115 

- Gray-level 

- morphology 

- human-designed (e.g., 
SBD) 

LDA LOOCV SEN (97%), 3.8FPs 

Lauric, A. et al. 
(2010) [35] 

Aneurysm, 

detection of IA 

- 3D-RA 

- CTA 
20 

Human-designed 

 (e.g., writhe number) 
Rule-based / 

- SEN (100%), 0.66FPs and 

5.36FPs for RA and CTA 

Yang, X. et al. 
(2011) [36] 

Aneurysm, 

detection of IA 

3D TOF 

MRA 
222 

Geometrics 

 (e.g., position, radius) 
Rule-based / SEN (95%), 9 FPs 

Macía, I. et al. 
(2011) [37] 

Aneurysm, 

detection of 

endoleaks 

CTA 5 

- Geometrics 

- human-designed (e.g., 
NTD) 

MLP 10-fold CV ACC (93.65%) 

Nakao, T. et al. 
(2018) [38] 

Aneurysm, 

detection of IA 

3D TOF 

MRA 
450 

High-level features from 

DL 

CNN (self-

designed) 

Independent 

validation 
SEN (94.2%), 2.9 FPs 

Malik, K.M. et 
al. (2018) [39] 

Aneurysm, 

detection of IA, 

prediction of 

rupture 

2D-DSA 59 
Texture (e.g., contrast, 

entropy) 

- MLP 

- SVM 

- Naïve Bayes 

- LR 

10-fold CV 
- SEN (98%) for detection  

- ACC (86%) for prediction 

Rahmany, I. et 
al. (2018) [40] 

Aneurysm, 

detection of IA 
2D-DSA 30 

Robust feature (e.g., 
SURF, SIFT) 

Rule-based 
Independent 

validation 
SEN (100%) 

Chandra, A. et 
al. (2014) [41] 

Aneurysm, 

detection of IA 
2D-DSA 3 / Rule-based / ACC (99%) 

Sulayman, N. et 
al. (2016) [42] 

Aneurysm, 

detection of IA 
2D-DSA 10 

Shape 

 (e.g., circularity,solidity) 
Rule-based / SEN (89.47%) 

Kohout, J. et al. 
(2013) [44] 

Aneurysm, 

detection of IA 
CTA / / Rule-based / SEN (100%) 

Suniaga, S. et 
al. (2012) [45] 

Aneurysm, 

detection of IA 
3D-MRA 20 

- Morphology 

 (e.g., blobness, vessel-

ness)  

- structure 

 (e.g., bifurcation dis-

tance) 

SVM LOOCV SEN (100%), 3.86FPs 

Jerman, T. et al. 
(2015) [46] 

Aneurysm, 

detection of IA 
3D-DSA 25 

Rotation invariant and 

scale normalized feature 
RF 

Independent 

validation 
SEN (100%), 0.4FPs 

Hentschke, 

C.M. et al. 
(2011) [47] 

Aneurysm, 

detection of IA 

- 3D-RA 

- CTA 

- MRA 

65 

- Morphology 

 (e.g., blobness, vessel-

ness)  

- intensity 

Rule-based / 

- SEN (96%), 2.6FPs for 

RA 

- SEN (94%), 8FPs for 

MRA 

- SEN (90%), 28FPs for 

CTA 

Hentschke, 

C.M. et al. 
(2012) [48] 

Aneurysm, 

detection of IA 

- 3D-TOF 

MRA 

- CE MRA 

- CTA 

66 

- Gray-level  

- morphology 

- human-designed  

(e.g., aneurysmness) 

Rule-based / 

- SEN (100%), 8.75FPs for 

CE MRA 

- SEN (93%), 11.3FPs for 

TOF MRA 

- SEN (96%), 20.94FPs for 

CTA 

(Table 1) contd…. 
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Type 
Highest Results 

Hentschke, 

C.M. et al. 
(2014) [49] 

Aneurysm, 

detection of IA 

- 3D-TOF 

MRA 

- CE MRA 

- CTA 

151 

- Gray-level 

- morphology  

(e.g., blobness, vessel-

ness) 

- LDF 

- SVM 

- RF 

- ADtree 

- Logit-Boost 

4-fold CV 

- SEN (95%), 8.2FPs for 

CE MRA 

- SEN (95%), 11.3FPs for 

TOF MRA 

- SEN (95%), 22.8FPs for 

CTA 

Hanaoka, S. et 
al. (2015) [52] 

Aneurysm, 

detection of IA 
MRA 300 

Human-designed 

 (e.g., HoTPiG) 
SVM 3-fold CV SEN (81.8%), 3FPs 

Rahmany, I. et 
al. (2014) [53] 

Aneurysm, 

detection of IA 
2D-DSA / Fuzzy morphology Rule-based / SEN (100%) 

Geng, C. et al. 
(2020) [54] 

Aneurysm, 

detection of IA 
TOF MRA 131 

High-level features from 

DL 
CNN (3D-Unet) 

Independent 

validation 
SEN (82.9%), 0.86FPs 

Park, A. et al. 
(2019) [55] 

Aneurysm, 

detection of IA 
CTA 662 

High-level features from 

DL 

CNN (3D-

HeadXNet) 

Independent 

validation 
SEN (94.9%) 

Sichtermann,T. 

et al. (2018) 

[56] 

Aneurysm, 

detection of IA 
TOF MRA 85 

High-level features from 

DL 

CNN (3D-Deep-

Medic) 

Independent 

validation 
SEN (90%) 

Shahzad, R. et 
al. (2020) [57] 

Aneurysm, 

detection of IA 
CTA 253 

High-level features from 

DL 

CNN (3D-Deep-

Medic) 

- 5-fold CV 

- Independent 

validation 

SEN (87%) 

Shi, Z. et al. 
(2020) [58] 

Aneurysm, 

detection of IA 
CTA 1177 

High-level features from 

DL 

CNN (3D-Dual 

Attention 

ResUnet) 

Independent 

validation 
SEN (97.3%), 0.29FPs 

Joo, B. et al. 
(2020) [59] 

Aneurysm, 

detection of IA 
TOF MRA 744 

High-level features from 

DL 

CNN (3D-

ResNet) 

Independent 

validation 
SEN (87.1%) 

Dai, X.L. et al. 
(2020) [60] 

Aneurysm, 

detection of IA 
CTA 311 

High-level features from 

DL 

CNN (faster-

RCNN) 

Independent 

validation 
SEN (91.8%) 

Jerman, T. et al. 
(2017) [61] 

Aneurysm, 

detection of IA 
3D-DSA 15 

High-level features from 

DL 

CNN (self-

designed) 
3-fold CV SEN (100%), 2.4FPs 

Podgorsak, A. 

et al. (2020) 

[62] 

Aneurysm, 

detection of IA 
DSA 350 

High-level features from 

DL 

CNN (U-

shaped) 

Independent 

validation 
AUC (79.1%) 

Rahmany, I. et 
al. (2018) [63] 

Aneurysm, 

detection of IA 
2D-DSA 30 

High-level features from 

DL 

CNN (pre-

trained Incep-

tion-V3) 

Independent 

validation 
SEN (100%) 

Ueda, D. et al. 
(2019) [64] 

Aneurysm, 

detection of IA 
TOF MRA 1271 

High-level features from 

DL 

CNN  

(untrained 

ResNet-18) 

- 5-foldCV 

- Independent 

validation 

- SEN (91%) for internal 

data 

- SEN (93%) for external 

data 

Jin, H. et al. 
(2020) [67] 

Aneurysm, 

detection of IA 
2D-DSA 493 

Spatial and temporal 

features from DL 

- CNN (U-

shaped) 

- Biconv-LSTM 

Independent 

validation 
SEN (89.3%), 3.77FPs 

Duan, H.H. et 
al. (2019) [68] 

Aneurysm, 

detection of IA 
2D-DSA 281 

High-level features from 

DL 

CNN (self-

designed) 

Independent 

validation 
AUC (94.2%) 

Stember, J.N. et 
al. (2019) [69] 

Aneurysm, 

detection of IA 
MRA 302 

High-level features from 

DL 

CNN (U-

shaped) 

Independent 

validation 
SEN (98.8%) 

Zeng, Y. et al. 
(2020) [70] 

Aneurysm, 

detection of IA 
3D-RA 300 

High-level features from 

DL 

CNN (modified 

VGG16) 

Independent 

validation 
ACC (98.9%) 

(Table 1) contd…. 
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Feature Type 

Decision  

Criteria 

Validation 

Type 
Highest Results 

Hahn, S. et al. 
(2019) [71] 

Aneurysm, 

detection of 

endoleaks 

CTA 334 
High-level features from 

DL 

CNN (Reti-

naNet, modified 

ResNet-50) 

5-fold CV ACC (89%) 

Yang, X. et al. 
(2020) [72] 

Aneurysm, 

detection, 

segmentation of 

IA 

TOF MRA 103 
High-level features from 

DL 

CNN (PointNet, 

DGCNN) 
5-fold CV Dice (88.7%) 

Ye, H. et al. 
(2019) [73] 

Aneurysm, 

recognition of 

aSAH 

CT 2836 
High-level features from 

DL 

CNN (3D-

RCNN) 

Independent 

validation 
AUC (88.2%) 

Danilov, G. et 
al. (2020) [74] 

Aneurysm, 

recognition of 

aSAH 

CT 401 
High-level features from 

DL 

CNN (modified 

ResNexT) 
/ ACC (81%) 

Cho, J. et al. 
(2019) [75] 

Aneurysm, 

recognition of 

aSAH 

CT 5702 
High-level features from 

DL 

- CNN (modi-

fied GoogleNet) 

- FCN 

5-fold CV SEN (97.9%) 

Lahmiri, S. et 
al. (2014) [76] 

AVM, detection 

of AVM 
MRI 28 

Human-designed 

 (e.g., fractal dimension ) 
SVM 10-fold CV ACC (100%) 

Lahmiri, S. et 
al. (2014) [77] 

AVM, detection 

of AVM 
MRI 56 

- Hurst's exponent 

- human-designed 

 (e.g., energy of flunctua-

tion) 

SVM 10-fold CV ACC (98%) 

Babin, D. et al. 
(2014) [78] 

AVM, segmen-

ta- 

tion of AVM 

3D-CTA 3 
Human-designed 

 (e.g., node degree) 
Rule-based / Dice (80.3%) 

Babin, D. et al. 
(2014) [79] 

AVM, segmen-

ta- 

tion of AVM 

3D-CTA 3 
Human-designed (e.g., 

density) 
Rule-based / Dice (79%) 

Lian, Y.X. et al. 
(2015) [80] 

AVM, segmen-

ta- 

tion of AVM 

DSA / / Rule-based / / 

Peng, S.J. et al. 
(2019) [81] 

AVM, 

segmentation of 

AVM-related 

region 

T2W MRI 25 Voxel intensity FCM / SEN (81.9%) 

Lee, C.C. et al. 
(2019) [82] 

AVM, segmen-

tation of AVM-

related region 

T2W MRI 39 Voxel intensity FCM / Dice (79.5%) 

Wang, T.H. et 
al. (2018) [83] 

AVM, segmen-

ta- 

tion of AVM 

CT 80 
High-level features from 

DL 
CNN (3D-Vnet) 4-fold CV Dice (85%) 

Chen, G. et al. 
(2020) [90] 

Aneurysm, 

prediction of 

rupture risk 

CTA 1115 

- Morphology 

- clinical (e.g., hyperten-

sion, diabetes) 

- hemodynamics (e.g., 
flow complexity, stability) 

- LR 

- RF 

- MLP 

- SVM 

- 10-fold CV 

- Independent 

validation 

AUC (88.6%) 

Liu, J. et al. 
(2018) [91] 

Aneurysm, 

prediction of 

rupture risk 

CTA 594 

- Morphology 

- demographics (e.g., sex) 

- smoking and hyperten-

sion 

MLP 
Independent 

validation 
ACC (94.8%) 

(Table 1) contd…. 
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Ou, C.B. et al. 
(2020) [92] 

Aneurysm, 

prediction of 

rupture risk 

3D-DSA 374 

- Morphology 

- demographics  

- medical history 

- lifestyle 

- LR 

- SVM 

- ANN 

- XGBoost 

Independent 

validation 
AUC (88.2%) 

Shi, Z. et al. 
(2021) [96] 

Aneurysm, 

prediction of 

rupture risk 

CTA 681 

- Morphology 

- hemodynamics  

- clinical data 

- LR 

- RF 

- SVM 

- MLP 

Independent 

validation 
AUC (88 %) 

Lauric, A. et al. 
(2011) [97] 

Aneurysm, 

prediction of 

rupture risk 

3D-RA 154 

Human-designed (e.g., 
entropy of centroid-radii 

model) 

LR 10-fold CV ACC (80.3%) 

Niemann, U. et 
al. (2018) [98] 

Aneurysm, 

prediction of 

rupture risk 

3D-RA 74 Morphology 

- Naïve Bayes  

- SVM 

- KNN 

- GBT 

- RF 

10-fold strati-

fied CV 
ACC (69%) 

Kim, H.C. et al. 
(2019) [99] 

Aneurysm, 

prediction of 

rupture risk 

3D-DSA 640 
High-level features from 

DL 

CNN (AlexNet-

V2) 

Independent 

validation 
ACC (76.84%) 

Liu, Q. et al. 
(2019) [100] 

Aneurysm, 

prediction of 

stability 

DSA 368 

- Morphology 

 (e.g., compactness, 

surface volume ratio) 

- clinical (e.g., hyper-

lipemia) 

- Lasso regres-

sion 

- Ridge regres-

sion 

/ AUC (85.6%) 

Paliwal, N. et 
al. (2018) [101] 

Aneurysm, 

prediction of 

treatment out-

come 

3D-DSA 80 

- Morphology  

- hemodynamics 

- Flow diverter-based 

- LR 

- SVM  

- KNN 

- 4-fold CV 

- Independent 

validation 

AUC (96.7%) 

de Toledo, P. et 
al. (2009) [102] 

Aneurysm, 

prediction of 

SAH outcome 

CT 634 

- WFNS 

- Fisher’s scale 

- clinical (e.g., age) 

Decision Trees 
Independent 

validation 
AUC (84%) 

Xia, N.Z. et al. 
(2020) [103] 

Aneurysm, 

prediction of 

SAH outcome 

CTA 809 
Morphology(e.g., size, 

height, aspect ratio) 
RF 

Independent 

validation 
AUC (90%) 

Hong, J.S. et al. 
(2020) [104] 

AVM, predic-

tion of AVM 

nidus 

DSA 171 

Hemodynamics 

 (e.g., peak density, time 

to peak) 

- Naïve Bayes  

- SVM 

- RF 

Independent 

validation 
ACC (85.7%) 

Asadi, H. et al. 
(2016) [105] 

AVM, predic-

tion of treatment 

outcome 

/ 199 / 
- ANN 

- SVM 

- Nested CV 

- Independent 

validation 

ACC (97.5%) 

Oermann, E.K. 

et al. (2016) 

[106] 

AVM, predic-

tion of treatment 

outcome 

DSA 1502 

- Clinical (e.g., sex, age) 

- treatment (e.g., isodose) 

- angioarchi-tectural (e.g., 
location) 

- LR  

- RF 

- SVM 

- Gradient 

Boosting 

- Extra trees 

Independent 

validation 
ACC (74%) 

Zhou, Y.J. et al. 
(2020) [107] 

Aneurysm, 

Real-time 

tracking of 

catheter 

2D X-ray 

sequence 
30 

Spatial and temporal 

features from DL 

- RCNN 

- CNN (pre-

trained Mo-

bileNetV2) 

Independent 

validation 
SEN (95.8%) 

Abbreviations: TOF, Time of flight; CE, Contrast enhancement; RA, Rotational angiography; LR, Logistic regression; ADtree, Alternating decision tree; GBT, Gradient boosted 
trees; aSAH, Aneurysmal subarachnoid hemorrhage; WFNS, World federation ofneurological surgeons; T2W, T2-Weighted. 
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Table 2. Applications on ischemic CVDs. 

References Application Modality 
No. of  

Subjects 
Feature Type 

Decision  

Criteria 
Validation Type Highest Results 

Gao, W. et al. 
(2009) [108] 

AS, estimation 

of AS degree 
/ 50 

Clinical (e.g., hyper-

tension, cholesterol, 

age) 

FSVM 
Independent vali-

dation 
Average error (11.2%) 

Terrada, O. et 
al. (2020) 

[109] 

AS, diagnosis 

of AS 
/ 636 

Clinical (e.g., age, 

sex, chest pain type) 

- ANN 

- KNN 

Independent vali-

dation 
ACC (96.4%) 

Ding, L. et al. 
(2010) [110] 

AS, classifica-

tion of AS 

degree 

Pulse 

wave 
50 

Wave features in 

time, frequency 

domain 

Fuzzy pattern 

recognition 
/ ACC (90.0%) 

Zhang, Y. et 
al. (2018) 

[111] 

AS, diagnosis 

of AS 
PPG 235 

Wave features in 

time, frequency 

domain 

SVM 
Independent vali-

dation 
ACC (98.4%) 

Kim, T. et al. 
(2019) [112] 

MMD, detec-

tion of MMD 

X-ray 

skull 

image 

753 
High-level features 

from DL 

CNN (self-

designed) 

Independent vali-

dation 
AUC (91.0%) 

Akiyama, Y. 

et al. (2020) 

[113] 

MMD, detec-

tion of MMD 
T2W MRI 210 

High-level features 

from DL 

CNN (pre-

trained VGG16) 

Independent vali-

dation 
ACC (92.8%) 

Hu, T. et al. 
(2021) [114] 

MMD, detec-

tion of MMD 
DSA 630 

High-level features 

from DL 

CNN (3D-CNN, 

BiConv-GRU) 

Independent vali-

dation 
ACC (98.6%) 

Lei, Y. et al. 
(2021) [115] 

MMD, predic-

tion of hemor-

rhagic risk 

DSA 878 
High-level features 

from DL 

CNN (pre-

trained ResNet-

152, self-

designed) 

- 5-fold CV 

- Independent 

validation 

ACC (90.7%) 

Lei, Y. et al. 
(2020) [116] 

MMD, recog-

nition of VCI 

Resting- 

state fMRI 
105 

Local clustering 

coefficient of low-

/high-order FC net-

works 

SRC 10-fold CV AUC (91.0%) 

Abbreviations: PPG, Photoplethysmogram; FSVM, Fuzzy support vector machine; T2W, T2-Weighted; VCI, Vascular cognitive impairment; FC, Functional connectivity; SRC, 
Sparse representation-based classification. 

 
3.3.1. Hemorrhagic Cerebrovascular Diseases 

3.3.1.1. Computer-aided Detection 

As mentioned previously, hemorrhagic CVDs mainly re-
fer to aneurysms and AVMs. As pathological bulges in weak 
arterial walls, the majority of aneurysms are saccular, and the 
detection of unruptured intracranial aneurysms (UIAs) is a 
key subject in aneurysm-related detection since most UIAs 
are asymptomatic, paving the way for risk prediction. The 
general detection workflow in most of the literature is shown 
in Fig. (6), including vessel segmentation, candidate detec-
tion, feature extraction and false positive (FP) reduction. In 
the segmentation step, the region-growing technique [32] is 
the most common tactic to segment vasculatures in several 
studies [33-38] and usually performs well without prior 
knowledge. Filter enhancement combined with the threshold-
ing method also appears in some articles [39-41]. For deci-
sions regarding the optimal threshold, Rahmany, et al. [40] 
and Sulayman, et al. [42] adopted Otsu’s method [43] for the 
research by minimizing the within-class variances and max-
imizing the between-class variance in the segmented image. 

Chandra, et al. [41] used a simpler method to directly obtain 
the optimal threshold from the histogram of grayscale imag-
es. It is believed that the quality of vessel segmentation im-
pacts the accuracy of the detection method; thus, utilizing the 
proper segmentation approach according to the characteris-
tics of the imaging modality and corresponding disease is 
crucial for further implementation. For example, coarse 
thresholding based on the voxel value of an image is easily 
implemented, but it may result in incorrect segmentation if 
the image has low resolution with high noise disturbance. In 
regard to detecting candidates, skeletonization (namely, the 
thinning algorithm) [34-36, 44, 45] and blob enhancement 
filters (namely, dot-enhancement filters) [46-49] are widely 
used based on different assumptions. The former presumes 
that a medial axis of the vessel can be computed after skele-
tonization, and aneurysms appear as small branches along 
the medial axis [50], while the latter assumes that most of the 
aneurysms are blob-like or spherical structures; thus, bright 
spherical objects can be selected on a dark background by 
analyzing Hessian eigen values [51]. However, the ‘short 
hair’ problem (i.e., a large number of false short 
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Fig. (6). General aneurysm detection workflow. (A higher resolution/colour version of this figure is available in the electronic copy of the 
article). 
 
branches where the arterial wall has small lumps) is common 
in skeletonization or centerline extraction, making a post-
process to remove or classify short hairs indispensable. 
Therefore, a novel feature set named HoTPiG (histogram of 
triangular paths in graph) was proposed to address this prob-
lem graphically [52]. For feature extraction, morphological 
characteristics such as size, sphericity and effective diameter 
[33] and gray-level characteristics such as average and 
standard deviation of voxel value [49] account for most of 
the extracted aneurysm features. In addition, there are also 
some user-defined features, such as writhe numbers pro-
posed by Lauric, et al. [35], to detect perturbations along the 
vasculature or shape-based difference (SBD) features sug-
gested by Arimura, et al. [34] to describe the local changes 
in vessel thicknesses caused by aneurysms. Although these 
user-defined features achieved good performance in the cor-
responding study, their reliability and reproducibility remain 
verified. Conventional classifiers involved in the last step are 
mainly MLP [37, 39], SVM [45, 49], LDA (QDA) [33, 34] 
and fuzzy methods [53]. For example, both studies [37, 39] 
validated their corresponding model in the MLP classifier 
with tenfold CV and reached accuracies of 93.65% and 98%, 
respectively. 

Even though (Fig. 6) displays a general and complete an-
eurysm detection pipeline, it is not necessary to complete all 
of these procedures, especially for studies employing deep 
learning algorithms. In a DL model, the dimension of input 
images is worthy of consideration because 3D input can pro-
vide more useful information, but it requires more memory 
and training time than 2D input. For 3D raw data, Geng, et 
al. [54] and Park, et al. [55] developed a 3D model with an 
encoder and decoder similar to traditional U-net. Sichter-
mann, et al. [56] and Shahzad, et al. [57] established a 3D 
CNN architecture with two identical pathways that apply 
different image resolutions to capture contextual infor-
mation. Different from utilizing the whole 3D raw data di-
rectly, some tactics were proposed to reduce the computa-
tional complexity, including splitting cube patches [58, 59] 
and transforming the 3D problem into the 2D domain in [38, 
60, 61]. For example, Shi, et al. [58] developed a 3D CNN 
with an encoder-decoder architecture for 3D patch segmenta-
tion, and a dual attention block was embedded in their model 
to learn long-range contextual information and obtain more 
reliable feature representations. In addition to the introduc-
tion of attention blocks, another strength of this article is that 

the prediction result of those uniformly sampled patches was 
further merged, turning the patch-level prediction back to 
patient level with more clinical significance. In studies using 
dimension transforming, Nakao, et al. [38] used maximum 
intensity projection (MIP) to generate nine MIP images from 
a cube VOI and concatenated them as 2D input, while Jer-
man, et al. [61] computed 2D intravascular distances to ob-
tain an intensity map from 3D DSA and achieved 100% sen-
sitivity. However, producing such intensity maps requires 
considerable computing time. For 2D raw data, Podgorsak, et 
al. [62] directly used a CNN to detect and segment intracra-
nial aneurysms in DSA, and the extracted angiographic par-
ametric imaging radiomic features showed fewer features 
than human user results. Similar to 3D patch splitting, both 
Rahmany, et al. [63] and Ueda, et al. [64] extracted 2D 
patches (window) from raw images and trained on some 
well-known networks, including pretrained Inception-V3 
[65] and untrained ResNet-18 [66] separately. However, 
these patch-based studies classified patients at the patch level 
and lacked specific statements about patient-level decisions. 
In addition, the DL backbones adopted in these papers were 
less innovative and neglected to integrate some specific med-
ical image characteristics. In addition to spatial information 
captured from DSA images, Jin, et al. [67] proposed a bidi-
rectional convolutional LSTM module at each level of the U-
shape network to depict the contrast medium flow change 
across the DSA 2D frames, which incorporated both spatial 
and temporal features of images, successfully detecting 316 
out of 354 (89.3%) aneurysms in an independent testing set. 
However, inputting the whole DSA series in one direction 
may lose information and increase the interference from the 
background; thus, Duan, et al. [68] designed a two-stage 
detection network using information on both frontal and lat-
eral 2D DSA sequences. Specifically, the region localization 
stage (RLS) located the posterior communicating artery 
(PCoA) region from the raw images since PCoA has the an-
eurysm recurrence rate of second place, and the second stage 
identified intracranial aneurysm from the output of RLS. In 
addition to the direct detection of aneurysms [69-72], other 
computer-aided classifications related to aneurysms also 
adopted CNN or RNN to meet objectives such as distin-
guishing aneurysmal subarachnoid hemorrhages from other 
intracranial hemorrhage subtypes [73-75]. 

Compared with aneurysms, very few studies on AVM de-
tection or segmentation have been published, even though 
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AVMs, as abnormal vascular masses caused by direct com-
munication between cerebral arteries and veins or the ab-
sence of capillary structures, are not hard to detect. Lahmiri, 
et al. applied detrended fluctuation analysis (DFA) to AVM 
detection based on SVM [76] and made some improvements 
in another paper [77]. Both approaches split the original MRI 
into right and left hemispheres and converted each hemi-
sphere to a 1D signal to save time, followed by feature ex-
traction on two 1D signals and final classification. The main 
difference between these two methods is that the work in 
[76] assumed at least one brain hemisphere is healthy and 
performed classification on each side independently, while 
the improved method [77] incorporated features from both 
sides. Babin, et al. [78, 79] presented an algorithm to use 
anatomical vessel differences and in homogeneities in the 
distribution of pixel gray values to detect and extract AVMs 
from 3D-CTA images. It used a novel skeletonization meth-
od to segment blood vessels first and extracted AVM 
through density calculation due to its high density of small 
intertwined vessels. However, this method is not applicable 
enough to segment the AVM nidus and vessel simultaneous-
ly. To handle this problem, Lian, et al. [80] combined the 
global thresholding technique to distinguish the large nidus 
and local iterative thresholding technique to identify tiny 
vessel structures on DSA. For the detection and segmenta-
tion of AVMs after radiosurgery, such as gamma knife, 
fuzzy c-means clustering on T2-weighted MR images [81, 
82] and 3D V-net with deep supervision on CT [83] were 
also investigated. 

3.3.1.2. Computer-aided Prediction 

Detecting intracranial aneurysms and AVM from imag-
ing scans is a fundamental but essential step in the preven-
tion of potential bleeding, especially for nontraumatic sub-
arachnoid hemorrhage (SAH) since the majority of nontrau-
matic SAH results from aneurysm rupture and is associated 
with a high mortality and morbidity rate. Specifically, the 
initial bleeding of ruptured aneurysms is fatal in 10-20% of 
instances, and despite improvements in patient management, 
the incidence of SAH has not declined over time, and the 
morbidity rate is still reported to be between 25% and 50% 
in patients surviving aneurysm ruptures [84-86]. Numerous 
studies have analyzed and revealed the correlation between 
aneurysm rupture and some risk factors, such as aneurysm 
size [87], aspect ratio [88], and sex [89]. Nevertheless, rup-
ture risk prediction is still challenging due to the complicated 
relationship between multiple parameters and aneurysms. 
Manual calculation was widely used for feature extraction in 
[90-92]. For example, Liu, et al. [91] took seventeen factors, 
including thirteen aneurysm morphological parameters, two 
demographic factors, hypertension and smoking histories, as 
input into an MLP classifier, reaching an accuracy of 94.8%. 
However, it is noteworthy that the adaptive synthetic 
(ADASYN) sampling approach [93] adopted in this paper to 
solve class imbalance was challenged by de Jong, et al. [94] 
since ADASYN seemed to perform worse with increasingly 
imbalanced datasets [95] and the mismatch between the ac-
tual population and the population with synthetically gener-
ated subjects remains unknown. Therefore, caution should be 
taken when selecting proper implementations to improve 
imbalanced data for use in ANNs. In addition to several 
morphological and clinical features, both Chen, et al. [90] 

and Shi, et al. [96] employed hemodynamic characteristics 
(e.g., wall shear stress, oscillatory shear index), which is one 
of the pathogeneses of aneurysms, to compare the perfor-
mance of different classifiers. Instead of demanding aneu-
rysm delineation from clinicians to extract features, as in the 
aforementioned studies, some papers [97, 98] segmented 
aneurysms automatically first, followed by feature extraction 
and classification, which saved considerable labor. For deep 
learning applications, Kim, et al. [99] developed a CNN 
model to assess rupture risk based on images in six direc-
tions from 3D-DSA and performed well even on small-sized 
intracranial aneurysms. However, it is not a fully automatic 
classifier because it applies user-selected ROIs around aneu-
rysms in every direction. In addition to rupture or stability 
prediction [100], Paliwal, et al. [101] modeled flow diverter 
deployment using a fast virtual stenting algorithm and he-
modynamics using image-based computational fluid dynam-
ics, which was used for further feature calculation to predict 
the treatment outcome by flow diverters. de Toledo, et al. 
[102] and Xia, et al. [103] adopted machine learning tech-
niques to predict the outcome of aneurysmal SAH and the 
outcome after rupture of anterior communicating artery an-
eurysm, respectively. 

Different from morphological, geometric or texture fea-
tures extracted from medical images, Hong, et al. [104] uti-
lized quantitative DSA (QDSA) features, which are salient 
features from the time-density curve (TDC) of a selected 
ROI, to reflect the hemodynamics of the cerebrovasculature 
and predict the rupture of the AVM nidus. Favorable per-
formance on various classifiers suggested the robustness of 
this feature set. The outcome after surgery was also dis-
cussed in [105, 106] with some conventional algorithms.

3.3.1.3. Computer-aided Treatment 

The complexity of the disease hinders AI-based methods 
from making progress in CVDs, especially in fields requiring 
knowledge from multiple disciplines. Computer-aided treat-
ment in CVDs is a field that may need to integrate segmenta-
tion, classification, and hardware implementation. Hence, 
not only for aneurysms or AVMs but also for other CVDs, 
computer-aided treatment is a new application, lacking 
enough specific studies. A study that aimed to segment and 
track catheters on 2D X-ray sequences during endovascular 
aneurysm repair was proposed by Zhou, et al. [107]. An en-
coder-decoder architecture combining the advantages of a 
recurrent convolutional neural network (RCNN), pretrained 
components of MobileNetV2 and a gradient harmonizing 
mechanism (GHM) was developed, in which RCNN extracts 
temporal information and a GHM addresses problematic 
class imbalance and misclassified examples. The proposed 
approach obtained a sensitivity of 95.8% and provided great 
convenience for the subsequent delivery of guidewires, 
stents and other interventional instruments. Notably, network 
backbones, such as ResNet-50 and VGG16, actually slightly 
outperformed the proposed MobileNetV2 in ablation exper-
iments in terms of precision and F1-score, but the processing 
speed was remarkably improved with MobileNetV2, show-
ing a reasonable tradeoff between result accuracy and per-
formance speed. Although there is little published literature 
for reference about auxiliary treatment, some novel concep-
tions of treatment in hemorrhagic CVDs have been proposed, 
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including automatic selection of interventional materials and 
real-time guidance in surgery, presenting bright prospects in 
this area. 

3.3.2. Ischemic Cerebrovascular Diseases 

Compared with the hemorrhagic type, fewer studies have 

investigated AI-based applications of ischemic CVDs. One 

of the reasons is that there is a more complex interaction 
among different kinds of factors related to ischemic CVDs. 

Taking AS, for example, hemodynamic factors (e.g., wall 

shear stress), biological factors (e.g., the biological reaction 
of the arterial wall), and clinical factors (e.g., cholesterol, 

hypertension) play important roles in analyzing AS than 

morphological or gray-level characteristics, which are easier 
to quantify and widely used in aneurysm detection. Similar-

ly, it is difficult to study MMD comprehensively without 

considering multiple varieties. To the best of our knowledge, 
few essays refer to the computer-intervened analysis of is-

chemic CVDs such as AS and MMD, and most models do 

not take medical images as input. Gao, et al. [108] intro-
duced an approach to determine the optimal classification 

function and its membership function by using fuzzy SVM 

(SFVM) since the scientific diagnosis of AS lacks strict uni-
form standards and often contains much fuzzy information. 

Four clinical indicators, including age, body mass index, 

cholesterol and triglycerides, were selected as the most influ-
ential and independent features from fifty cases and were 

used to build the optimal function, attaining an average error 

of 11.2% during the testing phase. Similarly, Terrada, et al. 
[109] also excluded imaging features and utilized only sev-

eral clinical factors to diagnose AS with ANN and KNN. 

Additionally, based on a fuzzy algorithm, Ding, et al. [110] 
extracted features from the time and frequency domains of 

pulse signals, which presented various changes with the in-

creasing degree of AS. Then, the fuzzy clustering method 
was used for feature selection, followed by fuzzy classifica-

tion with three selected features. The photoplethysmogram 

(PPG) signal was regarded as raw data in [111], and three 
types of parameters consisting of a waveform in the time 

domain, harmonic amplitudes in the frequency domain and 

wavelet energy were calculated from the signal. An SVM 
model was finally established on the selected features 

through a genetic algorithm and achieved an accuracy of 

98% on the test set. 

For MMD, even though medical images have been uti-
lized for relevant applications, they have appeared in very 
few studies. Kim, et al. [112] initially proposed a deep learn-
ing model comprising six convolutional layers, several pool-
ing layers and two fully connected layers to detect MMD 
from plain skull images. A total of 753 subjects were en-
rolled for validation with a final AUC of 91%, and both the 
sensitivity and specificity were 84%. Although there were 
some limitations, such as using an uncommon modality, 
causing potential bias by selecting trauma patients rather 
than normal subjects as the control group, as the first mile-
stone to cover MMD detection based on AI, this study still 
paved the way for AI-based application on MMD with vari-
ous other medical imaging modalities. For example, Akiya-
ma, et al. [113] applied a pretrained VGG16 network to dif-
ferentiate MMD patients with AS patients or normal controls 
on T2-weighted MR images, and the areas of interest of 

MMD and AS were visualized by the Grad-CAM technique. 
To automatically detect MMD on DSA and reduce clini-
cians’ workloads, Hu, et al. [114] fused spatial and temporal 
information from DSA images by combining a traditional 
CNN with a bidirectional convolutional gated recurrent unit 
for better spatiotemporal feature learning and achieved a 
high accuracy of 97.88%. To further predict the hemorrhagic 
risk of MMD, Lei, et al. [115] first employed a CNN to rec-
ognize MMD on DSA and then combined a multiview CNN 
with a squeeze-excitation block to assess the hemorrhagic 
risk. Their team also investigated the recognition of vascular 
cognitive impairment (VCI) in adult patients with MMD 
based on a dynamic resting-state functional connectivity 
(FC) network [116]. Specifically, they extracted features 
from constructed low-order and high-order FC networks, 
followed by sparse representation-based feature selection 
and final classification, revealing some possible VCI-related 
brain regions. In addition, real-time and intelligent image 
fusion in operation navigation is also a popular topic in terms 
of computer-aided treatment, especially for artery stenting or 
bypass surgery in ischemic CVDs. 

Given the late development of CVDs and few studies in 
its ischemic subtype, some AI-based applications in cardio-
vascular diseases are introduced here due to the great simi-
larity between cerebrovascular and cardiovascular diseases. 
As one of the major causes of cardiovascular diseases, coro-
nary atherosclerosis is an inflammatory disease in which 
scleroses and obstructions flow through arterial blood ves-
sels, and the presence of coronary artery calcium (CAC) as-
sessed via CT is a direct marker of coronary atherosclerosis. 
Isgum, et al. [117] first applied ML techniques to coronary 
calcium detection and scoring from ungated, noncontrast 
chest CTs. Their following study [118] used a probabilistic 
coronary calcium map to infer the positions of coronary cal-
cifications before feature extraction and classification. More 
recent ML approaches have enabled reliable and rapid auto-
mated Agatston score measurements from dedicated noncon-
trast calcium scoring CT scans [119, 120]. A two-stage DL 
framework was also utilized in several studies [121-125] for 
coronary calcification detection. For example, Lessmann, et 
al. [121] used three independently trained CNNs to estimate 
a bounding box around the heart in axial, coronal and sagittal 
slices in the first stage and then fed 2D patches from three 
orthogonal planes into three concurrent CNNs for final de-
tection. 

The detection and quantification of coronary stenosis is 
perhaps the most important clinical application of coronary 
medical imaging. Kelm, et al. [126] used an ML algorithm to 
automatically identify, grade and classify coronary stenosis 
caused by both calcified and noncalcified plaques on 229 
CTA volumes. Similarly, Zreik, et al. [127] were the first to 
train a 3D-CNN paired with an RNN to accurately detect 
plaque, determine its composition, and classify coronary 
stenosis as obstructive or nonobstructive. More CTA-based 
methods, such as temporal constraint CNN [128] and DL 
radiomics [129], achieved reliable performance as well. In 
addition, studies on other modalities, such as intravascular 
optical coherence tomography (IVOCT) [130, 131] and sin-
gle-photon emission computed tomography (SPECT) myo-
cardial perfusion imaging (MPI) [132, 133], also showed 
promising results in detecting plaque or coronary artery dis-
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ease with ML and DL techniques. Since segmentation can be 
regarded as high-level detection, multiple atherosclerosis-
related segmentation methods have been proposed. Specifi-
cally, to segment four plaque tissues, Olender, M.L. et al. 
[134] presented a novel CNN-based domain enriched method 
that classifies arterial tissue imaged through IVUS pixelwise, 
while Shen, et al. [135] designed a multitask learning CNN 
combining three advanced multitask mechanisms. Other ML 
and DL studies on carotid vessel segmentation also obtained 
good performance [136-138]. 

The hemodynamic importance of given stenosis can also 
be estimated through AI approaches, especially when calcu-
lating fractional flow reserve (FFR), which is a functional 
index quantifying the severity of coronary artery lesions. For 
instance, a novel DL algorithm to calculate noninvasive FFR 
demonstrated similar accuracy and faster execution times 
compared to computationally expensive 3D flow simulations 
with invasive FFR reference [139] and was further validated 
in a multicenter study [140]. An unsupervised DL technique 
was also proposed in [141]. 

With regard to computer-aided prediction and treatment, 
AI has been used for ischemia or outcome prediction and 
image acquisition. Studies [142, 143] showed that combining 
clinical variables and quantitative plaque metrics on CTA 
improved the prediction of ischemia using ML. Two DL 
architectures, including traditional CNN and LSTM, were 
used for obstructive case prediction [144] and cardiovascular 
disease risk factor prediction [145], respectively. Moreover, 
ensemble-based classification approaches, such as 
LogitBoost, decision tree, and XGBoost, have been adopted 
in predicting the risk for all-cause mortality [146], myocardi-
al infarction cardiac death [147], calcification [148] and ear-
ly revascularization [149]. Regarding image acquisition, AI 
has also been applied to real-time detection and suppression 
of imaging artifacts using random forest [150] and residual-
based U-net [151] architectures. 

4. CURRENT CHALLENGES 

Despite the recently reported successes of AI in medical 
imaging and its enormous potential in the clinical application 
in CVDs, multiple challenges need to be considered when 
building a technical model and giving the clinical interpreta-
tions discussed in the following subsections. 

4.1. Questionable Reproducibility 

In most AI-based applications of medical imaging, the re-
producibility of the proposed method can be limited to varia-
bility across raw data processing, feature extraction or selec-
tion schemes, choice of classifier and so on. This phenomenon 
is more obvious in the majority of existing CVD-related litera-
ture, as there is considerable manual intervention in their pro-
posed frameworks. For example, since there has not been a 
standard or commonly used approach for feature extraction in 
CVDs such as radiomics in tumors [152, 153], some features 
were designed for a specific problem on a specific dataset by 
humans [76], making it difficult to conduct reliable replication 
by other studies. Additionally, the nascent development of AI 
in CVDs has led to the wide implementation of rule-based 
methods, such as empirically setting thresholds, which also 
belong to manual intervention and improve poor reproducibil-

ity to a certain extent. To address this problem, on the one 
hand, some standard feature sets can be established through 
numerous studies across datasets, covering abundant features 
in morphology, hemodynamics and so on. On the other hand, 
the deep learning technique is a promising tool for automati-
cally learning features and the underlying pattern, which 
means it does not require any prior knowledge provided by 
humans; thus, it can lower manual intervention and increase 
the reproducibility of a model. 

4.2. Overfitting 

Overfitting refers to a model that models the training data 
too well, resulting in good classification performance on the 
training data but poor performance on independent testing 
data [154]. This can be caused by utilizing models with a 
large number of features from a small sample size or com-
plex models with many parameters [155, 156]. For CVDs, 
related medical imaging datasets have small sample sizes in 
general, which indicates that the corresponding model is 
susceptible to overfitting. It is noteworthy that the majority 
of the surveyed studies in this review did not have abundant 
data at the patient level, and even though some of them re-
garded scanning slices or sliding patches as input, the num-
ber of medical imaging samples was still far smaller than the 
number of natural images. Specifically, for models with DL 
algorithms, millions of auto extracted features and parame-
ters also increase the probability of overfitting. 

As a result, k-fold CV and regularization are routinely 
used to alleviate overfitting in CVD modeling. For instance, 
CV quantitatively validates the performance of the model 
using various groups of test subjects in a statistically robust 
manner, and regularization, such as the L2-norm, can smooth 
the decision boundary by restraining the parameter values. 
However, these strategies may not work effectively on DL 
models, and from the fundamental point of view, exploiting 
large quantities of training data is one of the key methods to 
address overfitting. Therefore, collecting numerous data 
from multiple centers and applying appropriate data augmen-
tation strategies such as geometric transformation or genera-
tive adversarial network (GAN) are general methods for 
achieving this goal. In addition, some DL tactics, such as 
global average pooling (GAP) [157] and multitasking [158], 
are also thought to be useful for overfitting suppression. 

4.3. Modality-specific Limitation 

To enhance the performance of AI-based applications in 
CVDs, the aforementioned perspectives should be consid-
ered, and integrating complementary information from dif-
ferent imaging modalities is helpful. Typically, the existing 
CVD-related literature has utilized a single medical imaging 
modality to build the model, and even if multimodality has 
been mentioned in a few studies [35, 49], multimodal data 
were only used to test the generalization capability of their 
method across modalities without any fusion. Compared 
with the lower popularity in CVDs, multimodal techniques 
have been widely adopted in tumors [159, 160] and mental 
illness [161, 162] to overcome modality-specific limitations 
with complementary and reliable information, achieving 
higher accuracy than using a single modality. 

Thus, the multimodal idea is expected to be extended to 
medical imaging in CVDs, as this kind of complex disease 
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requires more comprehensive information. Taking MMD as 
an example, in addition to common modalities such as DSA 
and CTA, which reflect clear structural information of ves-
sels, T2-weighted magnetic resonance imaging (T2W MRI) 
is also useful for identifying occlusive lesions around the 
circle of Willis and dilated moyamoya vessels [163, 164], 
and patterns of cerebral hemodynamics and metabolism can 
also be presented on positron emission computed tomogra-
phy (PET) by measuring cerebral blood flow (CBF) [165] 
and cerebral perfusion pressure (CPP) [166]. Such rich in-
formation provided by multimodal imaging suggests that 
modality fusion methods combined with AI-based tech-
niques point to a promising direction for improving CVD 
applications. 

4.4. Challenge on Prospective Research 

As mentioned previously, it is more significant to achieve 
computer-aided prediction and treatment than detection in 
CVDs, especially predicting the potential risk of stroke 
caused by CVDs. However, only a few studies covered shal-
low research in this field, making prospective research full of 
challenges and opportunities. For instance, although it is 
clear that SAH due to aneurysm rupture is one of the leading 
reasons for hemorrhagic stroke, only some shape infor-
mation, such as the size of the aneurysm, has been used for 
rupture prediction in many studies based on the assumption 
of invariant size before and after rupture. Ischemic stroke 
may be caused by a transient ischemic attack (TIA) from 
MMD or occlusion from AS, but their risk prediction at pre-
sent mainly depends on rating scales [167] involving age, 
duration of symptoms, diabetes and so on, lacking features 
extracted directly from medical images. With the power of 
AI algorithms, particularly DL methods, some latent and 
invisible features can be discovered from images as discrim-
inative markers for prediction. In addition to stroke risk pre-
diction, assistant decision-making, such as predicting the 
need for stenting, is a potential area for prospective research. 
Therefore, proposing and developing prospective research on 
CVD medical images will be a challenging but highly mean-
ingful field. 

5. FUTURE DIRECTIONS 

Considering the current diagnosis and treatment situation 
in CVDs and the challenges mentioned above, some future 
directions are presented in the following section, providing 
various opportunities in this field. 

5.1. Integration of Multitype Information 

Medical imaging is not an isolated measure of disease, 
and integrating multitype information covering static and 
dynamic fields contributes to the high accuracy of computer-
aided detection, prediction and treatment in CVDs. In detail, 
multimodal imaging affords complementary information 
through the intrinsic attributes of different imaging tech-
niques. Therefore, extracting features from different perspec-
tives can further diversify the information, which includes 
static morphological or textural features and hemodynamic 
features. For example, several studies have proposed that 
combining shape-based morphologic metrics with hemody-
namic factors can improve the rupture risk assessment of 
aneurysms [168]. In addition, the patient’s clinical back-

ground, such as age, sex and medical history, also plays an 
important role because the performance of CVDs usually 
varies according to these factors. In addition, since AI is well 
suited to integrating parallel information streams, expanding 
the sources of information and integrating them properly can 
lead to a more comprehensive understanding of CVDs. 

5.2. Validation on Multicenter Datasets 

Instead of multicenter studies, most of the existing mod-
els in CVDs were established on single-center datasets, lack-
ing reliability and robustness to a certain extent. On the one 
hand, a multicenter study can provide more data, leading to 
better model performance in the training phase. On the other 
hand, using multicenter data is more convincing when veri-
fying the generalization and robustness of the model in the 
validation phase compared with single-center data. However, 
it is necessary to develop advanced normalization techniques 
to efficiently handle images acquired from multiple centers 
since they are cross regional, cross parametric, and even 
cross racial, and image differences caused by these reasons 
may be feature differences caused by the pathological char-
acteristics. For routine imaging modalities in CVDs, it seems 
that image reconstruction in terms of intensity [169] and 
thickness [170] can serve as an effective approach to ensure 
the uniformity of datasets. 

5.3. Improvement of Deep Learning 

It has been proven in many tasks that DL methods have 
outperformed traditional machine learning algorithms in re-
cent years, but there are two unresolved limitations: the de-
mand for tremendous data and the lack of clinical interpreta-
bility. For the data problem, not only should the aforemen-
tioned multicenter validation and data normalization be con-
sidered, but some semisupervised and unsupervised tech-
niques, such as GAN, are also required because large but 
unlabeled datasets are easier to collect [171]. Clinical inter-
pretability mainly results from the highly automatic and 
black box-like characteristics of the DL model, limiting the 
ability to trace back successive weight layers to the original 
vascular data. Although the current state of DL research has 
prioritized performance gains over interpretability and trans-
parency, attaining insight into the internal working mecha-
nism and the extracted features is crucial for clinical ex-
planatory ability. Currently, class activation maps (CAMs) 
[172, 173] demonstrate which areas of the image significant-
ly participate in the classification, and feature visualization, 
such as heat map output from the convolutional layer or de-
convolution method [174], are common tools for a clinical 
explanation. Other methods such as special attention maps 
have also been employed with DL [175, 176] in tumor-
related studies. 

CONCLUSION 

AI-based algorithms on medical imaging have been prev-
alent in the past few years, but they are still a new field in 
CVDs due to the complexity of the diseases. Through a sys-
tematic review protocol, this paper not only elaborated on 
most of the recent work in three main applications, comput-
er-aided detection, prediction and treatment of four repre-
sentative diseases, including aneurysm, AVM, MMD and AS 
but also introduced the characteristics of algorithms adopted 
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in the literature. Subsequently, the existing challenges and 
future directions were discussed in the paper, indicating the 
great potential in this field. Since this paper excluded a large 
number of search entries when selecting studies, there may 
be some related literature omitted, which is a limitation of 
this paper. But in order to achieve a scientific and convincing 
study in AI applications on CVDs, both model innovation 
and big data validation should be taken into account in the 
future. With the development of computational techniques 
and the further improvement of clinical systems in CVDs, it 
is believed that AI-based algorithms will shed light on the 
medical imaging analysis of CVDs. 
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