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Abstract

Background: Due to the large volume of online health information, while quality remains dubious, understanding the usage
of artificial intelligence to evaluate health information and surpass human-level performance is crucial. However, the exist-
ing studies still need a comprehensive review highlighting the vital machine, and Deep learning techniques for the automatic
health information evaluation process.

Objective: Therefore, this study outlines the most recent developments and the current state of the art regarding evaluating
the quality of online health information on web pages and specifies the direction of future research.

Methods: In this article, a systematic literature is conducted according to the PRISMA statement in eight online databases
PubMed, Science Direct, Scopus, ACM, Springer Link, Wiley Online Library, Emerald Insight, and Web of Science to identify
all empirical studies that use machine and deep learning models for evaluating the online health information quality.
Furthermore, the selected techniques are compared based on their characteristics, such as health quality criteria, quality
measurement tools, algorithm type, and achieved performance.

Results: The included papers evaluate health information on web pages using over 100 quality criteria. The results show no
universal quality dimensions used by health professionals and machine or deep learning practitioners while evaluating
health information quality. In addition, the metrics used to assess the model performance are not the same as those
used to evaluate human performance.

Conclusions: This systemic review offers a novel perspective in approaching the health information quality in web pages that
can be used by machine and deep learning practitioners to tackle the problem more effectively.

Keywords

Machine learning, deep learning, quality metrics, online health information, quality assessment

Submission date: 3 February 2023; Acceptance date: 12 October 2023

1School of Computer Sciences, Universiti Sains Malaysia, Minden, Penang, Malaysia
2Faculty of Information Technology and Electrical Engineering, University of Oulu, Oulun Yliopisto, PL, Finland
3Faculty of Medicine, University of Oulu, Oulun Yliopisto, PL, Finland

Corresponding authors:
Yousef Khamis Ahmed Baqraf, School of Computer Sciences, Universiti Sains Malaysia, Minden, Penang 11800, Malaysia.
Email: baqraf.cs@student.usm.my

Pantea Keikhosrokiani, School of Computer Sciences, Universiti Sains Malaysia, Minden, Penang 11800, Malaysia; Faculty of Information Technology and
Electrical Engineering, University of Oulu, PL 8000, Oulun yliopisto, Finland; Faculty of Medicine, University of Oulu, PL 8000, Oulun yliopisto, Finland.
Email: pantea.keikhosrokiani@oulu.fi, pantea@usm.my

Creative Commons NonCommercial-NoDerivs CC BY-NC-ND: This article is distributed under the terms of the Creative Commons Attribution-
NonCommercial-NoDerivs 4.0 License (https://creativecommons.org/licenses/by-nc-nd/4.0/) which permits non-commercial use, reproduction

and distribution of the work as published without adaptation or alteration, without further permission provided the original work is attributed as specified on
the SAGE and Open Access page (https://us.sagepub.com/en-us/nam/open-access-at-sage).

Review Article

DIGITAL HEALTH
Volume 9: 1–33
© The Author(s) 2023
Article reuse guidelines:
sagepub.com/journals-permissions
DOI: 10.1177/20552076231212296
journals.sagepub.com/home/dhj

https://orcid.org/0000-0002-8741-4622
https://orcid.org/0000-0003-4705-2732
mailto:baqraf.cs@student.usm.my
mailto:pantea.keikhosrokiani@oulu.fi
mailto:pantea@usm.my
https://creativecommons.org/licenses/by-nc-nd/4.0/
https://us.sagepub.com/en-us/nam/open-access-at-sage
https://us.sagepub.com/en-us/journals-permissions
https://journals.sagepub.com/home/dhj


Introduction
The internet has evolved into a leading source of health-
related information, with an increasing number of users of
this information.1,2 Furthermore, patients often use search
engines and online health information before or as a
replacement for talking to a health professional.3,4 The
quality of online health formation remains questionable or
misleading in some situations.2

Consequently, health misinformation can significantly
impact public health, considering that one in three American
adults has relied on online searches for health-related informa-
tion regarding their potential medical conditions.5 The infor-
mation they acquire from these online sources plays a
crucial role in shaping and influencing their health beliefs,
behaviors, and healthcare decisions.6,7,3,8 As a result, evaluat-
ing the quality of such information becomes crucial, as it saves
time and contributes to preserving the well-being and lives of
consumers of health information. In response to the problem
of health information quality, the researchers find three
methods to examine the quality of online health information.
First, and perhaps the most widely used in the literature,9–12

is the manual method that uses available guidelines like
Journal of the American Medical Association (JAMA)
score,13 Health On the Net Foundation (HON) code,14 and
Discern Criteria15 to evaluate the quality. These guidelines
contain a set of standards to be met for the web application
or the website content to be considered of high quality.
However, the researchers show that users of online health
information lack the motivation and knowledge to evaluate
the quality of online health information.3,16 Coupled with
the previous results, other studies find that online health infor-
mation consumers do not take the time to evaluate the quality
of the information they obtain,17 which puts them in danger of
health misinformation. Health misinformation is defined by
researchers as a health-related claim of fact that is presently
untrue because it lacks supporting scientific evidence.18 On
the other hand, in their study,19 the concept of data quality
is introduced, which is characterized as the extent to which
data meets the needs and requirements of its users or consu-
mers. Essentially, it refers to the suitability of the information
for a specific use case, and this definition is the most widely
used in recent studies.20,21 More than one systematic review
examines how information quality is defined and assessed
using the manual method.1,17,22,23 The second method uses
a centralized database that provides certification for websites
that pass certain conditions, for instance, the HON certifica-
tion, which includes eight conditions to be fulfilled. The
organization manually checks the web pages for health infor-
mation quality in this method. Because of the difficulty of the
first and second methods for quality assessment (QA), both
approaches need a lot of time and effort to carry out. In
order to achieve promising outcomes through manual
methods, patients and healthcare professionals must possess
a deep understanding of the guidelines, acquire the necessary

skills to analyze the criteria, and dedicate substantial time to
applying these principles to every encountered website.24

Additionally, using a centralized database proves to be imprac-
tical when faced with the exponential expansion of online
health information. Not only new web pages must be evalu-
ated, but the assessment also extends to previously existing
evaluated web pages to be reevaluated, which makes the
process unscalable.24,25 The most promising approach to
provide the general public with scalable resources for evaluat-
ing the quality of online health information is through an auto-
mated evaluation process.24 Therefore, recent research has
focused on a third method: developing an automatic evalu-
ation process using machine learning (ML) and deep learning
(DL) algorithms.26,24,27 DL language models have demon-
strated remarkable potential across diverse domains, encom-
passing translation, question answering, and the assessment
of health misinformation in social media content.28,29 These
models have yielded exceptionally promising outcomes in
these areas and beyond.30–33

Building on this potential, there are three significant
types of studies on automating the evaluation of the
quality of online health information. First, the studies that
employ ML to address health information quality, such
as.26,27,34,35 Despite the difficulties of manual feature engin-
eering in ML, these studies have shown encouraging
results, with F-score performance ranging from 51 to 91.
Continuing with the types of studies, the second type of
studies, including,36,37,24 employ both ML and DL techni-
ques to evaluate health information quality. While these
studies face challenges like language-specific models and
scientific medical text word embeddings, the studies
achieved F-score performance from 79 to 95, providing
valuable insights into the understanding of health informa-
tion QA. Lastly, the studies38,39 utilized only DL techniques
by using the web2vec framework for identifying health mis-
information. The studies employed a hybrid CNN-BiLSTM
model to capture web page features and classify them
accordingly. The limitation of this framework is that it is
a language-specific framework built for the English lan-
guage. In summary, these studies offer insights into evalu-
ating health information quality using various ML and DL
approaches, addressing some of the challenges and oppor-
tunities in this field.

emphasizing the limited studies on health information
quality on web pages, there is a need for more studies
about the automatic evaluation of these web pages. For
example, Figure 1 shows that from 3073 articles in the sys-
temic review, only nine discuss health information quality
on the web pages. The main aim of this systemic review
is to summarize the current state of the art regarding the
research on the automatic evaluation of online health infor-
mation quality. Therefore, this study will cover the architec-
tures and models used to evaluate health information and
make the comparison between their performance with
human performance in assessing the same information.
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Specifically, this systemic review will cover all the empir-
ical studies that have used predefined criteria and ML or
DL in evaluating health information quality on the web.
The following question with the associated hypothesis is
proposed to achieve this goal.

To what extent do ML and DL language models
augment the precision of evaluating health information
quality on web pages?

Alternative Hypothesis (Ha): Implementing ML and DL
language models to assess online health information quality
in web pages significantly improves accuracy, surpassing
human evaluative capabilities.

This article is organized as follows. The “Introduction”
section introduces the current health information quality
situation and the problem that needs to be covered in this
systematic review. , The “Method” section sets the stages
of PRISMA guidelines used to conduct this study. , The
“Results” section presents extended results of conducting
the systematic review. , The “Discussion” section discusses
the review results in the context of other studies and what
makes them new. , The “Summary and conclusion”
section draws upon the main findings and provides future
research recommendations to extend this work.

Method
This study uses PRISMA (Preferred Reporting Items for
Systematic Reviews and Meta-Analyses) statement40 for
carrying out the systematic review. The researchers search
the following eight databases:

1. ACM (Association for Computing Machinery) Digital
Library

2. Science Direct
3. Scopus
4. Web of Science
5. Springer link
6. PubMed
7. Emerald Insight
8. Wiley Online Library

The search on the databases was performed on 3 August
2022. The retrieved records, the corresponding search
string, fields, and filters used are specified in Table 1.

Search strategy
To build a search string that uncovers the most relevant
papers in the literature, the researchers write it in a way
that covers the three main concepts:

1. Quality
2. Health information
3. DL or ML

The search is performed by inserting more general search
strings covering all possible synonyms for each central
concept to more specific ones covering only a few possible
alternative words for the main ideas. The strategies to identify
the relevant keywords to include in the search are as follows:

A. Scan primary search results using quality, health infor-
mation, DL, and ML.

Figure 1. Health information quality publication for the last six years.
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B. To comprehensively analyze the relevant articles, we
reviewed the literature and incorporated keywords used
by the authors in their previous studies or the main key-
words emphasized by these authors.23

C. Check the validity of the search string, sort results
from the databases by relevance and review the first 10
papers.

In addition, the search string is organized using PICO
(population, intervention, comparison, and output) structure
suggested by Kitchenham et al.41 To summarize the previ-
ous steps, they are put into four categories:

1. Population: Articles related to online or web-based
health information (“health information” OR “health
document”) AND (online OR Internet OR web-based)

2. Intervention: QA or evaluation (quality OR credibility
OR reliability) AND (evaluate OR assessment).

3. Comparison: Search strategy is compared with the sys-
tematic review of articles about manual evaluation.23

4. Output: Criteria, tools, model architecture, and the
achieved model performance (“Deep learning” OR
“Neural networks” OR “Natural language processing”
OR “text classification” OR “Machine learning”).

Moreover, these concepts are connected using “AND” and
“OR” operators, and three search strings are obtained:

1. The first search string (A): (quality OR credibility OR
reliability OR accuracy OR standards OR “content cred-
ibility” OR “quality standards”) AND (evaluate* OR
assessment) AND (health information OR health infor-
mation seeking OR consumer health informatics OR
online health information OR misinformation OR
“health information quality assessment” OR “informa-
tion quality metrics”) AND (online OR Internet OR

Table 1. Database names, search strings, and retrieved records.

No. Database name
Retrieved
records

Search
string Fields and filters

1 ACM (Association for Computing
Machinery)
Digital Library

180 B 2017–2022

2 Science Direct 346 C Research Articles, Conference Abstracts

2017–2022

3 Scopus 2212 A English, Research Articles, Conference Papers

2017–2022

4 Web of Science 42 A 2017–2022

5 Springer link 228 A English, Discipline: Medicine & Public Health,

Subdiscipline: Health Informatics, Articles

2017–2022

6 Wiley Online Library 41 B Journals, computer science

2017–2022

7 PubMed 128 A 2017–2022

8 Emerald Insight 101 B 2017–2022

9 Citation Tracking 1 2017–2022

The total retrieved records 3073

4 DIGITAL HEALTH



web-based) AND (criteria OR criterion OR metrics)
AND (“Deep learning” OR “Neural networks” OR
“Natural language processing” OR “text classification”
OR “Machine learning”).

2. The second search string (B): (quality OR credibility
OR reliability) AND (evaluate OR assessment) AND
(“health information” OR “health document”) AND
(online OR web-based) AND criteria AND (“Deep
learning” OR “Machine learning”).

3. The third search string (C): Quality AND (evaluate OR
assessment) AND “health information” AND (online
OR web-based) AND criteria AND (“Deep learning”
OR “Machine learning”).

Table 1 presents a concise overview of different databases,
the search parameters and criteria used, and the number
of records obtained during the systematic review search.

Search parameters and criteria

The fields and filters column in Table 1 provides additional
information about the search Parameters and criteria used
for each database. It includes details such as the publication
date range (e.g. “2017–2022”), specific study types (e.g.
“Research Articles,” “Conference”), language preferences
(e.g. “English”), and more. It helps specify the scope of
the search within each database.

Screening
The researchers used Rayyan for the screening process,
which involved several steps. Initially, one researcher
imported the full citations of the retrieved articles into the
Rayyan web application.42 Subsequently, duplicates were
removed using Rayyan’s features. To ensure objectivity,
the blind feature in Rayyan was activated, and the first
100 papers were independently coded by two researchers.
Following this, the remaining articles were coded by one
reviewer. After completing this initial phase, an additional
100 papers were randomly selected from the retrieved
dataset to assess inter-rater reliability.

To determine inter-rater reliability, the coding results
from the two researchers during both the initial and subse-
quent phases were compared, and Cohen’s Kappa was
employed as a metric. The obtained Kappa values were
0.9 for the first stage and 0.49 for the second stage. These
values indicate a very good agreement in the first stage
and a moderate agreement in the second, as defined by
Brennan and Silman.43 Any discrepancies in coding deci-
sions were thoroughly discussed and resolved through
consensus.

Given the moderate agreement observed during
the second stage, the three researchers independently
coded another set of 100 randomly selected records.
This additional round of coding yielded an intercoder

agreement score of 0.86, which is considered a very
good level of agreement. Any discrepancies that
emerged during this process were similarly addressed
and resolved through discussion. The detailed results of
this entire procedure are presented in Figures 2 in the
“Results” section.

The following criteria are used to perform the screening
process:

• The article’s primary focus is on the automatic assess-
ment of health information using ML or DL.

• Peer-reviewed journal articles and conference papers are
accessible on the web.

• The language of the journal articles or conference papers
is English.

• Published year: 2017–2022.
• Study setting: Web-based health information (general

health information, treatment description, and medical
advice) in the form of web pages with the target audience
being health information consumers. In addition, the
review does not cover social media or other platforms.

Extraction of data
To address the extraction of the data, we first created a data
extraction sheet in Excel and conducted a pilot test using
five randomly selected articles from the pool of included
articles. The pilot test involved all three reviewers.
Following this initial test, we gathered feedback and
made necessary improvements to the extraction sheet.
Any unknown or uncodable elements in the initial stage
were left uncoded, and a subsequent review was con-
ducted by one of the researchers to identify and apply
the appropriate coding. Subsequently, one of the reviewers
carried out the actual data extraction for all the included
articles, while the second and third reviewers verified
and cross-checked the extraction process. Any discrepan-
cies that emerged during this extraction process were
resolved through discussions among the reviewers. You
can find additional details about the extracted data in
Table 2.

Quality assessment
QA of the research papers can be defined as the evaluation
process of the overall quality of the selected papers.44

Consequently, the QA of ML and DL papers requires a
complete and accurate evaluation, and it includes consider-
ing multiple aspects of the paper. First, its relevance to the
research question and the learning algorithms used to solve
the problem (supervised, unsupervised, and reinforcement
learning). Second, the methodologies used for data collec-
tion, data preprocessing, and handling of data imbalance.
Third, the model development considerations, such as
hyperparameters (learning rate, regularization parameters,
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batch size, or network architecture). Finally, the evaluation
metrics used are also assessed to check the effectiveness
and appropriateness of the chosen measures for reporting
the model performance. Conducting this comprehensive
evaluation allows us to determine the overall quality of
the included papers accurately. For this purpose, to evaluate
the papers in our systematic review, we propose the follow-
ing six quality criteria in the form of questions to be
assessed:

1. Does the paper clearly focus on evaluating health infor-
mation quality on web pages using ML and DL lan-
guage models?

2. Are there any biases in the data collection and prepro-
cessing phase that could impact the model’s perform-
ance or generalizability?

3. Does the paper introduce any basis in the model selec-
tion, including model hyperparameters (learning rate,
regularization parameters, batch size, or network
architecture)?

4. Does the paper introduce any basis in the evaluation
metrics selection?

5. Does the paper introduce any biases related to the lan-
guage representation used in the model and its suitabil-
ity for diverse web page content?

6. Are there any potential conflicts of interest, funding
sources, or affiliations that could influence the study’s
design, conduct, or reporting of results?

Summary of the criteria

The purpose of these criteria is to assess bias and guarantee
the excellence of the papers that have been included. Below
is a brief overview of the intent behind each criterion:

1. Focus on the relevance to the research question: The
first criterion ensures that the selected papers directly
align with the research question, evaluating health infor-
mation quality using DL and ML. By including only
studies that meet this criterion, the potential bias of
the inclusion of irrelevant papers is minimized.

2. Identifying data biases: The second criterion evaluates
data biases in the data collection, cleaning, and prepar-
ation process before the model training. Identifying any
bias at this stage is crucial as it will impact the final
results and the generalizability of ML or DL models.

3. The model selection: This criterion investigates the
model selection process. It ensures that models are
chosen based on their suitability for the task rather
than relying only on their previous performance, as
reported in the literature.

4. Appropriate evaluation metrics: The fourth criterion
emphasizes selecting suitable evaluation metrics.

Figure 2. Study selection process.
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Ensuring the absence of bias in this step is vital to
obtaining a comprehensive view of the model’s
effectiveness.

5. Language representation bias: The fifth criterion
addresses possible biases related to the language
representation and selection used, which could impact
the model’s generalizability to various web page
content.

6. Accounting for conflicts of interest: This criterion
improves the assessment process by considering pos-
sible sources of bias related to conflicts of interest,
funding, or affiliations that could impact the study’s
outcomes.

The evaluation of included papers was conducted by the
three researchers using a quality score categorized into
three levels: “low,” “medium,” and “high.”44,45 Each
research paper was assigned a high-quality score of 1 if it
fully met the corresponding requirements for the criteria,
0.5 if it partially met the requirements, and 0 if it failed to
meet the quality requirements. Regarding the overall

Table 2. Essential elements of the extracted data.

Category Item/description

Basic article information Title

Year

Authors

Study focus Credibility

Health misinformation

Reliability

Quality

Types of algorithm used Machine learning algorithms

Deep learning algorithms

Machine and deep learning

The name of the algorithm The name of neural network
architecture

The name of the machine learing
algorithm

Data preprocessing
techniques

Identification of preprocessing
techniques

used such as normalization, etc.

Measurement tools None or undertermined

HON code

JAMA

DISCERN

Mix

Other

Model perfromnce F1_score

AUC

Precision

Recall

Human perfromnce Inter-rater reliability

Dataset context General health information

(continued)

Table 2. Continued.

Category Item/description

Specific disease

Model language

Sample data Web pages

Whole website

Sample size Number of examples in dataset

Search engine Google

Yahoo

Bing

Data type New collected data

Archival data

Sampling method Procedure used to collect the data

Study design Supervised learning

Unsupervised learning

Reinforcement learning

JAMA: American Medical Association; HON: Health On the Net Foundation;
AUC: area under the curve.
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score, the maximum score was 6, defined as achieving the
six quality criteria, and a minimum score of 0 if it failed
to achieve any criteria. Therefore, papers that scored below
3 were considered low quality, those with a score from 3 up
to 4 were considered medium quality, and those with a
score above 4 to 6 were considered high-quality papers. The
evaluation result is provided in Table 3. Furthermore, any
inconsistencies that emerged during the manual assessment
process, which was based on the researchers’ subjective eva-
luations of the papers, were resolved through discussions
among the researchers. It is important to note that no papers
were excluded from the evaluation, as they were all categor-
ized as being of medium or high quality.

Results

Key aspects of the included papers

Figure 2 shows the selection process of the articles in this
study. There is a total of 3072 records found from searching
the databases. After removing duplicates, the screen records
a total of 2972, from which 19 full-text documents are
reviewed and finally included eight papers. Afterwards,
we investigated both backward and forward citations. For
the backward citations, we examined the references cited
in the included papers and included any papers that met
our criteria. Similarly, we used Google Scholar to track
the forward citations of the included papers. However,

only one article that fulfills the inclusion criteria is found
in these searches.

After a careful study selection process based on Figure 2,
only nine papers are included for the systematic literature
review in this study; six are journal papers, and three are
conference papers. Furthermore, the distribution of article
publications by year is illustrated in Figure 3, and Table 4 pro-
vides details information about each publication. Furthermore,
Figure 4 illustrates the distribution of citations for the included
paper by year. Finally, Tables 5 and 6 provides the critical fea-
tures of included papers, including the types of algorithms,
measurement tools, model performance, and human perform-
ance. Likewise, for more information about the measurement
tools and criteria, refer to Tables 7 and 8. Most of the studies
use the Google search engine to collect the data. Furthermore,
the maximum sample size used is 12,245, as provided by
Goeuriot et al.,46 and the minimum sample size is 50 provided
by Robillard and Feng.47

The review revealed several significant findings across
different areas, including publications information, data
preprocessing, frequently used algorithms, model perform-
ance, measurement tools and quality dimensions, general-
ization and boundaries of the developed models,
including (the evaluated health information and the evalu-
ated language in the studies), and language representation.
Detailed information about each topic is in the following
sections:

Table 3. Quality evaluation scores for the review’s included papers.

No. Title Q1 Q2 Q3 Q4 Q5 Q6 Scores Quality

1 Hybrid machine learning approach for Arabic medical web page credibility
assessment

1 0.5 1 1 0.5 1 5 High

2 Health misinformation detection in web content A structural-, content-based,
and context-aware approach based on Web2Vec information detection

1 0.5 1 1 0.5 1 5 High

3 Reliable or not? An automated classification of web pages about early
childhood vaccination using supervised machine learning

1 0 0 1 0.5 1 3.5 Medium

4 Predicting the quality of health web documents using their characteristics 1 0 1 0.5 0.5 1 4 High

5 AutoDiscern: rating the quality of online health information with hierarchical
encoder attention-based neural networks

1 0.5 1 1 0.5 1 5 Medium

6 Health misinformation detection in the social web: an overview and a data
science approach

1 0 0 1 0.5 1 3.5 Medium

7 Using machine learning for automatic identification of evidence-based health
information on the web

1 0.5 1 1 0.5 1 5 High

8 Intelligent and effectively aligned evaluation of online health information for
older adults

1 0.5 0 1 0.5 1 4 Medium

9 Vec4Cred: a model for health misinformation detection in web pages 1 0.5 1 1 0.5 1 5 High
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Publications information
Table 4 shows information about the nine publications
included in this review on various topics, including cred-
ibility assessment of Arabic medical web pages, health mis-
information detection, automated classification of web
pages about childhood vaccination, predicting the quality
of health web documents, rating the quality of online
health information, health misinformation detection in the
social web, automatic identification of evidence-based
health information, and assessment of digital health infor-
mation targeting older adults.

Additionally, the table mentions the journals or confer-
ences associated with these publications, such as Health
Informatics Journal, Conference on Information
Technology for Social Good, Patient Education and
Counseling, Online Information Review, BMC Medical
Informatics and Decision Making, Environmental
Research and Public Health, International Conference on
Digital Health, Multimedia Tools and Applications, and
Association for the Advancement of Artificial Intelligence
(AAAI) Conference. Furthermore, the table provides add-
itional information about citations, journal impact factor,
and year of publication. Figure 4 illustrates the distribution
of citations for the included paper by year.

Data preprocessing
Preprocessing could be defined as converting raw data into
a format suitable for further analysis or model training in

DL andML. Preprocessing entails several stages: cleansing,
normalization, feature extraction, and transformation of the
raw data. Preprocessing is essential for ensuring data
quality, removing noise, dealing with missing values, stand-
ardizing variables, and performing the required transforma-
tions. This section will provide a full overview of the
preprocessing techniques or software employed in the
studies covered in this review.

In the study, Al-Jefri et al.26 followed more than one step
to organize the corpus into separate files and their corre-
sponding labels. Firstly, they imported the saved web
pages into Sketch Engine,48 a tool that helped remove
HTML tags, web scripts, and irrelevant content such as
advertisements. Secondly, punctuation marks were elimi-
nated, and commonly occurring unigram feature stopwords
like “a,” “the,” and “is” were excluded from the text before
applying feature extraction methods.

In these studies, Upadhyay et al.38,39 followed three
steps in the preprocessing phase to extract the critical
feature. The first step, the data parsing process of
Document Object Model (DOM) structure, examines the
target web page’s DOM structure, content, and URLs to
extract useful features. The DOM structure parsing extracts
a list of HTML tags in a particular order, from the top-level
tags, such as The HEAD tag, to child elements, such as the
IMG tag. These HTML tags are all used to express the
DOM structure and are thus considered word-level corpus
in the following data representation phase.

In the second step, web page content parsing, links and
tags are ignored, and only unstructured text content is

Figure 3. The publications distribution of the included paper by year.
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included when parsing web pages. Afterwards, two types of
corpus are generated. First, the sentence-level corpus is
formed by identifying word sequences separated by
periods. Second, a word-level corpus is created by captur-
ing each word on the page. Additionally, the web page’s
POS (parts of speech)-level corpus is extracted because
POS tags might offer linguistic insights49–52 useful for
tasks like detecting fake news.53

In the third step, the domain names of the URLs for the
target page and any related pages found inside are collected.
The list of domain names functions as a word-level corpus
because it effectively helps to detect misinformation.54–56

Furthermore, a statistic-based algorithm, YAKE,57 is uti-
lized to extract keywords from the content of related
pages automatically. YAKE generates a list of the top 20
keywords for each included page. These keywords
represent the word-level corpus for future examination.
The study also found that YEAK greatly outperformed

TextRank,58 another word extractor, in terms of speed
and output quality.

In the research, Alasmari et al.36 reported the removal of
Arabic stop words, diacritics, non-Arabic words, and
special characters using the PyArabic library.59 Moreover,
words including three letters or fewer were also eliminated.
Additionally, the DISCERN instrument ratings, originally
on a scale of 1-5, were reclassified in the study24 as a
binary classification: scores of 3-5 considered a pass,
while scores of 1-2 indicated failure based on the estab-
lished criteria. The text extraction and cleansing from
HTML tags were achieved using the Beautiful Soup
library.60

Finally, according to the study,34 the papers were
cleaned by removing stop words such as “and” and “the,”
and all content was normalized to lowercase letters.
Furthermore, three of the included studies lack information
on the preprocessing stage.

Table 4. Publications information of the included paper.

Study
references Citation Title Journal/conference

Impact
factor Year

Alasmari et al.36 4 Hybrid machine learning approach for Arabic
medical web page credibility assessment

Health Informatics Journal 3.092 2022

Upadhyay
et al.38

14 Health misinformation detection in web content A
structural-, content-based, and context-aware
approach based on Web2Vec information
detection

Conference on Information
Technology for Social Good

N/A 2021

Meppelink
et al.27

9 Reliable or not? An automated classification of
web pages about early childhood vaccination
using supervised machine learning

Patient Education and Counseling 3.467 2021

Oroszlányová
et al.35

11 Predicting the quality of health web documents
using their characteristics

Online Information Review 2.325 2018

Kinkead et al.24 21 AutoDiscern: rating the quality of online health
information with hierarchical encoder
attention-based neural networks

BMC Medical Informatics and
Decision Making

3.894 2020

Di Sotto and
Viviani.37

26 Health misinformation detection in the social web:
an overview and a data science approach

Environmental Research and
Public Health

4.799 2022

Al-Jefri et al.26 12 Using machine learning for automatic
identification of evidence-based health
information on the web

International Conference on
Digital Health

N/A 2017

Robillard
et al.34

4 Intelligent and effectively aligned evaluation of
online health information for older adults

Association for the Advancement
of Artificial Intelligence(AAAI)
Conference

N/A 2017

Upadhyay
et al.39

7 Vec4Cred: a model for health misinformation
detection in web pages

Multimedia Tools and Applications 2.396 2022
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Frequently used algorithms
Different ML and DL algorithms are used in the included
studies to automatically evaluate health information
quality. Of the nine included papers, two (22.2%) use
DL, and three (33.3%) use mixed method DL and ML.
Finally, four papers (44.4%) use only ML. See Table 5
for more details about each study. The DL algorithms
used in the included studies are bidirectional long short-
term memory (LSTM), convolutional neural network
(CNN) architecture, hierarchical encoder attention
(HEA)-based neural network, and a feed-forward neural
network with one layer to perform the classification. In con-
trast, the ML algorithms used are logistic regression (LR),
Naïve-Bayes, gradient boosting, support vector machine
(SVM), decision tree (DT), and random forest. Figure 5
shows the number of times each algorithm is used.

Model performance
The included studies report several metrics for measuring
the model performance, including accuracy, recall, preci-
sion, and f_score. The maximum achieved f_score is
95.3%, and only a few studies report human performance.
The highest score is 96% see Table 5 for individual study
f_score or accuracy. Figure 6 shows the accuracy, recall,
precision, f_score, and human performance of studies
Alasmari et al.36, Meppelink et al.27, and Kinkead et al.24

in Table 5. Furthermore, in terms of performance, the first
study’s best algorithm is LSTM, and the third and fourth
are Naïve Bayes, HEA-based neural network with

Bidirectional Encoder Representations from Transformers
(BERT) for word embedding, respectively. Below is a com-
prehensive explanation of each evaluation matrix and the
mathematical equation used to calculate each matrix.
Additionally, the strengths and limitations of each matrix
are also examined:

Accuracy
The accuracy metric demonstrates the general correctness
of the model. In other words, it indicates the proportion
of accurate predictions made by the model in relation to
the total number of predictions.

Accuracy = True Positives + True Negatives

Total Predictions

Strengths
Accuracy provides a comprehensive evaluation score.

The accuracy score comprehensively assesses the overall
performance of the classification model by analyzing
correct and incorrect predictions across all classes. It pro-
vides a detailed understanding of the model’s performance.

Shortcomings
The accuracy matrix can provide inaccurate information

when dealing with imbalanced datasets if the number of
instances in positive and negative classes is unequal.

Recall
Recall, also known as sensitivity, measures the model’s
capability to accurately anticipate the positive class by

Figure 4. The citation distribution of the included paper by year.
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normalizing correct prediction by the total amount of times
the model predicts it as a negative class.

Recall = True Positives

True Positives+ False Negatives

Strengths
The recall score helps to discover the percentage of true

positives by showing the model basis in predicting the
negative class very often. A high recall value suggests the
model successfully identifies and captures many positive
instances within the dataset.
Shortcomings

The recall score is informative regarding the model’s
overall performance in correctly identifying positive class
instances. However, it does not offer any insights into the

percentage of true negatives, representing the model’s
ability to accurately identify instances of the negative class.

Precision
Precision measures the model’s capability to accurately
anticipate the positive class by normalizing correct predic-
tion by the total amount of times the model predicts the
negative class as positive.

Precision = TP

TP+ FP

Strengths
The precision score helps to discover the proportion of

true positive predictions by showing if the model has a

Table 5. The critical features of the included studies.

Study
references

Types of
algorithm Measurement tools Model performance

Human
performance

Study
language Study type

Alasmari
et al.36

Deep
learning,
machine
learning

Textual and nontextual
features

F1-score: 79% 28% Arabic Experimental
study

Upadhyay
et al.38

Deep learning textual and nontextual
features

F1-score: 94.17 N/A English Experimental
study

Meppelink
et al.27

Machine
learning

Guidelines provided by
Dutch National
Institute

Unreliable information
F1_score: 0.54–0.86
Reliable information:
F1_score: 0.82–0.91.

96% Dutch Analytical
study

Kinkead et al.24 Deep
learning,
machine
learning

DISCERN instrument F-score: 86% 94% English Experimental
study

Di Sotto and
Viviani37

Deep
learning,
machine
learning

Textual and nontextual
features

F_means: 95.3 N/A English Analytical
study

Al-Jefri et al.26 Machine
learning

Evidence-based F1_score: 89.61 English Experimental
study

Robillard
et al.34

Machine
learning

Quest F1_score: 90% 93% English Analytical
study

Oroszlányová
et al.35

Machine
learning

Health On the Net
Foundation (HON)
code as ground truth

Accuracy: 89 N/A English Experimental
study

Upadhyay
et al.39

Deep learning Textual and nontextual
features

F1: 94.21 N/A English Experimental
study
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basis in predicting the positive class very often. A high pre-
cision value indicates that the model has a low rate of false
positives.
Shortcomings

The precision score informs us about the model’s effect-
iveness in identifying positive class instances. Still, it does
not offer any insights into the model’s accuracy in identify-
ing instances of the negative class, which is represented by
the proportion of true negatives.

F1-score
It is finding the harmonic mean between recall and
precision.

F1 = 2 ∗ TP
2 ∗ TP+ FP+ FN

Strengths
The F1-score offers a balanced evaluation of model per-

formance, particularly valuable when dealing with imbal-
anced datasets, as it considers both precision and recall.
Furthermore, it integrates the model’s performance into a

single metric, facilitating the comparison of multiple
models and helping in the selection process.
Shortcomings

The F1-score fails to provide detailed information about
the specific errors made by the classifier or the distribution
of errors among different classes. Consequently, relying
only on the F1-score may not be suitable for comprehen-
sively assessing classifier performance.

Human performance
Cohen’s Kappa coefficient43 is a statistical measure that
evaluates the agreement between two raters or more when
categorizing items into discrete categories. In this study’s
case, it measures the agreement between the two health pro-
fessionals about the health information on the web pages,
whether it is of high or low quality. Consequently,
Cohen’s Kappa is an appropriate measure for evaluating
the performance of a DL model and comparing its output
to judgements or annotations made by human experts.
Table 9 shows the suggested interpretation of the agreement
for different values of K.

K = po − pe
1− Pe

Table 7. The language representation techniques with a details description (1).

Quality criteria/
tools Details Study references

Textual representation features

TF-IDF Term Frequency-inverse document frequency technique counts the importance
of the word across the documents, so infrequent words get highly weighted

Alasmari et al.36, Meppelink
et al.27

AraVec67 The Arabic version of the word2vec is a neural embedding model pre-trained in
general Arabic content. As a result, the model can capture many syntactic
and semantic relations among words in the document

Alasmari et al.36

PubMed
(Word2vec68)

The word2vec neural model pre-trained on PubMed Upadhyay et al.38, Upadhyay
et al.39

BERT,69 BioBERT62 Two distinct versions of this neural embedding model for text representation
were used in the included studies. BERT pre-trained on the English
Wikipedia and books corpus, while BioBERT pre-trained on both general
and scientific texts

Kinkead et al.24

Bag-of-the-words With this technique, every word in the document becomes a feature by counting
how many times it occurs. Unlike TF-IDF, frequent words are weighted
highly

Meppelink et al.27, Al-Jefri
et al.26, Robillard et al.34

GloVe70 By using this method, each word or phrase in the document is converted into a
dense vector representation known as a word embedding that captures the
semantic meaning and relationships between words

Di Sotto and Viviani.37

TF-IDF: term frequency-inverse document frequency; BERT: Bidirectional Encoder Representations from Transformers.
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Table 8. The criteria and tools used in included studies with a details description (2).

Other representation features

Quality criteria /tools Details
Study
references

QUEST tool Complementary It is tested for if health document support or replaces the doctor–patient
relationship

Robillard et al.34

Brief DISCERN
criteria

References The sources of information used to write the health information Kinkead et al.24

Date Include the date that the information was released Kinkead et al.24

How treatment
work

Provide an explanation of the mechanisms underlying each treatment Kinkead et al.24

Treatment benefit Outline the advantages associated with each treatment type offered Kinkead et al.24

Treatment risk Outline the potential risks associated with each treatment option Kinkead et al.24

HON code Authoritative include information regarding the credentials and qualifications Alasmari et al.36

Attribution provide the source and date of publication for the information cited Alasmari et al.36

Advertising policy Precisely differentiates between promotional material and main content Alasmari et al.36

Transparency Show a straightforward way of contacting, such as email Alasmari et al.36

Linguistic-stylistic features It captures the stylistic features of the text

Strong modals might, could, can, would, may Di Sotto and
Viviani37

Weak models should, ought, need, shall, will Di Sotto and
Viviani37

Negations If Di Sotto and
Viviani37

To be form To form be, am, is are, was, were, been Di Sotto and
Viviani37

Conclusive
conjunctions

until, despite, in spite, though Di Sotto and
Viviani37

Following
conjunctions

but, however, otherwise, yet Di Sotto and
Viviani37

Definite
determiners

the this, that, those, these Di Sotto and
Viviani37

Personal pronouns I, you Di Sotto and
Viviani37

First person I, we, me, my, mine, us, our Di Sotto and
Viviani37

(continued)
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Table 8. Continued.

Other representation features

Quality criteria /tools Details
Study
references

Second person you, your, yours Di Sotto and
Viviani37

Third person he, she, him, her, his, it, its Di Sotto and
Viviani37

Question particles why, what, when, which, who Di Sotto and
Viviani37

Adjectives correct, extreme, long, visible Di Sotto and
Viviani37

Adverbs maybe, about, probably, much Di Sotto and
Viviani37

Proper nouns names of places, things, etc. Di Sotto and
Viviani37

Other nouns other nouns Di Sotto and
Viviani37

To have form have, has, had, having Di Sotto and
Viviani37

Past tense verb past tense verb Di Sotto and
Viviani37

Gerund gerund Di Sotto and
Viviani37

Participle verb past or present participle verb Di Sotto and
Viviani37

Superlatives superlative adjectives or adverbs Di Sotto and
Viviani37

Exclamation exclamation mark Di Sotto and
Viviani37

Linguistic-emotional Features These features capture the emotions expressed in the text Di Sotto and
Viviani37

Linguistic-medical features Capture the statics of medical terms in the text that affect the health
information quality

Di Sotto and
Viviani37

Normalized count of medical terms is counting the number of times the medical term occurs, normalized by the
number of words. Extracting this feature requires the use of Named-entity
recognition (NER)

Di Sotto and
Viviani37

(continued)
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Table 8. Continued.

Other representation features

Quality criteria /tools Details
Study
references

Normalized count of unique medical
terms

A unique count of the medical term is considered Di Sotto and
Viviani37

Hyperlink count This count the proportion number of external links as a factor of the total
number of links

Di Sotto and
Viviani37

Normalized count of commercial
terms

It counts the number of commercial terms. The more commercial terms in
the document, the less credible the source information is

Di Sotto and
Viviani37

Feedback The health information provider allows for feedback from the user Alasmari et al.36

Source reliability Website rank (Alexa and page rank) Alasmari et al.36

Search engine The information source includes built-in search capabilities Alasmari et al.36

Certification The information source owns an official certification such as HON
certification

Alasmari et al.36

Childhood vaccines guidelines Provide by Dutch National Institute for Public Health and the Environment
(RIVM)

Meppelink et
al.27

Evidence-based Capture whether medical authorities like the US Food and Drug
Administration agency and the National Institute for Clinical Excellence in
the UK licensed the treatment

Al-Jefri et al.26

HON: Health On the Net Foundation.

Figure 5. A number of times different algorithms have been used in the articles.
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Strengths
Cohen’s Kappa coefficient is valuable because it consid-

ers chance agreement, manages imbalanced data, applies to
multiple raters, and offers a consistent scale for straightfor-
ward interpretation and study comparison.
Shortcomings

Although Cohen’s Kappa coefficient is considered a
very good score, it has limitations uniquely when there is
a kind of data bias, which can result in incorrect results,
mainly when dealing with skewed distributions or inten-
tional biases among raters.

Measurement tools and quality dimensions
The included studies used multiple instruments to evaluate
health information quality. First, JAMA benchmarks
consist of four standards for determining the trustworthi-
ness of a health information source: authorship, attribution,
disclosure, and currency, which give information about the
author, sources, funding, and the date the health informa-
tion was written. Second, the HON code extends beyond
trustworthiness and contains five additional criteria: com-
plementarity, privacy, justification, transparency, and
advertising policy. These criteria require health information
providers to enhance doctor–patient relationships, protect
personal information, support claims with scientific evi-
dence, maintain direct communication channels, and distin-
guish between main content and advertising.

Third, the brief DISCERN instrument further expands the
evaluation of health information quality by providing

guidelines for treatment choices. It includes six criteria: treat-
ment works, treatment benefits, treatment risks, effect on
quality of life, side effects of no treatment, and areas of
uncertainty. By considering these criteria, health information
providers can ensure high-quality and reliable information
delivery to consumers, enabling informed decision-making.
Table 8 shows the cite every criterion and tool used in the
included studies to evaluate health information quality.

Generalization and boundaries of the developed
models
DL and ML models’ success heavily rely on their general-
ization ability. It refers to a model’s ability to perform

Figure 6. The performance of the three best algorithms in each study with human performance.

Table 9. K values with associated interceptions.

K values Strength of agreement

<0.20 Poor

<0.21–0.40 Fair

<0.41–0.60 Moderate

<0.61–0.81 Good

<0.81–1 Very good
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effectively on new data it hasn’t seen during training.
Models have boundaries, which means they are created to
apply to particular problems or datasets. The range of scen-
arios a model should perform well is defined by generaliza-
tion boundaries. The results of this review show that the
proposed models in the included studies have two substan-
tial generalizability constraints:

1. The evaluated health information of all the included
papers, only two (22.2%) collect new data for training
and testing the models, six papers (66.67%) use arch-
ival, and one paper uses both new and archival. For
example, Figure 7 shows that five papers (55.56%) of
the included studies use general health information. In
contrast, the other four studies (44.4%) use health infor-
mation about specific diseases such as early childhood
vaccination, depression, and Alzheimer’s.

2. The evaluated language in the studies Figure 8 shows
out of nine included studies, 77.8% (n = 7) corresponds
to research conducted to evaluate health information
quality in English. On the other hand, 11.1% (n = 1)
and 11.1% (n = 1) of studies correspond to research
conducted in Arabic and Dutch.

Language representation
Regarding the textual representation, among the included
papers, five (55.5%) used neural network embeddings
trained on either general or scientific health-related text,
such as AraVec, PubMed (word2vec), GloVe, BERT, and
BioBERT. Detailed information about each type and the
studies that employed them can be found in Table 7. One
paper (11.11%) used both term frequency-inverse docu-
ment frequency (TF-IDF) and neural network embeddings,
while another paper (11.11%) employed the bag of words
approach alongside TF-IDF. Additionally, one paper
(11.11%) relied exclusively on the bag of words technique.
For a more comprehensive overview, refer to Figure 9.

Comparative information for the included studies
The included studies covered various aspects of health
information quality, including credibility, misinformation,
reliability, and evidence-based properties. Precisely, 3
(33.3%) of the included studies focus on the misinformation
aspect of health information, the studies seeking to detect
misleading information in health, finance, politics, and
general health information. These studies used a supervised
learning paradigm for training and testing the modes and
convenience sampling for the data collection. They used
datasets with different sizes ranging from small sample
sizes of 360 web pages to larger sample sizes of 5509 cred-
ible and 6736 non-credible web pages. Moreover, the
studies used PubMed, word2vec, and GloVe for language
representations.

One (11.1%) of the included studies focuses on the cred-
ibility of general health information in Arabic. The study
used a supervised learning paradigm and convenience sam-
pling for the model training and data collection. The study
used for language representation TF-IDF and neural word
embedding word2vec (AraVec) with sample sizes of 500

Figure 9. Shows how often each technique was used in the
included studies.

Figure 7. General versus specific health information.
Figure 8. The language of the web pages.
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web pages. Precisely, 3 (33.3%) of the included studies
focus on health information quality, especially in the
context of specific health conditions such as breast
cancer, arthritis, depression, Alzheimer’s disease, and
general health information. These studies used a supervised
learning paradigm and convenience sampling, and for lan-
guage representations, they used bag-of-words or BERT.
The sample sizes range from 50 to 734 web pages.

One (11%) of the included studies focuses on evidence-
based properties of health information, particularly explor-
ing the reliability of information related to shingles, flu, and
migraine diseases. The study used a supervised learning
paradigm, convenience sampling, and bag-of-words for lan-
guage representation. The sample size was 276 web pages.
Lastly, one (11%) of the included studies focuses on the
reliability of early childhood vaccination health informa-
tion. The study used a supervised learning paradigm and
convenience sampling, and for language representations,
the study used the bag-of-words and TF-IDF techniques.
The sample size was 468 web pages. Table 6 shows detailed
information about each study.

Discussion

Summary of contributions
This article discusses the significance of applying ML and
DL methods to evaluate health information quality.
Specifically, it investigates whether these approaches can
enhance the accuracy of health information evaluation
and surpass human performance. However, the results of
a systematic review reveal a lack of universally accepted
quality dimensions among health professionals and practi-
tioners of ML and DL when evaluating health information.
Furthermore, the metrics used to evaluate model perform-
ance differ from those used to assess human performance,
making a comparison unfeasible. Nevertheless, this study
contributes valuable insights into the automated evaluation
of health information on web pages, as outlined in the fol-
lowing sections:

Tables 4 and 5 present details regarding the incorporated
papers, which will be elaborated upon in the subsequent
sections. The discussion will be divided into three parts.
The first part, “Publications information and categorizing
the included papers based on algorithm types,” this
section divides the papers into three distinct categories:
papers that used ML, papers that integrated both ML and
DL, and papers that focused solely on DL. The second
part, “Health Information Quality Assessment: Tools,
Algorithms, Dataset and Critical Analysis,” looks into crit-
ical aspects related to the QA of health information, includ-
ing measurement tools and quality dimensions,
generalization and boundaries of developed models,
model and human performance comparison. Frequently
used algorithms and measurement tools, benchmark

datasets, and comparative analysis. These topics will be
examined for critical analyses. This analysis aims to offer
valuable perspectives into the strengths and limitations of
the included studies. Furthermore, this analysis will
enhance our understanding of health information QA with
the use of ML and DL approaches and specify the direction
of future studies. The last part includes implications, limita-
tions, directions for future studies, and a summary and
conclusion.

Publications information and categorizing the
included papers based on algorithm types

Publications information

The total number of citations for the included publications
is 63; one of the main reasons for the low number of
included studies and citations is the lack of a benchmark
dataset to train and assess the built model performance.36,37

In addition to this, assessing the online health information
quality is a challenging task, as it involves over two
dozen dimensions that users can assess subjectively.38,39

The papers included can be generally categorized into
three groups based on the algorithms used:

The included paper that used ML

The included papers that used ML to tackle the problem of
health information quality are Al-Jefri et al.26, Meppelink
et al.27, Alasmari et al.34, and Di Sotto and Viviani35 One
major problem with ML is hand-craft features; in this
case, most of the traditional ML algorithms follow two
steps:61

1. The initial stage involves deriving manually designed
features from the documents (or any equivalent units
of text).

2. Then, features are fed into a classifier in the second step
to produce the prediction.

The problem with this two-step procedure depends on
manually designed features, which require much time for
feature designing and analysis to achieve acceptable per-
formance. Furthermore, because the technique relies on
domain expertize to produce features, it can be challenging
to generalize to new tasks. Despite this limitation, these
studies have good performance ranging from a minimum
F-score of 51 to a maximum of 91.

For checking the evidence-based property of the text,
Al-Jefri et al.26 suggested six types of ML algorithms
named multinomial Naïve-Bayes, K-nearest neighbor
(KNN), SVMs, stochastic gradient descent (SGD), LR,
and multilayer perceptron (MLP). In addition, the study
uses domain-specific criteria related to JAMA criteria.
Finally, after training, the algorithm tries to classify the
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document according to the preceding features, whether
evidence-based or not. In other words, medical authorities
like the US Food and Drug Administration agency and
the National Institute for Clinical Excellence in the UK
licensed the treatment. The best algorithm of the study for
evaluating the information regarding the three diseases
migraine, flu, and shingles treatments, is LR with an
F-score 81.7.

The study by Meppelink et al.27 proposes two ML algo-
rithms, Naïve-Bayes, and LR, to specify the reliability of
webpages content. For evaluation purpose, the study uses
a set of guidelines provided by the Dutch National
Institute for Public Health and the Environmen (RIVM)
about early childhood vaccination. The best algorithm of
the study is Naïve-Bayes, with an F-score of 86.

The study by Oroszlányová et al.35 explores the potential
of predicting document quality based on its attributes. The
study uses LR to achieve the goal with the HON code as the
ground truth. The model achieves an accuracy of 89 in pre-
dicting the document’s quality without using HON code
characteristics. The most important features discovered by
the model are split content, type, the process of revision,
and place of treatment.

The study by Robillard et al.34 investigates the quality of
the health document and the alignment of the information
provided regarding the patient and physical relationship.
Therefore, the study proposes a DT classifier to tackle the
problem. Concerning the evaluation process, the study
uses complimentary quality criteria of the QUEST tool
(authorship, attribution, conflict of interest, currency, and
complimentary tone), and the achieved F-score is 90% in
evaluating the Alzheimer’s disease.

The included papers that used ML and DL

The papers by Alasmari et al.36, Di Sotto and Viviani,37and
Kinkead et al.24 used different ML algorithms to tackle the
issue and use ML for comparison purposes. Still, two sig-
nificant problems of these studies are using word embed-
dings trained in general or scientific medial text, which
could yield poor performance,62,63 and these models
oriented toward evaluating health information in a specific
language making them unimodal language modal.64,65

Nonetheless, these studies achieved a lowest F-score of
79 and a highest of 95.

The study by Alasmari et al.36 proposes the hybrid fea-
tures method to investigate the credibility of web pages;
both textual and non-textual features. For the textual fea-
tures, the study uses the term frequency-inverse document
frequency technique (TF-IDF) and the Arabic version of
the word2vec, a neural embedding model pre-trained in
general Arabic content. In contrast, regarding the non-
textual features, the study uses four criteria from HON
code, including authoritative, attribution, ads policy, and
transparency, along with other features. For the evaluation

process, the study uses LR, SVM, DT, and LSTM. The
best-performing model is LSTM, with word embeddings
achieving an F1-score of 75 with textual features and an
F1-score of 77 with hybrid features. The study by Di
Sotto and Viviani37 classifies health information using
binary classification to distinguish health information
from misinformation. The study uses over 119 features
and five classical ML algorithms: gradient boosting, LR,
Naïve Bayes, and random forests. In addition, the study
uses a word embedding technique and a pre-trained
neural model Golve to have a more complex representation
of the text. Finally, the study uses two DL architectures:
CNNs and bidirectional LSTM. The best-performing classi-
fier of the study is random forests, with 88 for AUC (the
area under the curve score).

In the study by Kinkead et al.24 the authors proposed a
method for automatically implementing DISCERN tool.
First, the four hierarchy encoder attention (HEA)-based
architectures (hierarchy encoder with BERT, hierarchy
encoder with BioBERT, hierarchy encoder attention with
BERT, and hierarchy encoder attention with BioBERT
and random forest are trained on articles about breast
cancer, arthritis, and depression (all related to the five
DISCERN criteria). Then, a BERT layer converts words,
phrases, and documents to dense vector representations.
Finally, a SoftMax layer is used to classify the articles.
This model is specifically relevant for articles that discuss
various choices for treatment. Therefore, its usability is
restricted to this particular category of articles. Despite lim-
itations regarding the type of the article, the model’s per-
formance is quite good, with a lowest f-macro score of 74
and a highest f-macro score of 75. The best model is hier-
archy encoder with attention (HEA) BERT, achieving an
F1-score of 75.

The included papers that used DL

The research conducted by Upadhyay et al.38,39 employs
the web2vec algorithm introduced by Feng et al.66 This
algorithm is designed to identify fraudulent web pages
using an approach that generates an embedded version of
web pages incorporating their URL, content, and DOM
structure. Subsequently, the hybrid CNN-BiLSTM model
leverages this condensed representation to capture both
local and global characteristics of the web pages. The study
by Upadhyay et al.38 uses the same proposed algorithm,
web2vec, for detecting misinformation by taking into consid-
eration the context the study suggested using PubMed
word2vec word embeddings trained in health-related text
from PubMed. Rather than concentrating on attributes asso-
ciated with the webpage’s URL, the study focuses on the
URL links inside the webpage because it is a better indicator
of the reliability of the webpage (e.g. the presence of a lot of
commercial weblinks). With the preceding information, the
suggested solution includes the subsequent elements:
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(i) The data parsing stage: The page links, content, and
DOM is parsed from the HTML document to extract
the required information, which will be used in the
subsequent steps.

(ii) Data representation stage: In this stage of web page
processing, the web page’s content is represented in
the form of word and sentence-level representation
while considering the other features, page links, and
DOM.

(iii) Feature extraction stage: The hybrid model of
CNN-BiLSTM is used to extract the local and
global features.

(iv) The final stage: The web page classification was per-
formed using a fully connected layer that utilized a
sigmoid function. This categorization aimed to distin-
guish between credible and incredible web pages. The
top-performing model in the study was Cred-W2V,
which was trained using the web page’s content,
DOM, and link embeddings. Moreover, it used
PubMed’s word2vec as a starting point for its
weights. The paper of Upadhyay et al.39 is considered
an extension of the previous article with an additional
semantic aspect: the part of the speech extracted from
the web pages and the grammatical aspects of the web
pages. The “Comparative and critical analysis”
section offers additional details and suggestions for
future research. It shows a comprehensive examin-
ation and evaluation of the included study’s
methods and limitations, aiming to provide a
deeper understanding and potential avenues for
further exploration.

Health information quality assessment: Tools,
algorithms, dataset, and critical analysis

Measurement tools and quality dimensions

The results of this study are consistent with prior research
into measurement instruments and quality dimensions.23

The concept of health information quality lacks a universal
definition, leading different ML and DL practitioners to use
different criteria and indicators. This highlights the nuanced
and complex nature of health information quality.38,39 The
study also reveals the crucial role quality criteria and indi-
cators play in comparing ML and DL model results and
helping in selecting the model that covers most aspects of
information quality.

For instance, Table 8 demonstrates significant limita-
tions and inconsistencies in the approach of included
studies when assessing health information quality. Some
studies use only one quality criterion,26 while others,
like,37 employ 119 different criteria, the highest number
among all included studies. Surprisingly, only two
studies36,24 employ commonly used tools by health profes-
sionals, such as the HON code14 and discern criteria.15

Furthermore, none of the included studies uses the JAMA
score,13 which is widely used in recent studies of manual
evaluations of health information.11

While the current review suggests careful consideration
in using quality criteria to prefer one study model over
another or comparing it with human performance due to
the mentioned limitations, it emphasizes the importance
of using various quality criteria to capture the multidimen-
sional nature of health information quality.71 Each criterion
focuses on specific aspects, such as accuracy, reliability,
and credibility. The selection of criteria depends on the
research context and objectives. While all criteria contribute
to the overall quality, their relative importance may vary
depending on the context, making it challenging to recom-
mend specific criteria for universal use.

Building upon the findings of the current review, it
becomes clear that using various quality criteria is essential
to completely capture the multidimensional nature of health
information quality.71 It should be emphasized that not all
quality criteria offer the same advantages, as each measure
serves a distinct purpose. The JAMA benchmarks focus on
the trustworthiness of health information sources by asses-
sing authorship, attribution, disclosure, and currency to
ensure that the information comes from reliable sources, is
up-to-date and includes essential details about funding and
authorship. This will help consumers trust the information
and make informed decisions about their health conditions.

The HON code goes beyond trustworthiness and
includes additional criteria like complementarity, privacy,
justifiability, transparency, and advertising policy. By con-
sidering these criteria, health information providers can
enhance doctor–patient relationships, protect personal
information, support claims with scientific evidence, main-
tain direct communication channels, and differentiate
between main content and advertising. This will enhance
the overall quality and credibility of health information.

The DISCERN instrument focuses on evaluating health
information quality related to treatment choices by provid-
ing guidelines in treatment description like treatment works,
treatment benefits, treatment risks, effect on quality of life,
side effects of no treatment, and areas of uncertainty; it
enables health information providers to provide compre-
hensive and reliable information to consumers about the
treatment. This will enable consumers to make well-
informed choices regarding their treatment options.

In summary, the benefits of these tools vary, and it’s
essential to consider the study’s objective. If the main
focus is on assessing the trustworthiness of health informa-
tion sources, then the JAMA benchmarks would be the
ideal choice. On the other hand, if the study aims to offer
a comprehensive evaluation, including verifying claims
and supporting them with scientific evidence, complemen-
tarity, privacy, justifiability, transparency, and advertising
policy, the HON code would be more suitable because it
goes beyond trustworthiness. Finally, the DISCERN
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instrument emerges as the best option for studies focusing
on the quality of treatment choices. Its guidelines related
to treatment descriptions, such as treatment works, treat-
ment benefits, treatment risks, etc., enable a thorough evalu-
ation of health information about treatment options and help
make informed decision-making.

To address these challenges, we propose in the future
research section combining multiple tools, including the
practical experience and common sense of health specia-
lists, to create a more comprehensive tool that covers
various aspects of health information quality. Furthermore,
these criteria should be grouped based on their functions
and ranked according to their importance to health informa-
tion quality, as perceived by health specialists. The
“Directions for future studies” section offers further insights
into this method.

Generalization and boundaries of the developed
models

The findings show that the suggested models suffer from
three significant limitations concerning generalizability.
The first limitation is the language limitation. In this case,
the results converge with previous findings,36 where most
studies focus on English while other languages are
neglected. A total of seven studies from the included
paper focus on English.26,37,24,35,34,38,39 On the other
hand, only one study focuses on Arabic,36 and one in
Dutch.27 The second limitation is the health information
used to train the models. There are two types of health infor-
mation used to develop the models. The first type is
general health information used by the subsequent
studies,36,38,37,35,39 and the second type is for a specific
disease used by the subsequent studies.27,24,26,47 These
limitations make it hard to generalize the model to a par-
ticular illness or language and only work within the
boundaries [language and specific disease information].
In other words, the datasets used for training and testing
the ML and DL models may not accurately reflect the
actual distribution of the health information quality
problem, and this could happen when the datasets fail to
cover all possible variations and data quality complexities
present in real-world health information.

Coupled with the findings of the previous two limita-
tions, the third limitation that affected the generalizability
was that the textual representation features in the included
studies were quite limited. To give an illustration, studies
of Meppelink et al.27 and Alasmari et al.36 used TF-IDF
term frequency-inverse document frequency technique,
and study of Meppelink et al.27 also uses a bag-of-words
method; both approaches are limited and do not capture
many of the syntactic and semantic relations among
words in the document. The studies of Al-Jefri et al.26

and Robillard and Feng47 used only the bag of words

technique, which is the least effective technique for weight-
ing features where the most frequent features are weighted
highly. Even though some of the included studies use neural
embedding techniques, which can capture many of the syn-
tactic and semantic relations among words in the document,
they still have some limitations. Firstly, studies of Kinkead
et al.24 and Alasmari et al.36 used words2vec and BERT,
BioBERT, respectively. Study of Alasmari et al.36 uses
AraVec, which word2vec pre-trained word embedding
trained in general Arabic text from Tweets, World Wide
Web pages, and Wikipedia articles, making the models
imprecise for health information evaluation or detection.

Similarly, study of Kinkead et al.24 uses BERT pre-
trained on English Wikipedia and books corpus and
BioBERT pre-trained on scientific health-related text as
well as a general text. Nevertheless, studies of Upadhyay
et al.38,39 used the PubMed version of the word2vec,
which is pre-trained on PubMed and is considered as scien-
tific health-related text and may not cover general health
information beyond the biomedical field. In conclusion,
the findings show that regarding textual representation
features, there is clear evidence of omitting the importance
of contextualized embedding as supported by recent
studies.62,63 More precisely, they show that applying word
embeddings directly to context-specific natural language
problems yields unsatisfactory performance.

The model and human performance comparison

Contrary to the attempt by Kinkead et al.24 to compare
human and model performance in their study, the results
of this review show that the comparison is not possible
due to the different metrics used to measure the model
and human performance, as shown in the result section.
More precisely, the included studies use recall, precision,
f_score, and accuracy for model performance and
Cohen’s Kappa for human performance. Firstly, we will
discuss the importance of comparing model and human per-
formance. Secondly, we will examine the validity of the
comparisons made in the included studies between model
performance and human performance.

Firstly, with numerous ML systems striving to automate
tasks that humans do well, three important benefits can be
obtained by integrating human-level performance into
future research on evaluating health information quality.
These benefits include the following aspects:72 first, it is
easy to get label data from health professionals.

Second, error analysis is based on health specialist intu-
ition and cognitive abilities. Contrary to the general health
information user, who often struggles to assess the health
information quality due to their limited cognitive ability73

and low health literacy,74 health specialists have two qual-
ities that make them different from DL and ML language
models: first, health literacy: health specialists have a
unique ability to perceive linguistic nuances that influence

Baqraf et al. 23



health information quality using their knowledge and experi-
ence. Second, personal judgement: assessing health informa-
tion quality most of the time needs subjective judgement38,39

(a.k.a Personal Judgement) because it contains aspects that
cannot be easily quantified, so incorporating the health spe-
cialist in the evaluation process of health information
quality will include the subjective evaluation criteria.

Third, use human-level error as a proxy of Bayes error to
estimate the optimal error and performance rates. For
instance,24 reports a manual accuracy of 94%, where the
optimal error rate will be 6%, and the optimal model per-
formance will be 94% for that specific dataset. In other
words, If a model’s error rate is close to the estimated
Bayes error (i.e. the human-level error in this case), it indi-
cates that the model is performing at or near the best pos-
sible level on that dataset. However, suppose the model’s
error rate is significantly higher than the estimated Bayes
error. In that case, it suggests that there is room for improve-
ment and the model is not performing as well as it could be.
It should be emphasized that Bayes error is an essential
concept in ML and DL and represents an idealized lower
bound on error. In practice, it’s not always achievable due
to limitations in data quality, model complexity, and other
factors. Nonetheless, it serves as a useful benchmark for
assessing model performance.72,75

Secondly, regarding the validity of the comparisons
made in the included studies, the review findings indicate
that the comparison between human and model perform-
ance is invalid. This conclusion is drawn from analyzing
each matrix’s definitions and mathematical calculations.
As a result, it is essential to use the same matrix for evalu-
ating the model and human performance to ensure a fair and
accurate comparison.

Guidance from optimal error rate

Based on the previous example,24 an “optimal” classifier,
which is a health expert, can achieve an error rate of ∼
6%. When assessing a health document, a health expert
should be able to distinguish whether the information it con-
tains is of high quality or not, with a potential error rate of
6%. It is reasonable to expect that a machine could
perform just as well.72 For instance, let’s say the error rate
on the training set is 7% and on the development set is
12%. This means that the training set performance is
almost at the optimal error rate of 6%. Therefore, there
isn’t much potential for improvement in the training set per-
formance. However, the model is not generalizing well to the
development set, which indicates that there is significant
room for improvement in reducing errors in the development
set. In sum, From these instances, it becomes evident that
having knowledge of the ideal error rate serves as valuable
guidance for determining our subsequent actions.

Frequently used algorithms and measurement tools

As observed in the preceding sections, most of the recent
research examined in this systematic review uses DL to
tackle the problem of health information quality.36–38 In
addition, some of these studies use ML algorithms to
compare the language models built using ML versus DL.
The findings of this study converge with previous results
about using language models produced by DL algorithms.
These models have demonstrated enormous success in
translation and question-answering by capturing features
and nuances in language that has been considered problem-
atic for a long time.30,31 In addition, concerning health mis-
information, the recent interest of researchers has turned to
DL after achieving massive success, especially in social
media.76,28 Therefore, the findings suggest that DL algo-
rithms are the most promising avenue in artificial intelli-
gence to tackle the problem of health information quality.

Regarding the frequently used quality dimensions and
measurement tools, The findings of this review converge
with the previous systemic review77,23 that the quality is
evaluated using different dimensions and indicators in
each study. These dimensions and indicators will be exam-
ined in further detail in the subsequent section. In addition,
the present study is the first to investigate the automatic
evaluation process of health information quality on web
pages using ML and DL.

Benchmark dataset

With respect to the dataset used to evaluate the developed
models, this study’s findings converge with previous
results;36,37 there is a lack of an existing benchmark
dataset to assess the performance of the developed model.
Therefore, some researchers collect new data to test the
model’s performance. Three of the included studies
collect new data. Firstly, Alasmari et al.36 collected
general health information in Arabic using the keywords
“medical advice,” “medical information,” and “health infor-
mation” within the total dataset size of 500 examples.
Secondly, Meppelink et al.27 collected data in Dutch
about early childhood vaccination using the keywords “vac-
cinations safe,” “vaccinations unsafe,” “vaccinations
good,” and “vaccinations bad” within the total dataset
size of 468 examples. Thirdly, Al-Jefri et al.26 collected
new data in English about shingles using the keyword
“shingles treatment.” In addition, he used archival data
about the flu78 and migraine79 within the total dataset size
of 276 examples.

On the other hand, six papers in the systematic review use
archival data38 and the more recent version of the same
study39 uses three archival data. First, Microsoft Credibility
Dataset80 consists of 1000 examples and covers health,
finance, and political topics. Second, Medical Web
Reliability Corpus81 collected uses the HON code. The
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authors consider all websites with HON certification as reli-
able websites. For unreliable examples, they search the web
using keywords such as the disease and “miracle cure.” The
dataset consists of 360 web pages; 180 reliable, and 180
unreliable. Third, CLEF eHealth46 medical content has
5509 credible and 6736 non-credible web pages.

Robillard et al.34 used 50 random samples from a total of
380 web pages about Alzheimer’s provided by Robillard
and Feng.47 Similarly,24 use a dataset consisting of 269
web pages about three diseases: breast cancer, arthritis,
and depression. The dataset is collected using Google and
Yahoo search engines, and data provided in the paper.82

The study of Di Sotto and Viviani37 uses three datasets in
their study. First, CoAID is a collection of news and claims
written in English about Covid-19 provided by Cui and
Lee83 consisting of 3555 examples. Second, recovery is a col-
lection of news about Covid-19 written in English collected
from 60 websites provided by Zhou et al.84 Third, Fake
Health is a collection of 2029 examples of reviews from
health experts about different health topics, such as medical
intervention, wellness, etc., provided by Dai et al.85 Finally,
the study35 used a dataset consisting of 734 web pages that
covered a wide range of topics, including treatment options
and diseases provided by Lopes and Ribeiro.86

In sum, the findings indicate that there is no dataset col-
lected in a way that covers all quality dimensions and indi-
cators considered by health professionals in the manual
evaluation, which can be used as a benchmark dataset to
evaluate the model’s performance.

Comparative and critical analysis

The essential analysis of the included studies points to
several similarities and differences in their methodologies,
metrics, and other factors. While all studies strive to
handle diverse characteristics of health information
quality, such as credibility, misinformation, and reliability,
they use different approaches to achieve their objectives.
Detailed information is shown in Table 6.

First, all the studies included in the review shared a
common similarity in their method for data collection for
training and testing the models. They all used a conveni-
ence sampling method. Nonetheless, this approach has
one limitation that could affect the final conclusion. This
limitation is the possibility of introducing bias,87,88 as con-
venience sampling may not accurately represent the entire
population of health information web pages.

Additionally, the models developed using this sampling
method may not generalize well to other health information
sources or types. For instance, The research study conducted
by Meppelink et al.27 gathered data on early childhood vac-
cination information using convenience sampling. However,
an important aspect to emphasize is that the results may not
accurately represent the complete range of early childhood
vaccination information accessible online.

Second, another common similarity among the included
studies is the use of supervised learning paradigms.
Nevertheless, it is essential to highlight the limitation of
supervised learning, the reliance on labeled data. For the
supervised learning models to achieve accurate predictions
and high classification performance, the labeled data must
be of high quality and effectively represent the real-world
distribution of the target problem. In sum, to overcome
the first and second limitations, future studies need to use
more representative methods for data collection, such as
probability sampling methods. Moreover, regarding the
learning paradigms, future studies could use semi-
supervised, unsupervised, or self-supervised learning para-
digms to provide alternative methods to overcome the lim-
itations of the supervised learning paradigm.

Third, a wide-ranging of variations could be found
when studying the information regarding the different
types of algorithms used, metrics, or the Dataset context.
Some studies used a mixed method approach, combining
different ML algorithms with DL algorithms, while
others focused on DL algorithms or traditional ML algo-
rithms, as seen in the preceding section. The choice of
metrics also varies, with studies reporting accuracy,
F1-score, precision, recall, and AUC score, depending
on their specific research objective. Furthermore, the
study’s datasets targeted different contexts, including
general health information, specific diseases, and other
domains such as finance and politics.

These variations have several implications associated
with them as follows: First, the studies that only used ML
models, these models may not capture the complex seman-
tic nuances in textual data as efficiently as DL algo-
rithms.69,24 As a result, using these models may lead to
less accurate predictions and lower classification perform-
ance. Second, the utilization of diverse measurements for
assessing model performance in various studies compli-
cates the comparison of their outcomes. Finally, analyzing
the dataset context is crucial in assessing the generalizabil-
ity of the results obtained in the included studies, consider-
ing that each study used a dataset with a different context.
As an illustration, the dataset context of study36 was
focused on general health information in Arabic.
Although the dataset context provides a proper understand-
ing of credibility assessment in this particular context, the
results may not apply to other languages or specific
medical topics; more information about each study dataset
context is provided in Table 6.

Fourth, the final crucial aspects to consider in the com-
parison between the included studies are the sample size
and language representation. These two aspects signifi-
cantly impact specifying the generalizability of the results.

Firstly, the sample sizes there were deviations among the
included studies, with the smallest sample containing 50
web pages and the largest sample containing 5509 credible
and 6736 non-credible web pages. The studies Robillard
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et al.24, Di Sotto and Viviani27, Alasmari et al.34, and
Kinkead et al.36 employed a relatively small sample size,
which could affect the reliability and validity of the final
results of the models. Furthermore, with a small sample
size, the models may not fully capture the dataset’s com-
plete variability and will impact the generalizability.

The study of Oroszlányová et al.35 has a sample size of
734 web pages, which is somewhat larger than the previous
studies. Nonetheless, it may still not be complete enough to
capture the full population of general health information
web pages. Lastly, the studies38,39,37 used various datasets
with different sample sizes ranging from small sample
sizes of 360 web pages to large sample sizes of 5509 cred-
ible and 6736 non-credible web pages. Yet, the variation in
sample sizes across different datasets can present an incon-
sistency in the results, subsequently compromising their
reliability and validity.

Secondly, the choice of language representation varied
among the included studies, with each study using a differ-
ent technique to create a word or sentence representation.
The studies used a range of techniques for language
representation, ranging from simpler techniques like
TF-IDF and bag-of-words to more sophisticated techniques
such as BERT or Bio-BERT. These techniques vary in their
ability to capture health-related text’s semantic meaning
and contextual nuances.

The use of simple methods such as TF-IDF or
bag-of-words alone limits the model’s ability to understand
the meaning and nuances of health text data, and it may
impact classification accuracy. In contrast, using a rela-
tively complex neural word embedding such as word2vec,
and Glove, which relies on the distributional hypothesis89,90

to understand the meaning of the words within specific con-
texts, could provide useful understandings of the semantic
relationships of the words. Nevertheless, these techniques
are incapable to capture the contextual meaning of the
health text data. Finally, although sophisticated techniques
like BERT effectively capture the contextual meaning of
words or sentences, retraining them on online general
health text data is essential to improve their perform-
ance,62,63 which requires sufficient time and computation
resources. For additional information, the researchers may
refer to the following recent reviews.89–91

In summary, the included studies provide valuable insights
into health information QA. However, the limitations of
sample size and language representations may impact the gen-
eralizability of the results. Future research should consider a
large sample size with diverse examples of classes and
advanced language representations to enhance generalizability.

Implications
This systematic review provides valuable insights for
addressing health information quality issues on web
pages, with implications for both practice and research.

Implications for practice

The findings of this review offer practical applications for
improving health information QA. Practitioners can use
the insights gained from this review to develop a set of
quality criteria. These criteria will serve as a tool for auto-
mating the evaluation process, enhancing efficiency, and
enabling comparisons between human evaluations and
model performance.

Implications for research

The review also lays the groundwork for future research in
this domain, suggesting several potential research directions:

1. Explore the development of pre-trained models specific-
ally tailored to health-related text available on the internet.
Incorporating domain knowledge into word representa-
tions can significantly enhance the performance of DL
algorithms in evaluating health information quality.

2. Investigate the creation of a multilingual model capable
of evaluating health information quality in various lan-
guages. Current models are limited by their language
specificity, and developing a multilingual approach
can expand the scope and applicability of health infor-
mation assessment research.

3. Consider further research into benchmark datasets and
evaluation metrics that align with the quality criteria exam-
ined in this review. This will contribute to a standardized
framework for assessing health information quality.

In conclusion, this systematic review not only provides
practical guidance for practitioners but also lays the founda-
tion for future research efforts in the realm of health infor-
mation QA on the web.

Limitations
There are three limitations to consider in this study. Firstly, it
focuses exclusively on assessing health information quality
on web pages, overlooking the assessment of social media
platforms and other communication mediums. Secondly,
the evaluation of the included papers may be restricted in
terms of human and model performance perspectives.
Thirdly, this study is limited to research that uses predefined
textual or non-textual criteria, such as the HON or JAMA
score for the non-textual criteria and BERT or Word2vec
textual criteria. Additionally, it is essential to note that this
review suffers from a limited number of studies because
the automatic evaluation of health information on web
pages is relatively new and in its infancy.

Directions for future studies
Several studies have addressed various aspects of health
information quality, as discussed in this review. Still,
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several methodological shortcomings have been identified,
requiring further investigation and refinement. This future
research section aims to address two primary areas of
improvement: establishing universal quality dimensions
and using DL techniques. The first area of concern revolves
around the need for universal quality dimensions which will
provide the following benefits:

1. It will enhance the effectiveness of comparing the
models’ performance of different studies and selecting
the best one.

2. It will make human and model performance comparison
possible by using Cohen’s Kappa coefficient or f-score
for measuring the model performance and human per-
formance. Similarly, the d prime92 metric from the
single detection theory could be used for measuring
human and model performance.

3. It will make collecting benchmark datasets that all
studies on health information quality can use more sim-
plified. Furthermore, collecting benchmark datasets pro-
motes collaboration, accelerates research progress, and
enhances the quality of studies in the field of health
information.

Steps of developing the universal quality dimensions

Figure 10 shows the proposed solution for a universal
quality dimension that health professionals, ML, and DL
practitioners could use, which consists of three steps for
creating quality dimensions.93

First, the researcher should focus on the existing litera-
ture using the ontological approach (a.k.a theoretical
approach) by identifying all the quality criteria used by
health professionals in recent studies such asJasem
et al.94, Leung et al.95, and Ölçer and Taşkaya Temizel96

and DL and ML practitioners such as Kinkead et al.24 and
Upadhyay et al.38,39 Second, a questionnaire can be devel-
oped using the empirical method to determine the most rele-
vant criteria for assessing health information quality. This
questionnaire will include quality criteria identified in the
first step and factors related to search behaviors and per-
sonal information, such as profession, major, country,
search terms, and much more, which can influence percep-
tion. Third, modify the health criteria using a health profes-
sional’s common sense and experience if required.

Finally, this questionnaire could be promoted through
social media platforms such as Facebook, WhatsApp, and
Email to collect participants’ perceptions, mainly health
specialists. Researchers will use the questionnaire to
gather data on various aspects of health information
quality, enabling them to efficiently determine the essential
criteria for evaluating health information quality. To
conduct a robust statistical analysis of the collected data,
it is recommended to use an analysis of variance test. In

this test, the independent variable would consist of the
type of profession (caregivers or doctors), education level,
academic field, and country of residence. On the other
hand, the dependent variable would encompass the
quality criteria. The primary goal of this research will be
to explore how different factors within the independent
variables, as well as their associated levels, influence the
perception of health information quality criteria.
Ultimately, the researchers then use the perception of the
health specialist to rank criteria important to the health
information quality and select the most important one.

Deep learning for health information quality

The second area of improvement focuses on integrating DL
techniques to address the challenges associated with health
information quality. DL has demonstrated promising results
in various domains30–33 and has theoretical support through
the universal approximation theorem (UAT). UAT is one of
the essential theoretical underpinnings of neural networks.
The theorem states that a sufficiently broad or deep
network can approximate any continuous function as long
as the problem can be set in input–output pairs.97

However, It is essential to acknowledge that the theorem
does not ensure that every sufficiently broad or deep
network can approximate every possible function. While
UAT provides valuable insights into shallow networks’
capabilities, deep neural networks’ power and complexity
go beyond what is covered by the UAT. By using DL, a
solution for the following issues can be provided: The
theorem states that a sufficiently broad or deep network
can approximate any continuous function as long as the
problem can be set in input–output pairs

1. Reduce the training data by using self-supervised learn-
ing to generate pre-trained models consisting of lan-
guage representation of general health-related text
available for the average online health information
consumer.

2. It will help create a multilingual model to evaluate
health information quality in multiple languages.

Figure 11 outlines the steps for developing DL language
models to enhance health information QA. The proposed
framework is based on the following three steps: 1. Prepare
pre-trained models: The researchers must first develop pre-
trained models using a self-supervised learning paradigm
with pretext tasks (either by predicting the next word in
a sequence or by predicting a complete sentence) explicitly
customized for online general health information. Self-
supervised learning enables DL models to learn from
larger volumes of data, an essential aspect for discerning
and understanding patterns present in more nuanced and
infrequent representations of the world.98 By using
online health information during the training and
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development phases, the pre-trained models effectively
capture domain-specific knowledge related to health infor-
mation (a.k.a contextual understanding of words and sen-
tences). This contextual understanding of words and
sentences in the health information domain can lead to
more informative and specialized word embeddings.62,63

After successfully developing pre-trained models
through self-supervised learning with pretext tasks for
online general health information, the next step is to use
these models for generating word embeddings. Word
embeddings are dense vector representations of words
that capture semantic relationships between them.90,91 By
leveraging the learned representations from self-supervised
learning pretext tasks, the pre-trained models can transform
individual words into high-dimensional continuous vectors
in a way that encodes their contextual meanings within the
domain of health information.

These pre-trained models will impact research in natural
language processing about online health information quality
for any downstream tasks, such as text classification, question
answering, etc. Several studies have shown the effectiveness of
the pre-trained language models in improving various natural
language processing tasks.98–102 Nevertheless, expanding the
pre-trained such as BERT or word2vec models, to cover
health information requires a large amount of data and a sub-
stantial amount of computation time.

Our study suggests a good approach to minimizing data
requirements and computation time is by focusing on

expanding the capabilities of existing pre-trained models.
Regarding Arabic health data, researchers could consider
expanding AraVec67 or AraBERT103 to contain a wider
range of language representations by including Arabic
health data. Additionally, they could explore the possibility
of extending unilingual BERT, or multilingual BERT
(mBERT)69 and the updated version104 to include the
health data targeting the general consumers of health infor-
mation of single or multiple languages. These extensions
will enhance the efficiency of the existing models’ capabil-
ities in a medical context. For further insights, the research-
ers could refer to the recent systematic reviews in word
embedding105 and pre-trained models.106

2. Labeling the health data: The second step involves the
health professionals labeling the health data into high and
low quality within the three most common classes(general
health information, treatment description, and medical
advice) for the downstream task.

3. Developing a proposed model: The third step con-
cerns addressing the requirement for a proposed novel
framework to improve the assessment of health information
quality. During this review, we thoroughly investigated the
various suggested models, including their limitations and
drawbacks, including Kinkead et al.24, Alasmari et al.36,
Di Sotto and Viviani,37 and Upadhyay et al.38,39

Consequently, future studies need to suggest a novel frame-
work to tackle the issue of assessing health information
quality more effectively.

Figure 10. Three approaches to defining quality dimensions.
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Summary and conclusion
In this review, we investigate the extent to which ML and
DL language models improve the precision of evaluating
health information quality on web pages. Our systematic
review aimed to bridge the research gap by comprehen-
sively summarizing the current state of automatic health
information quality evaluation. We focused on ML and
DL models and found that they hold significant promise
in surpassing human evaluative capabilities. This system-
atic review offers a new perspective on the automatic
evaluation process of online health information quality
and identifies several shortcomings. Future research
should focus on the following areas to address the identi-
fied shortcomings and advance the understanding of this
field.

Defining universal quality dimensions

To facilitate consistent comparisons between human and
model performance, researchers should prioritize the
development of universally accepted quality dimensions
and indicators. This entails conducting a comprehensive
literature review to identify existing quality criteria used
by health professionals and ML practitioners.
Subsequently, an empirical questionnaire should be devel-
oped, and a statistical analysis should be conducted to pri-
oritize the most critical criteria based on the input from
health specialists.

Standardizing evaluation metrics

To ensure fair and accurate comparisons, it is crucial to
align the metrics for measuring both model and human per-
formance. The adoption of specific metrics, such as
Cohen’s Kappa coefficient, should be encouraged, enhan-
cing the reliability of evaluation results.

Specialized embeddings for health information

Overcoming the limitations of pre-trained models neces-
sitates the development of specialized embeddings custo-
mized for evaluating health information quality. Future
research should focus on self-supervised learning with
health-specific pretext tasks and training on online
health information to capture domain knowledge.
Additionally, extending existing models like AraVec or
AraBERT for health data evaluation is an avenue worth
exploring.

Multilingual models for enhanced generalizability

The development of multilingual models is vital to extend
evaluation across diverse languages. Researchers can lever-
age cross-lingual transfer learning techniques and fine-tune
pre-trained models such as mBERT or XLM-RoBERTa on
health-related content, which have already been trained on
extensive text in various languages.

Figure 11. Proposed steps for developing deep learning language models for the health information quality.
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Creating a benchmark dataset

The absence of a benchmark dataset is a significant chal-
lenge. Establishing a standardized benchmark dataset spe-
cifically for evaluating online health information quality
is crucial. This process should involve defining the dataset’s
goals and scope, collecting health-related web pages in
various languages, and establishing precise quality criteria.
An expert team should then annotate the web pages based
on these defined criteria. Expanding the evaluation to
include content from social media and other platforms
would offer a more comprehensive perspective. By addres-
sing these areas, future research can improve the reliability,
generalizability, and practicality of evaluating online health
information quality, benefiting healthcare consumers and
professionals.
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