
A systems biology view of blood vessel growth and remodelling

Elizabeth A. Logsdon a, Stacey D. Finley b, Aleksander S. Popel b, Feilim Mac Gabhann a, *

a Institute for Computational Medicine and Department of Biomedical Engineering,
Johns Hopkins University, Baltimore, MD, USA

b Department of Biomedical Engineering, Johns Hopkins University School of Medicine, Baltimore, MD, USA

Received: May 30, 2013; Accepted: September 16, 2013

● Introduction
● Systems biology approaches to understand
the multi-step process of angiogenesis
– Angiogenic stimuli
– Sprouting
– Elongation and branching
– Tubulogenesis, lumen formation and
anastomosis

– Stabilization/regression

– Quantitative high-throughput experimental approaches
● Application of systems biology approaches
to therapeutic regulation of angiogenesis
– Targeting angiogenic stimuli
– Targeting sprouting
– Targeting elongation and branching
– Targeting tubulogenesis and anastomosis
– Targeting stabilization/regression

● Conclusion and future work

Abstract

Blood travels throughout the body in an extensive network of vessels – arteries, veins and capillaries. This vascular network is not static, but
instead dynamically remodels in response to stimuli from cells in the nearby tissue. In particular, the smallest vessels – arterioles, venules and
capillaries – can be extended, expanded or pruned, in response to exercise, ischaemic events, pharmacological interventions, or other physio-
logical and pathophysiological events. In this review, we describe the multi-step morphogenic process of angiogenesis – the sprouting of new
blood vessels – and the stability of vascular networks in vivo. In particular, we review the known interactions between endothelial cells and the
various blood cells and plasma components they convey. We describe progress that has been made in applying computational modelling, quan-
titative biology and high-throughput experimentation to the angiogenesis process.
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Introduction

Blood vessels provide the highways for blood trafficking including the
delivery of oxygen, inflammatory and progenitor cells, as well as the
removal of waste products. Without regulation of vascular highway
growth, maintenance and regression, components of the bloodstream
would be unable to fulfil their physiological roles and ensure organ-
ism homeostasis. Blood vessels invest and surround almost all tis-
sues of the human body, and therefore cells comprising the
vasculature must be capable of interacting with numerous other
cell types and myriad microenvironments. The multi-cellular, multi-

signalling, multi-environmental nature of new blood vessel growth
therefore demands an integrated investigation of the whole system:
a systems biology approach.

Angiogenesis, the growth of new blood vessels from pre-existing
vessels, is an important mechanism for vascular network remodelling
in the developing and adult animal. In development, initial vascular
plexuses are formed by vasculogenesis, but embryos require angio-
genesis during organ growth and development [1], and in adults,
angiogenesis occurs in conditions requiring an increase in blood and
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oxygen supply, including reproduction, physiological repair (e.g.
wound healing) and exercise [2,3]. Endothelial cells (ECs) in existing
quiescent blood vessels are induced to ‘sprout’ by growth factors,
and the resulting new vessel sprouts pathfind through the tissue to
anastamose with existing blood vessels, forming new flow channels
for oxygen delivery.

Angiogenesis is a component of several diseases, notably various
cancers and retinopathies, but also arthritis, psoriasis, vascular mal-
formations, age-related macular degeneration and primary pulmonary
hypertension [4]. Uncontrolled blood vessel invasion permits the
growth of tumours beyond the oxygen diffusion limit, and provides
tumour cells a metastasis route. In other diseases, ectopic vasculari-
zation can cause tissue structural instability and loss of function. On
the other hand, many diseases would be ameliorated by angiogenesis;
these diseases have a characteristic lack or regression of blood
vessels and include pre-eclampsia, Crohn’s disease, atherosclerosis
and osteoporosis. Therefore, we discuss how systems biology
approaches can provide insight into novel or optimized therapeutics
for these diseases.

Systems biology takes an integrative and holistic approach rather
than a reductionist approach to understanding the mechanisms
underlying a physiological process or disease. It inherently recognizes
the complexity of the interconnected gene, protein, and cell pathways
within tissues, and attempts to be predictive by combining quantita-

tive and high-throughput (HTP) experimental techniques with compu-
tational models. This can identify individual targets/pathways for
greatest success. Angiogenesis is an excellent example of a complex,
multi-pathway, multi-cellular system that can be studied using this
approach. Systems biology is greatly assisted by the inclusion of data
from large-scale/HTP experiments, and in doing so we can isolate
and integrate parts of the angiogenesis process in both space and
time. In addition, modelling approaches can estimate experimental
parameter values, losses, gains and perturbations that are difficult or
impossible to measure [5]. Systems biology also permits the integra-
tion of multiple models and approaches, each appropriate for the
scale or elements being studied.

Systems biology approaches to
understand the multi-step process of
angiogenesis

Angiogenesis (neovascularization) occurs through a series of
defined steps: angiogenic stimulus; sprouting; elongation and
branching; lumen formation; anastomosis and finally stabilization or
regression (Fig. 1). We will outline these steps and highlight
published systems biology studies for each. We will discuss both

Fig. 1 Timeline of the angiogenesis process. Angiogenesis is a morphogenesis process that consists of several discrete steps: (1) angiogenic stimu-

lus, (2) endothelial sprouting, (3) vascular branching and elongation, (4) lumen formation and anastomosis and (5) vessel maturation. These con-

certed steps involve a plethora of molecular signals (Fig. 2) that carry communication between different cell types in the microenvironment,

ultimately giving rise to a new blood vessel. Although sprouting angiogenesis has been studied most widely, there are other modes of angiogenesis
including intussusception and vessel splitting.
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pro- and anti-angiogenic cues, and the angiogenesis steps in which
they are involved.

Angiogenic stimuli

The process of angiogenesis initiates outside the bloodstream and
vasculature with a distress signal from parenchymal tissue. Pro-
angiogenesis scenarios include: post-vasculogenesis remodelling
during organ development; wound healing; exercise and tumour
growth [6]. Systems biology approaches are useful to study the com-
monalities and divergences in these various angiogenesis milieus and
their resultant vascular networks. In all cases, the tissue signals to
the existing vasculature that there is a need for new blood vessel
growth. The distress signal may result from hypoxic, metabolic or
mechanical stimuli [7–11] and is sensed primarily by the endothe-
lium. For example, chronic hypoxia because of benign or malignant
tissue growth, vascular occlusion or increased metabolic rates, will
cause parenchymal and/or stromal cells to secrete growth factors that
target the vasculature. During exercise, muscle contractions deform
the vascular space leading to increased shear stress in the micro-
circulation and increased mechanical strain in the muscle fibres; both
result in the expression of pro-angiogenic agents [12]. In all cases,
angiogenesis results in an increase in tissue blood flow and tissue
oxygenation.

Blood flow
The first experimental work relating blood flow to angiogenesis was
completed in the late 1800s and early 1900s [13, 14]. These studies
demonstrated that blood velocity in the chick embryo, frog larvae and
rabbit ear regulated both capillary growth and regression. Soon after,
the first theoretical model of blood flow emerged, which related blood
flow and capillary network structure to tissue oxygenation [15]. Since
then, many computational models of blood flow have been developed
and refined, with one of the most widely cited being that of Pries et al.
[16]. This model acknowledges heterogeneities in the operation of the
microcirculation (diameter, flow rate, shear stress and ultimately oxy-
gen exchange), which influence not only angiogenesis but also angio-
adaptation or structural adaptation of the vessel wall [16]. Using
experimental measurements of microvascular architecture and rheol-
ogy, these simulations are able to predict stimuli and ‘rules’ for
microvascular remodelling [17–19]. The predictive power of this
model was demonstrated in simulations of oxygen distribution and
regulation, which showed that a metabolic sensor in the vascular wall
was necessary to match experimental results [20].

The models by Pries and Secomb address vascular features
including vascular diameter, wall thickness and local oxygen partial
pressure in a static vascular network. Other flow-based models have
since incorporated vessel dynamics into simulations addressing tis-
sue oxygenation during angiogenesis. In a model of capillary net-
works in tissue experiencing the high oxygen consumption rates
expected during muscle exercise, sprouting angiogenesis most effi-
ciently reoxygenated the tissue, while in simulations with equal pres-
sure drop across the capillary bed, intussusceptive angiogenesis,
which is a capillary splitting into two longitudinally and will be

discussed in more detail later in this review, was slightly more effi-
cient [21]. This study demonstrated that for a given distress signal,
the flow conditions can dictate the type of angiogenic response to
maximize oxygen delivery.

Hypoxia
Decreased blood flow can result in lower oxygen delivery (ischaemia),
but changes in tissue oxygenation are not only related to blood flow.
Hypoxic conditions can also result from changes in oxygen intake
caused by respiratory distress or red blood cell dysfunction including
anaemia [22]. Hypoxia stimulates angiogenesis through multiple
pathways including nitric oxide and hypoxia-inducible transcription
factors (HIFs). Both have been studied using mathematical models.

Oxygen is required for nitric oxide production from nitric oxide
synthases (eNOS, nNOS, iNOS), which then feed back to inhibit tissue
oxygen consumption. The interdependency between O2 consumption
and nitric oxide regulation prompted mathematical investigation of
how nitric oxide production may be regulated by the Fahraeus Effect,
i.e. that the haematocrit observed in the microcirculation (blood ves-
sels <200 lm) is lower than that of the macrocirculation [23,24].
This study showed that the Fahraeus Effect is most significant in
blood vessels less than 30 lm in diameter, the same vessels from
which angiogenic sprouting occurs. The intricate structure of the
microcirculation combined with heterogeneities in the haematocrit
can lead to pockets of hypoxia in the tissue that become involved in
the patterning of new blood vessel growth. Tumour growth and
metastasis have also been shown to be dependent on nitric oxide,
because of nitric oxide-regulated angiogenesis, via promotion of vas-
cular permeability and of EC proliferation and migration [25].
Although it is difficult to make experimental measurements of O2

transport in the microcirculation, theoretical models have shed light
on critical components of this pathway. For a comprehensive review
of computational models of O2 transport in the microcirculation, see
[26] and [27]. Models of the interplay of oxygen and nitric oxide have
been built [28] but have not yet been integrated into models of
angiogenesis. Increased shear stress on ECs also promotes nitric
oxide production, highlighting a commonality between chemical and
mechanical pathways for sprouting angiogenesis [11]. Alterations in
shear stress via muscle contractions, for example, have been directly
coupled to increased eNOS and nNOS expression by skeletal muscle
fibres promoting the growth of new capillaries in exercised tissues
[11]. The tissue environment also plays a role in oxygen consumption
and regulation, which was demonstrated by Liu et al. in a multi-scale
model of O2 transport in skeletal muscle [29]. The authors modelled
the influence of muscle fibre type on O2 distribution within the tissue
and found that of the fibre properties examined (fibre size, O2

consumption, myoglobin concentration and oxygen diffusivity), the
distribution of fibre sizes had the largest effect.

Decreased O2 tension promotes stabilization of HIFs, which act as
transcription factors for VEGF and its receptors (VEGFRs). The VEGF
family of cytokines are pro-angiogenic and have been the subject of
many systems biology studies described later in this article. The best
studied member of the HIF family is HIF-1 which contains two
subunits: an O2-sensitive subunit, HIF-1a, and a constitutively active
subunit HIF-1b/ARNT. In the presence of O2, prolyl hydroxylation and
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ubiquitination target HIF-1a for degradation; in low O2 situations HIF-
1a remains stable, translocates to the nucleus and binds to HIF-1b.
Here HIF-1 binds to hypoxia response elements in VEGF and VEGFR
genes, up-regulating their expression. Laise et al. examined HIF-1-
induced VEGF-A production by cancer cells with both a deterministic
model containing unlimited molecular amounts and a stochastic
model with finite amounts [30]. The authors showed that only the sto-
chastic model could demonstrate cooperative behaviours between
cells. For example, in extremely hypoxic environments, many cells
may become apoptotic and stop production of VEGF-A. The ‘average’
response in the deterministic model was complete cell death. How-
ever, in the stochastic model, some results showed a rescue of the
apoptotic cells by neighbouring cells operating in the hypoxic regime,
leading to progression of a pro-angiogenesis environment. This
rescue is a behaviour observed in clinical tumour growth. In the first
kinetic molecular model of HIF-1a regulation [31], two behaviours
were observed in HIF-1 activity depending on the microenvironment:
(i) a switch-like mechanism, turning on all pro-angiogenic genes at a
critical O2 level and (ii) a gradual mechanism resulting in a graded
response. These studies show that multiple systems biology
approaches are possible and may illuminate different aspects of the
underlying biology.

When avascular tumours exceed a critical size (~2 mm in diame-
ter) they cannot be sustained by the surrounding vasculature because
of the diffusion limit for oxygen [32]. At this point, the tumour cells
become hypoxic and, if they have undergone appropriate transforma-
tion (‘the angiogenic switch’), secrete a host of angiogenic signals; in
early literature these were lumped together and generalized as tumour
angiogenic factors (TAFs). Computational modelling of TAF-induced
angiogenesis began in 1985 with a model by Balding and McElwain
[33]. Since that time, both continuum models (tracking densities of
ECs) and discrete models (tracking explicit cells or vessels) have
been used to investigate tumour growth and treatment [34–38]. In a
multi-scale model, a continuum tumour growth module was coupled
to a discrete angiogenesis module via TAF production and extracellu-
lar matrix (ECM) degradation [35,39]. This model is novel in its inclu-
sion of blood flow and subsequent vascular diameter changes
(termed ‘dynamic adaptive tumour-induced angiogenesis’ or DATIA),
which result from changes in stress and pressure, and built upon
work by Pries and Secomb [17]. These inclusions allow researchers
to test vascular drug delivery schemes and demonstrate the clinically
observed phenomena that interstitial tumour pressure blocks blood
flow and increases hypoxia, leading to TAF production, angiogenesis
and tumour growth. The DATIA model also allows for the investiga-
tion of vessel normalization, whereby tumour vasculature morphology
changes to more closely resemble normal vessels [40,41]. For a
comprehensive review of computational work modelling tumour
angiogenesis, see [42–45].

Inflammation
During tumour angiogenesis and wound healing, hypoxia recruits
bone marrow-derived cells (BMDC), including macrophages, mono-
cytes and progenitor cells, which produce chemoattractants and other
growth factors (e.g. VEGF) that mediate the growth of new blood
vessels [46]. Unlike tumour progression, which does not have a clear

end-point, wounds that heal have restored tissue oxygenation, natu-
rally feeding back to restore BMDC numbers and the levels of angio-
genic factor to normal. Continuum models of wound healing
incorporating macrophage-derived signals recapitulate not only
observed phenomena in wound healing (e.g. brush borders) but also
failed wound closures (e.g. ulcers) [47, 48]. A partial differential
equation-based model by Xue et al. further demonstrated that ischae-
mia can decrease macrophage accumulation necessary for wound
repair, highlighting the links and dependencies between angiogenic
stimuli [48].

VEGF
Regardless of the initial stimulus for angiogenesis, the production of
VEGF by parenchymal cells (e.g. BMDCs in wound repair, tumour
cells in cancer progression, or skeletal muscle fibres in exercise) typi-
cally mediates the first phase of capillary growth. As mentioned previ-
ously, the VEGF family of cytokines are well-known pro-angiogenic
agents in both physiological and pathological situations. It has been
shown experimentally that VEGF proteins increase EC survival, prolif-
eration and migration, where gradients guide both single cell trajecto-
ries and blood vessel patterning [49–51]. There are five VEGF ligand
genes (VEGF-A, VEGF-B, VEGF-C, VEGF-D and placental growth fac-
tor, PlGF), each with unique splice variants. These ligand proteins
bind to hetero- and homo-dimerized combinations of five major
receptors (VEGFR1, VEGFR2, VEGFR3, and co-receptors neuropillins
1 and 2), of which there are both soluble and membrane-bound forms
[50,52–54]. To add to the complexity, each VEGF ligand has a differ-
ent ability to bind to the ECM, leading to immobilization in the extra-
cellular space or free diffusion [53, 55]. The complexity of VEGF
signalling makes it an excellent candidate for systems biology investi-
gation, where experimental spatio/temporal measurements of many
molecular species would be impossible. Molecular models of VEGF
and VEGFR expression, intra- and extracellular localization, ligand-
receptor binding, and downstream signalling in ECs have all been
published [56–59]. Multi-scale models have been developed that
relate oxygen tension to the production of VEGF by skeletal muscle
fibres during exercise and peripheral artery disease [21, 56, 58, 60].
In one multi-scale model of skeletal muscle, exercise was predicted
to be the best stimulus for increasing VEGF receptor activation and
VEGF concentration gradients in ischaemia, compared to therapies
that deliver exogenous VEGF, which will be discussed later. For a
complete review of systems biology studies of VEGF, see [52, 61].

Sprouting

After the tissue initiates the angiogenesis cascade with a distress sig-
nal, gradients of pro- and anti-angiogenic signals develop within the
tissue to guide the newly sprouting blood vessel to its final destina-
tion. In order for ECs to follow these directional cues, they must first
clear a path through the vascular basement membrane and surround-
ing ECM. The same growth factors that guide the sprouting EC stimu-
late production and activation of specific proteases, which break
down these structural barriers to migration. Proteases also cleave
matrix-bound growth factors altering local chemotactic gradients.
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Selected ECs then migrate away from their host vessel up the gradient
of pro-angiogenic signals (e.g. VEGF). The sprouting vessel is
comprised of a leading ‘tip cell’ followed by a string of ‘stalk cells’
[51, 62].

Proteases
As cells traverse the ECM, they rely on proteases to remove physical
barriers to migration. One class of proteases that has been studied in
the context of angiogenesis is matrix metalloproteinases (MMPs).
More than 25 MMPs have been identified, each with different matrix
cleavage ability and localization (diffuse or membrane-bound) [63].
Complex interactions between MMPs and other chemical species
regulate activation of pro-enzymes, deactivation, degradation and
secretion of these proteases. Inhibitors of MMPs include the tissue
inhibitors of MMPs (TIMPS), of which TIMP-1 and TIMP-2 are
expressed by ECs [63]. Detailed kinetic molecular models of MMP
signalling networks have been incorporated into larger cell- and ves-
sel-scale models [64–66]. These simulations describe the molecular
events of endothelial production and activation of MMPs, as well as
cellular migration. More recent models incorporate the ability of
MMPs to cleave the matrix-bound VEGF isoforms (particularly
VEGF165) from heparan sulphate proteoglycans (HSPGs) in the matrix
[67, 68]. In this 3D model of VEGF transport around a sprouting
endothelial tip cell, Vempati et al. showed that protease release from
the EC alone was not sufficient to cleave significant amounts of VEGF
required to influence receptor signalling, demonstrating the necessity
of protease production by parenchymal and/or inflammatory cells
[67]. Earlier models examined MMP2 and MMP9 signalling including
activation of MMP9 by MMP3 and inhibition of both MMP2 and
MMP9 by TIMPs -1and -2 [64–66].

Concentration gradients of VEGF
Cleavage of VEGF from the matrix changes its receptor-binding capa-
bilities as well as its local distribution. To better understand the role
of protease-released VEGF during tip cell sprouting, a molecularly
detailed 3D reaction-diffusion model was developed [68]. These sim-
ulations agreed with experimental observations that stronger HSPG-
binding of longer VEGF isoforms (VEGF165 and VEGF189) maintains
their localization in the tissue. Furthermore, the authors demonstrated
that not only HSPG-binding but also isoform-specific degradation of
VEGF directs sprout migration and vascular patterning during angio-
genesis. ECs use filopodia to dynamically interrogate their microenvi-
ronment, sensing both diffusing and matrix-bound guidance cues
(e.g. VEGFs, ephrins, robos and semaphorins) [51, 69, 70]. Only
selected cells along the length of a capillary will become tip cells and
begin the sprouting process. Tip cell identity and selection is based
on expression of VEGFR2 and signalling through the Dll4-Notch1
system [71]. In short, VEGF binding to VEGFR2 induces expression of
delta-like ligand 4 (Dll4) on an EC, which binds Notch1 expressed by
the adjacent ECs. Ligation and activation of the Notch1 receptor
inhibits the tip cell phenotype in these adjacent cells.

Coordination of many cells (both endothelial and parenchymal)
during sprouting makes it an ideal candidate for discrete models
where objects (individual cells in this case) in an environment are

modelled individually, with cell behaviours defined by differential
equations or logic-based rules (e.g., agent-based models, ABM) [72–
75]. These models explicitly represent time and space, as well as the
associated evolution of properties and behaviours associated with
objects [76]. For example, a discrete cell-based model describing EC
behaviours in tumour angiogenesis was based on the biochemical
dynamics of cell–cell and cell–matrix interactions (VEGF diffusion and
binding as well as matrix degradation) computed by an adjoining
PDE-based continuum model [77]. In response to different VEGF gra-
dient profiles (steep or shallow), the model displayed unique sprout
morphologies (small and large diameter vessels, respectively). These
results were emergent behaviours of the model. Although the differ-
ent VEGF isoforms were not explicitly used to generate gradient-types
in this model, the results are consistent with experimental observa-
tions regarding isoform-specific gradient-type (i.e. diffusible VEGF
produces shallow gradients, while matrix-bound VEGF produces
steep gradients) and the resulting vascular architecture [51].

In another discrete, ABM model, Dll4 and VEGFR2 expression are
tracked in each cell along a simulated capillary, and are used to com-
pute filopodia extension, migration and proliferation [78]. In this
model, tip and stalk cell phenotypes were predicted to be transient
and reversible, with constant competition for the tip cell position.
Advancements in the model, allowing for dynamic tip cell swapping
based on VEGFR2 and Notch activity, instructed experiments that vali-
dated this theory [76]. Unlike many of the single-sprout studies
described above, these ABMs simulate the bloom of multiple sprouts,
many initiating from the same host vessel, a phenomenon that is
characteristic of angiogenesis in vivo. The synchronized guidance and
spacing between projecting sprout tips therefore becomes important
to both maintaining the function of the host capillary and responding
to the metabolic demand of the distressed tissue. Experimental litera-
ture has demonstrated that a non-signalling soluble VEGFR1 (sFlt-1)
is integral to sprout guidance [79, 80]. A computational model of vas-
cular morphogenesis describing VEGF diffusion and receptor binding
(to soluble and membrane-bound VEGFRs) predicted that sFlt-1
secretion by sprouting ECs can sequester VEGF, altering both the
local VEGF gradient and receptor signalling [81]. In these simulations,
the closer two adjacent sprouts are to each other, the more likely they
are to diverge in direction. For a review of systems biology investi-
gation of sFlt-1 in angiogenesis, see [82].

Elongation and branching

After the sprouting, EC breaches the basement membrane and begins
to migrate towards the source of the angiogenic stimulus, the angio-
genic ECs now make many decisions about the new vascular struc-
ture. What guides sprout extension? Will the sprout have branches,
and if so, how frequently? How many sprouts are necessary to ade-
quately compensate the distress signal? What is the source of new
ECs comprising the sprouts?

Computational investigation of this phase in angiogenesis begins
with models of directed endothelial migration. Although the majority
of experimental and computational work in angiogenesis examines
VEGF, one of the most-cited early endothelial migration models uses
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acidic fibroblast growth factor (aFGF or FGF-1) as the stimulus [83,
84]. Here, the chemotaxis-driven migration of ECs is modelled as dis-
crete stochastic events. Simulations revealed that aFGF increased
migration speed to the same extent that it decreased directional per-
sistence, suggesting that these behaviours may be regulated indepen-
dently and giving insight into clinical models targeting cell migration.
More recent models of cell migration in angiogenesis include the
effects of other chemokines, substrate stiffness, and ECM compo-
nents [85–89]. For example, in a model by Bauer et al., varying the
density and orientation of ECM fibres regulated both sprout migration
speed and the degree of sprout branching, indicating that these
parameters may be targets for pro- or anti-angiogenic therapies [87].
A Boolean model by Bauer et al. examined cross-talk between angio-
genesis receptor pathways (e.g. VEGF, integrin and cadherin) and
predicted several cell phenotypes including a migrating and proliferat-
ing tip cell (‘go and grow’) that challenges the ‘go or grow’ paradigm
[90, 91].

Endothelial migration during angiogenesis is a concerted multi-
cellular morphogenesis process. In fact, expression of vascular endo-
thelial (VE)-cadherin, an adherens junction protein that links adjacent
ECs, decreases VEGF-induced migration of ECs [92]. Glazier-Graner-
Hogeweg (GGH) models, also known as cellular potts models (CPM),
have been used to investigate the roles of cell–cell adhesion, cell
elongation and contact inhibition of cell proliferation in EC migration
during angiogenesis [36, 87, 93, 94]. These models are lattice-based,
stochastic ABM simulations where the cell membrane is mesoscopi-
cally represented, making it an ideal tool for studying changes in cell–
cell adhesion and shape, both of which are technically challenging to
control and interrogate experimentally. The Glazier group used a GGH
model to demonstrate that vascular patterning (sprout elongation and
branching) can be regulated by contact inhibition of chemotaxis or
haptotaxis; they hypothesize that cell–cell adhesion blocks pseudopod
extension [94].

In another ABM, cell elongation, migration and proliferation were
computationally ‘knocked out’ to investigate the contribution of each
cell behaviour to vascular patterning and vessel structure [95]. Simu-
lations where knockouts were independently varied for tip and stalk
ECs revealed that stalk cell proliferation is dominant in determining
total vessel length, while cell elongation (a stimulus for both prolifera-
tion and migration) governed the amount of vascular branching. In
addition to these EC behaviours, wall shear stress imparted by the
blood stream is known to play a role in both sprout elongation and
branching [96–99]. Recalling the DATIA model of tumour-induced
angiogenesis described above, the authors included rules for shear
stress-dependent branching in addition to TAF-induced branching.
Importantly, authors note that blood flow must be present for shear
stress-mediated branching to occur, thus TAF-induced branching
dominates until newly formed sprouts anastomose and form lumens
[39]. Simulations revealed that highly branched networks resulting
from large wall shear stress values demonstrated decreased nutrient
delivery to the tumour; however, sparsely branched networks failed to
deliver adequate intravenous chemotherapy. It should be noted that
experiments have shown that blood flow is not required for vascular
branching and subsequent anastomosis [100]. In another cell-based
model of tumour-induced angiogenesis, which lacks blood flow,

branching spontaneously occurs based on molecular, cellular and
environmental dynamics (e.g. VEGF gradient characteristics, prolifera-
tion rates, and ECM composition) rather than a pre-programmed
probabilistic rules [77]. The authors noted that inhomogeneities in the
stroma and ECM were required for branching and led to anastomosis
of adjacent sprouts. This model demonstrates how molecular signal-
ling and basic cell behaviours can inform tissue-level structures.

Tubulogenesis, lumen formation and
anastomosis

A sprouting capillary must form a connection with another vessel and
develop a lumen in order to functionally carry blood. These key steps
in the angiogenesis process remains the least understood with a
variety of proposed mechanisms stemming mostly from the develop-
mental biology literature.

Lumen formation
Mechanisms for lumen formation, or tubulogenesis, include vacuole
coalescence, cell–cell junction protein rearrangement, definitions of
cell polarity (apical and basal), membrane invaginations and extracell-
uar lumen formation [101, 102]. Although many of the same molecu-
lar players appearing earlier in the angiogenesis cascade are
implicated in lumen formation mechanisms (e.g. VE-cadherin, VEGF-
A, VEGFR2 and integrins), to date there are no existing molecular
models of lumen formation. This represents a potential target for the
expansion of computational models. The ability to simulate the kinet-
ics and sensitivities of each proposed lumen formation mechanism
under a multitude of conditions would be helpful in understanding
ideal conditions for vascular growth and may be a potential target for
anti-angiogenic therapies.

Anastomosis
The connection of a sprouting capillary with another capillary is
termed capillary anastomosis. In creating this connection, the tip cell
of the sprouting capillary becomes a stalk cell, and later a quiescent
cell in a stable vessel. The idea of a transient tip cell phenotype was
formulated by Bentley et al. based on a combination of experimental
and computational studies [103]. The authors developed a Spring-
Agent model (an ABM where each ‘cell-agent’ is comprised of many
smaller agents held together though tensions described by Hooke’s
Law). The novel inclusion of spring models along the cell membrane,
and more specifically between cells, led to changes in cell–cell junc-
tion size, and subsequently, the number of signalling molecules pres-
ent at the junction. Emergent properties arose from the model: for
example, the cell–cell junction signalling through Dll4-Notch, which
governs tip cell selection in sprouting, caused the tip cell to revert to
a stalk cell upon anastomosis or fusion with another tip cell. Multi-
scale models going beyond sprout formation and branching are
starting to include anastomosis as well. In one multi-scale model,
four separate modules (blood flow, oxygen delivery, VEGF transport
and cell behaviour) are integrated to simulate exercise-induced
angiogenesis in skeletal muscle [104]. Here, anastomosis occurs in
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the cell behaviour module when the filopodia of a tip cell senses
another capillary or sprout within a few microns. Although the molec-
ular detail of anastomosis formation was not addressed, the model
system has the capacity to integrate anastomosis models at the
molecular or cellular levels. On a technical level, this multi-scale
model demonstrated that an object-oriented language can be used to
integrate existing models (continuous, discrete and hybrid) built in
other languages, across the many spatial and temporal scales of the
angiogenesis cascade, rather than re-building in a single universal
language. This study is also part of the Physiome Project, specifically
the Microcirculation Physiome, where the goal is integration and
knowledge-sharing between computational models of microcircula-
tion across the globe [105, 106].

Intussusception
In this review, we have mostly focused on sprouting angiogenesis;
non-sprouting or intussusceptive angiogenesis is another path to new
blood vessel formation. As the name implies, non-sprouting angio-
genesis occurs without the formation of tip cells or sprouts but
instead membrane pillars extend across the lumen, fusing and even-
tually splitting the existing vessel in half [107, 108]. Intussusception
was first described in 1940 by Clark and Clark [109] and named by
Burri and Tarek in 1990 [110]. This mode of angiogenesis has been
implicated as the dominant means of new vessel growth in animal
models with therapeutic levels of VEGF overexpression [111] and ani-
mal models with chronic shear stress induced by the vasodilator praz-
osin [12]. Similarly, intussusception was shown to be the primary
mechanism for vascular growth during the prolonged inflammatory
disease colitis [112]. There are a handful of computational models of
intussusception [21, 24, 113–117]. Most of these models simulate
the microvasculature of the chick chorioallantoic membrane (CAM)
and incorporate wall shear stress as the driving force for intussuscep-
tion. The most recent CAM model also includes adaptations in wall
stiffness, simulating the investment of support cells or pericytes and/
or ECM [114]. Interestingly, these additions were necessary for simu-
lations to predict realistic networks. In a computational model of
angiogenesis in skeletal muscle, Ji et al. demonstrated that splitting
or intussusceptive angiogenesis was more effective than sprouting
angiogenesis in maintaining tissue oxygen levels during simulations
of high muscle oxygen consumption [21]. However, this advantage
was lost when blood flow was normalized between angiogenesis
modes, suggesting that the efficiency of new blood vessel growth,
and subsequent blood flow to the tissue, may differentiate between
the angiogenic modes in terms of efficiency. Vessel growth via intus-
susception is quicker than via sprouting and produces vessels that
are less leaky [118, 119]. In transitioning from 2D to 3D models, the
inclusion of intussusceptive angiogenesis mechanisms in conjunction
with sprouting angiogenesis mechanisms may be needed to gain
further insight tissue oxygenation and tumour growth.

Stabilization/regression

As we have seen, distress signals initiate angiogenic sprouting,
sprouts are guided into the tissue space where they undergo branch-

ing, lumen formation and anastomosis with other capillaries. In the
final phase of angiogenesis, the newly formed, blood-carrying capil-
laries receive the aid of supporting mural cells or pericytes to main-
tain stability and escape regression. Pericytes are specialized cells
found along capillaries and post-capillary venules, which, unlike
higher order vessels, lack vascular smooth muscle cells (vSMCs).
The role of pericytes in capillary function and angiogenesis includes
regulation of EC proliferation and migration, as well as shared produc-
tion of capillary basement membrane with ECs [120, 121]. It is impor-
tant to note that just as pericyte investment is critical for capillary
stability at the end of angiogenesis, pericyte dissociation is also nec-
essary to allow for capillary sprouting. To date, computational models
including pericytes have focused on their recruitment and investment.
In one ABM, pericyte recruitment was governed by gradients of EC-
generated platelet-derived growth factor B (PDGF-B) and differentia-
tion from interstitial cells was governed by contact with sprouting
ECs [122]. These simulations accurately predicted angiogenic vascu-
lar structures in response to exogenous application of VEGF or
increased circumferential wall strain, specifically predicting the length
of capillary covered by smooth muscle a-actin-positive pericytes.

In the context of tumour growth, a multi-module algorithm was
used to investigate the roles of pericytes in neovessel maturation and
mature vessel destabilization [123]. The modules represented tumour
growth, angiogenesis (without pericyte investment), and vessel stabil-
ization by pericyte investment. The molecular detail of this model
included VEGF, PDGF and Angiopoietins (Ang1 and Ang2). Pericytes,
and other interstitial cells, express the ligands Ang1/2, which bind to
the EC receptor Tie-2. Ang1 promotes vascular stabilization whereas
Ang2 promotes destabilization. Interestingly, the inclusion of vessel
maturation in this model resulted in significantly slower tumour
growth and appeared to mimic the clinical observation of ‘dormant’
tumours.

Quantitative high-throughput experimental
approaches

Quantitative HTP experimental approaches including arrays (gene,
protein and phosphorylation) have been used ex vivo and in vitro to
interrogate initiation signals and offer parameters for in silico model-
ling, potential biomarkers for cancer (early-stage detection, progress
and predicted outcome) and new targets for therapeutic applications
[57, 124, 125]. For example, a HTP gene array looking at the
response of renal clear cell carcinoma to hypoxia identified diversity
in prolyl hydroxylase (PHD) protein family proteins, which target HIF-
1a for ubiquitination [125]. Understanding this differential regulation
will be important for future studies of physiological angiogenesis and
in the context of tumour angiogenesis where areas of high HIF-1a
protein expression have been linked to chemotherapy resistance.

Common in vitro angiogenesis assays (e.g. culture of ECs on or in
Matrigel, transwell or scratch assays) investigate single or multiple
behaviours of an individual cell type, ECs, including proliferation,
migration, gene/protein expression and tube formation and can do so
in a HTP manner. The advent of micropatterning and microfluidic
techniques generated a variety of semi-high throughput in vitro
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angiogenesis assays [9, 126, 127]. In an elegant combination of com-
putational and experimental microfluidic study, presented by Das
et al., a 3D multi-scale model predicted vascular structures and
angiogenic responses in a collagen gel microfluidic device [128, 129].
The model shows how the characteristics of sprouts from an EC
monolayer migrating into a collagen gel depend on gel stiffness and
gradients of VEGF and Ang-1. By combining computational and exper-
imental systems biology techniques, authors are able to easily vali-
date their model and provide tools for tissue engineering of
capillaries.

Beyond in vitro assays, there are a plethora of in vivo assays (e.g.
vascular ligation, hypoxia chambers, chick CAM assays, tumour
grafts), which are able to include the behaviours of many cell types
including ECs, perivascular cells, vSMCs and tissue resident cells
including BMDCs from haematopoietic to non-haematopoietic origin
[130]. However, these assays fail in separating the mechanism of
each component and are not feasible as a high-throughput tool. To
combine the strengths of in vivo and in vitro techniques, recent sys-
tems biology approaches are screening pro-angiogenic and anti-
angiogenic compounds using organotypic coculture or multi-culture
[131–133]. Arnaoutova and Kleinman adapted a standard angiogene-
sis assay of EC tube formation and generated a new protocol for
high-throughput analysis of angiogenic species that can be completed
in 3–6 hrs. Shirinifard et al. recently demonstrated a 4D platform (3D
plus time) that monitors blood vessel development in the zebrafish,
providing detailed kinetic and dynamic cell behaviours which are criti-
cal input for computational models of angiogenesis [134]. There is no
doubt that the complex timeline of events in the process of angiogen-
esis, including a myriad of molecular players and the orchestrated
behaviours of many cell types, makes it difficult for experimental
techniques to tackle. Experiments cannot simultaneously capture both

the entirety of native actions (and interactions) within the system and
reduce the system to isolated mechanistic pieces. For this reason,
experimental systems biology approaches will always need to be
paired with computational methods (including bioinformatics) and/or
traditional experimental methods.

Application of systems biology
approaches to therapeutic regulation
of angiogenesis

As we have seen, angiogenesis is a tightly regulated, multi-step
process required in many physiological conditions. A balance of pro-
angiogenic factors (e.g. VEGF, FGF and Ang-1) and anti-angiogenic
factors (e.g. thrombospondin-1 and endostatin) is required to
maintain homeostasis in normal physiology [135] (Fig. 2). Although a
shift in the relative balance of these factors must occur in response to
changes in metabolic demand, for example vascular adaptation in
exercise [136], an imbalance can also lead to pathological conditions.
The angiogenic balance governing the extent of vascularization can be
exploited in order to treat conditions for which increased vasculariza-
tion is desired (e.g. coronary and peripheral artery diseases) or
diseases characterized by hypervascularization (e.g. cancer and reti-
nopathy).

Administration of exogenous factors or therapeutics can be used
to control the angiogenic balance. There are already several examples
of anti-angiogenic agents approved for the treatment of various forms
of cancer and wet age-related macular degeneration (AMD). For
example, bevacizumab (Genentech, South San Francisco, CA, USA), a
recombinant humanized monoclonal antibody to VEGF, is approved

Fig. 2 Promoters and inhibitors of angio-

genesis. A balance of pro- and anti-angio-
genic factors maintains homeostasis

[135]. In diseases characterized by hyper-

vascularization such as cancer and age-
related macular degeneration, the balance

is disrupted to promote angiogenesis.

Increased expression of inhibitors of

angiogenesis is a hallmark of ischaemic
diseases such as coronary and peripheral

arterial disease. The figure shows a short

list of protein families important to the

angiogenic balance, but is not exhaustive
[198] and new angiogenesis modulators

continue to be discovered. Many thera-

peutics targeting the factors named above

are either already FDA-approved or are in
clinical trials (see text).
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for the treatment of metastatic colorectal and kidney cancer, glioblas-
toma and non-small cell lung cancer. Depending on the indication,
bevacizumab is a monotherapy or given in combination with other
drugs such as chemotherapy agents and interferon. Aflibercept
(Regeneron, Tarrytown, NY, USA), a soluble fusion protein, is
approved for the treatment of metastatic colorectal cancer. Pegapta-
nib (Pfizer, New York City, NY, USA), an RNA aptamer that specifically
binds the VEGF165 isoform of VEGF-A, ranibizumab (Genentech), a
monoclonal antibody for VEGF, and aflibercept are approved therapies
to treat AMD patients. Additionally, bevacizumab is prescribed off-
label to treat AMD [137]. Tyrosine kinase inhibitors (TKIs) such as
pazopanib (GlaxoSmithKline, London, UK) and sunitinib (Pfizer) are
approved cancer therapies and target receptors from multiple growth
factor families, including receptors for FGF, PDGF and VEGF [138,
139]. Other drugs are in clinical trials, such as the TKI dovitinib
(Novartis, Basel, Switzerland) [140], EZN-2968 (Enzon, Piscataway,
NJ, USA), an RNA antagonist that targets HIF-1a [141], ABT-510
(Abbott, Abbott Park, IL, USA), a peptide mimetic of TSP-1 [142] and
AMG386 (Amgen, Thousand Oaks, CA, USA), a peptibody that neu-
tralizes Ang-1 and -2 [143]. In contrast, no pro-angiogenic therapeu-
tic agents have been approved, despite successes in pre-clinical
animal models. For example, VEGF [144], HIF-1 [145] and FGF gene
therapy [146] have failed in clinical trials [147]. However, additional
pro-angiogenic therapies are in the pipeline [148]. Endogenous pro-
teins also contribute to the regulation of angiogenesis. Platelets are a
rich source of these regulatory proteins [149] and play a role in
tumour angiogenesis and cancer progression [150–152]. In fact, pro-
and anti-angiogenic factors are separated into specific a-granules in
platelets and may be released under different conditions to promote
or reduce angiogenesis [153, 154]. Additionally, it has been shown
that platelets sequester bevacizumab, and that the antibody can neu-
tralize platelet VEGF [155].

The number and complexity of the events that occur during angio-
genesis, along with the large number of molecular species involved,
suggest that systems biology approaches are vital to the study of the
process of angiogenesis. Here, we describe the use of systems biol-
ogy in the development of pro- and anti-angiogenic therapies, orga-
nized according to the stages of angiogenesis presented in the
previous section. Computational methods combined with quantitative
experimental tools can be used to generate and validate biological
hypotheses and may lead to the development of effective therapies
targeting angiogenesis by predicting promising drug targets, provid-
ing a framework to test hypotheses and identifying patient population
that will respond to a particular therapy.

Targeting angiogenic stimuli

We have previously described the signals that promote angiogenesis,
which include hypoxic, metabolic or mechanical cues. Given the
prominent role of HIF-1 in stimulating angiogenesis and the signalling
and metabolic pathways regulated by this molecular species, it is the
target of numerous anti-angiogenic therapies [156–158]. For exam-
ple, inhibitors of HIF-1a mRNA expression [141] and translation
[159] are currently in clinical trials. Efforts to understand the HIF-1

systems have resulted in the development of several computational
models [31, 160–164], which can be used to identify potential thera-
peutic targets and predict the effects of targeting HIF-1 signalling. For
example, the cellular microenvironment can promote hydroxylation of
HIF-1a leading to reduced HIF-1a levels [31]. Another model predicts
that PHD is able to inactivate HIF-1 and could be targeted in anti-
angiogenic therapy [163]. Interestingly, recent modelling of HIF-1a
signalling supported by experimental studies predicts that degrada-
tion not mediated by PHD can control the HIF-1a response during
hypoxia, and asparaginyl hydroxylation provides protection from this
degradation [164]. Integration of phosphoproteomics and computa-
tional modelling of insulin-like growth factor-1 (IGF-1) signalling in
breast cancer was used to predict optimal drug combinations that tar-
get IGF-1 and inhibit VEGF expression [165]. One computational
methodology identified cell signalling components involved in devia-
tion from homeostasis [166]. The methodology was applied to inves-
tigate the genes that regulate the angiogenic switch (a term
describing the preponderance of pro-angiogenic ligands over endoge-
nous angiogenesis inhibitors) in pancreatic tissue, and allows for dis-
covery of novel therapeutics that inhibit this process [166].

Computational modelling of the VEGF/VEGFR system has investi-
gated the effects of targeting molecular species involved in this sig-
nalling pathway [167–171]. A model investigating the efficacy of
targeting the VEGF co-receptor neuropilin predicted that inhibiting
NRP-VEGFR coupling is a more effective strategy than blocking NRP1
expression or preventing VEGF-NRP binding [168]. Computational
models are particularly strong in testing alternate hypotheses in this
way. A compartment model of VEGF distribution in the body was used
to investigate the mechanisms by which free VEGF in the plasma
increases following anti-VEGF treatment, a counterintuitive effect that
has been clinically observed [172–174]. The increase in plasma VEGF
was an emergent property of the model, and could be attributed to a
shuttling mechanism resulting from intercompartment transport of
the antibody complexed with VEGF, i.e. movement of the complex
between tumour, normal tissue and blood [169]. The model was
expanded to include experimental quantification of VEGF receptor
density, VEGF degradation and VEGF secretion by tumour cells, and a
sensitivity study was performed to determine the model parameters
that influence the response to anti-VEGF treatment. The resulting
model predicts that upon administration of a VEGF-neutralizing agent,
unbound tumour VEGF can vary depending on receptor internalization
and expression on tumour cells and the specific rate of secretion of
the VEGF isoforms [167, 171]. The model was also applied to investi-
gate the effect of isoform-specific anti-VEGF agents, and predicted
that targeting VEGF121 would reduce unbound (free) VEGF in the
tumour and would be an effective treatment strategy [175]. Addition-
ally, a model of VEGF distribution in the mouse [59], validated using
experimental data for VEGF Trap pharmacokinetics [176], provides a
framework to explore therapies that target the VEGF pathway and can
be directly compared to preclinical studies. A model of tumour growth
that includes the contribution of endothelial progenitor cells (EPCs) in
tumour growth was used to compare the efficacy of various anti-
angiogenic therapies [170]. EPCs are bone marrow-derived cells that
can localize in tumour vessels and enhance angiogenesis. The model
was applied to predict the local and systemic effects of therapies
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targeting EC migration, VEGFR2 signalling, or the balance of pro- and
anti-angiogenic factors, as well as chemo- and combination therapy.
Targeting the ECs and EPCs together via blocking VEGFR2 signalling,
restoring the balance of angiogenic factors, or combining chemother-
apy and anti-angiogenic treatment, is predicted to induce systemic
effects and inhibit tumour growth.

Computational models can also be applied to investigate physio-
logical angiogenesis and pro-angiogenic therapy. A model of wound
healing simulates the development of blood vessels in response to
macrophage-derived angiogenesis factors [47]. The model recapitu-
lates experimental evidence that oxygen concentration provides a
feedback mechanism for vessel growth, whereby low oxygen levels
influence vessel density. Oxygenation is predicted to be the dominant
mechanism controlling the rate of wound healing. Another model of
angiogenesis in wound healing investigates the role of macrophages
and oxygen treatment to improve healing [177]. Models of VEGF dis-
tribution in skeletal muscle have been used to predict the effect of
promoting VEGF signalling: up-regulation of VEGF in muscle tissue
via cell-based or gene therapy or exercise training (e.g. increasing
VEGFR expression) [56, 58, 178]. The models predict that increasing
receptor expression leads to an increase in VEGF gradients and VEG-
FR activation for longer periods of time than up-regulation of VEGF,
as well as targeting VEGFR2 signalling specifically. Thus, these mod-
els enable quantitative comparison of pro-angiogenic therapies.

Targeting sprouting

Endothelial cells migrate into the ECM in response to pro-angiogenic
stimuli. Computational models have been used to simulate the early
stages of vessel sprouting and provide insight into the complex inter-
actions of ECs [77, 78, 103, 179, 180]. Artel et al. combine agent-
based modelling of sprouting angiogenesis in a polymer scaffold and
experimental studies to investigate the relationship between neovas-
cularization and scaffold properties [181]. Specifically, the authors
vary the pore size and predict that larger pores promote faster vascu-
larization. This study is relevant for tissue engineering applications.
Another agent-based model predicts how patterns of EC behaviour
such as migration, proliferation, branching and elongation lead to
unique capillary sprouting in response to VEGF and brain-derived
neurotrophic factor [99]. The model provides insight into how migra-
tion, proliferation, branching and elongation influence capillary struc-
ture and can aid in the development of strategies that promote
vascularization in neurovascular disease. A model of blood flow in
capillary networks was used to investigate the efficiency of chemo-
therapeutics [180] and was later extended to account for vessel prun-
ing as a result of anti-vascular and anti-angiogenic drugs [182]. A
model combining blood flow and vessel growth in tumours, termed
dynamic adaptive tumour-induced angiogenesis (DATIA, described
earlier), examines the effects of physical and biological parameters on
the capillary network and identifies several vascular properties that
are potential therapeutic targets [39]. Tip and stalk cell selection,
mediated by the Notch ligand Dll-4 have been modelled [78, 95, 103]
and complement experimental data showing that targeting Dll-4 is a
promising anti-angiogenic therapy [183, 184], although studies on

the effects of targeting Notch/Dll-4 indicate that toxicity may prevent
long-term inhibition of this pathway [185–187].

A bioinformatics approach was used to identify anti-angiogenic
peptide sequences involved in inhibiting cell proliferation and migra-
tion [188]. A systematic computational analysis compared the
sequences of endogenous anti-angiogenic peptides to known proteins
in order to identify the common motifs and classify the peptides.
Based on the analyses, several protein families were identified, includ-
ing collagen type IV, CXC chemokines, somatotropins, serpins and
TSP1-domain containing proteins. The ability of the peptides to inhibit
proliferation and migration was validated using in vitro assays [188,
189] and in vivo tumour xenografts models [190–195]. This systems
biology approach revealed more than a hundred anti-angiogenic pep-
tides that can be further studied to investigate their therapeutic poten-
tial. Additionally, Rivera et al. used the human interactome, which
catalogues physical interactions between proteins, DNA and RNA, to
identify proteins that mediate cross-talk between the families of anti-
angiogenic peptides [196] and novel and missing angiogenesis anno-
tations [197, 198]. In both cases, the predictions generated through
bioinformatic approaches were validated by analysis of time series
gene expression data. This study illustrates that bioinformatics and
related systems biology techniques have great potential utility in
identifying novel targets.

Targeting elongation and branching

Proteases are released by the sprout, both as it initiates and as it
migrates, to degrade the ECM, linking the sprouting and elongation
phases of angiogenesis. MMPs are a particularly well-studied family
of proteases involved in angiogenesis, as described above, and they
have been targeted in anti-tumour therapies. Clinical trials involving
MMP inhibitors showed little therapeutic effect, in part because the
inhibitors have low selectivity for specific MMPs that promote angio-
genesis and tumour growth [199]. Systems biology tools can aid in
the development of anti-angiogenic therapies that selectively target
MMP and their substrates. For example, proteomic analysis has been
shown to be a useful systems-level tool to understand the substrates
of MMPs and identify potential therapeutic targets [200]. Recently,
Miller et al. developed Proteolytic Activity Matrix Analysis (PrAMA), a
novel HTP method to quantify metalloproteinase activity by combin-
ing experimental measurements and mathematical analysis [201,
202]. In the first step of PrAMA, experimental fluorimetric data are
obtained for several metalloproteinases against a panel of FRET-
based protease substrates. The data are then fit to a kinetic model in
order to determine the catalytic activity of each individual enzyme.
The enzymes are clustered according to their similarity, and this
serves as a ‘cleavage signature’ that can be used to infer the activity
of particular enzymes in a complex biological sample. This quantita-
tive biological information is needed to generate predictive computa-
tional models of MMP kinetics [64–66, 68, 203–205]. For example, a
model of MMP inhibition in a multi-scale model of tumour growth
[203] predicted that as cancer cells become less sensitive to anti-
growth signals, the efficacy of MMP inhibition is impaired. These
results may provide an explanation for the unsatisfactory results of
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MMP inhibitors in clinical trials, particularly since the drugs were
tested in cancer patients with advanced disease. Of particular interest
is a recent application of systems biology tools to predict and validate
the effects of an MMP-9 inhibitor. Dufour et al. used in silico docking
to identify compounds that selectively target MMP-9 and evaluated
the drug candidates in biological assays and an in vivo breast tumour
xenograft model [204]. The docking analysis revealed compounds
that specifically target the haemopexin domain, a less-conserved,
non-catalytic site of the MMPs, resulting in highly selective drug can-
didates. Based on the docking study, they identified and validated a
compound that inhibits cell migration, tumour growth and metastasis
induced by MMP-9. Additionally, the role of the anti-angiogenic mole-
cule angiostatin as a protease inhibitor has been explored using math-
ematical models [206–208].

Targeting tubulogenesis and anastomosis

Various steps in the angiogenesis process, including lumen forma-
tion, have been examined via high content screening (HCS), which
uses HTP and cellular imaging techniques to obtain quantitative data
on biological processes [209]. Evensen et al. employ HCS to visualize
lumens and monitor the effects of angiogenic inhibitors [124]. ECs
and vSMCs were co-cultured and treated with various anti-angiogenic
and vascular disrupting agents. The total tube length, measured using
live cell HTP imaging, was used to quantify the effect of the drugs.
This method screens anti-angiogenic compounds in a HTP manner,
enabling the identification of novel angiogenic compounds and visual-
ization of their mode of action.

Anastomosis has been included in several models of angiogenesis
[34, 39, 77, 85, 95, 103, 210, 211]. Here, we highlight three models
of particular interest. An innovative model by McDougall et al. com-
bines blood flow and capillary growth and incorporates anastomosis
[39]. In the model, perfusion and blood transport directly influence
the formation of vascular networks, and anastomosis leads to radial
adaptation and vessel remodelling. The simulated networks are exam-
ined in order to determine what parameters influence efficient trans-
port and perfusion. The model predicts that dilated anastomoses
located near a parent vessel prevent effective perfusion. Thus, target-
ing anastomosis and promoting the tumour vascular network to
include dilated loops is a means of inhibiting the supply of blood and
nutrients to the tumour [39]. As noted above, Bauer et al. developed
the first cell-based model of tumour angiogenesis and included vessel
branching and anastomosis [77]. The CPM included interactions
between ECs and between an EC and its environment, including the
ECM, tumour cells and interstitial fluid. Branching and anastomosis
emerge based solely on cellular and molecular dynamics, as the
model does not include specific rules for these morphological
changes. The model predicts that branching and anastomosis are
energetically favourable events that occur even in the absence of
blood flow and are influenced by the composition of the stroma and
ECM [77].

Models of intussusceptive angiogenesis take into account haemo-
dynamics and biomechanical properties such as shear stress involved
in vessel splitting and pillar formation [21, 113, 114, 212]. These

models are very instructive, as intussusception is a relatively new
area of study compared to sprouting angiogenesis and much more
research is required to gain a deeper understanding of this process
[119]. Szczerba et al. developed a model that simulates vascular
remodelling in response to haemodynamics, chemical agents and
vascular wall stiffness [114]. The inclusion of secreted chemical fac-
tors (e.g. signalling molecules) is a novel feature of the model, which
enables the prediction of the effects of modulators of intussusception
under pathological conditions. Although it has not been investigated
computationally, it has been shown that tumours switch from sprout-
ing to intussusceptive angiogenesis after the administration of angio-
genesis inhibitors [118].

Targeting stabilization/regression

Pericyte recruitment and coverage promote vessel maturation and sta-
bilization. PDGF and Ang1 are key promoters of pericyte recruitment
and are prime targets for anti-angiogenic therapies. Mitchell et al.
have developed a HTP method of quantifying pericyte coverage by
measuring expression of regulator of G-protein signalling 5 (RGS5), a
pericyte-specific gene [213]. Their method provides quantitative data
that can be combined with efforts to model vessel maturation. A
model of tumour growth and dynamics, including vessel maturation,
was used to simulate anti-angiogenesis and anti-maturation therapy
targeting VEGF and Ang1, respectively [123]. The model predicted that
anti-VEGF therapy is more effective when the number of immature
vessels is large compared to mature vessels, while anti-Ang1 treat-
ment is not affected by this vascular property. Applying the two thera-
peutic agents together results in prolonged inhibition of tumour
growth, as compared to single-agent therapy. The model predictions
qualitatively agree with an in vivo model of metastatic ovarian cancer,
where VEGF and PDGF are targeted with bevacizumab and a PDGF-
aptamer, respectively [214]. Additionally, the development and appli-
cation of sunitinib, an anti-angiogenic agent that inhibits a number of
tyrosine kinases including VEGF and PDGF receptors, demonstrate the
clinical relevance of combined therapies that target ECs and pericytes
[139]. Similarly, a recent model of angiogenesis that simulates vessel
initiation, extension and maturation, shows that inhibiting both VEGF
and PDGF-B receptor b is more effective than anti-VEGF treatment
alone [215]. Additionally, the model shows that vessel maturation
promoted by angiopoietins and pericytes contributes to resistance to
anti-VEGF therapy. Other models of tumour angiogenesis include
vessel maturation and regression [216, 217] and enable investigation
of therapies that target this step of angiogenesis [218, 219].

All of the steps involved in angiogenesis described here lead to an
intricate network of vessels uniquely patterned to deliver blood and
nutrients to the surrounding tissue. A model of vascular patterning
predicts how the capillary network is tailored in response to parame-
ters such as expression of angiogenic factors (both soluble and
matrix-bound), MMP activity and EC proliferation rate [86]. This
multi-scale phase-field model employs continuum physics, while
tracking individual cells, and predicts the characteristics of the mor-
phological features of vascular networks. Travasso et al. find that the
diffusion properties and expression levels of the pro-angiogenic
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Fig. 3 Published computational models of angiogenesis. Models of angiogenesis are collated by model type, the approximate stages of angiogenesis

simulated in the models are indicated in grey and the publication years are noted. This figure displays an at-a-glance view of systems biology efforts

in modelling angiogenesis.
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factor and the migration and proliferation rate of ECs are the primary
factors that govern vascular patterning and reproduces experimental
data.

Conclusion and future work

The complexity of angiogenesis – a morphogenesis process with
many stimuli, multiple steps and several cell types involved – makes
its study difficult using reductionist techniques alone. Synthesizing
the results of seminal experiments, incorporating data from HTP
screening experiments and gene/protein arrays, and creating predic-
tive multi-scale models (Fig. 3) are the foundations of an integrative,
systems-level approach. In Figure 3, published models of angiogene-
sis are collated and annotated to show the part(s) of the angiogenesis
process they cover. This figure visually shows that systems biology
approaches to date focus on the first three steps: angiogenic stimu-
lus, sprouting/initiation and elongation and branching. Although there
are models that cover each part of the process, only a few demon-
strate lumen formation, anastomosis and stabilization/regression
steps. Neither the model type nor the publication year correlates with
modelling of any one part of the angiogenic process; rather each part
has been examined and re-examined with evolving and alternative
computational methods and improved parameters. Figure 3 shows

the journey of systems biology in the pursuit of angiogenesis research
as well as the opportunities awaiting future modelling endeavours.

Systems biology approaches will give us the opportunity to see
emergent processes and to identify, test and optimize therapeutic
approaches in silico and in vitro, increasing the potential for suc-
cess in vivo. As can be seen from this review, there remain many
quantitative experimental and computational opportunities in the
individual steps that comprise the angiogenesis process, as well as
further gains to be made in the integration of these studies into an
overarching, inclusive, mechanistic description of blood vessel
remodelling.
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