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Abstract

 The complexity of the human sense of smell is increasingly reflected in complex and high-dimen-
sional data, which opens opportunities for data-driven approaches that complement hypothesis-
driven research. Contemporary developments in computational and data science, with its currently 
most popular implementation as machine learning, facilitate complex data-driven research 
approaches. The use of machine learning in human olfactory research included major approaches 
comprising 1) the study of the physiology of pattern-based odor detection and recognition pro-
cesses, 2) pattern recognition in olfactory phenotypes, 3)  the development of complex disease 
biomarkers including olfactory features, 4) odor prediction from physico-chemical properties of 
volatile molecules, and 5) knowledge discovery in publicly available big databases. A limited set of 
unsupervised and supervised machine-learned methods has been used in these projects, however, 
the increasing use of contemporary methods of computational science is reflected in a growing 
number of reports employing machine learning for human olfactory research. This review provides 
key concepts of machine learning and summarizes current applications on human olfactory data.
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Introduction

Human olfaction comprises the chemosensory modality dedicated to 
detecting low concentrations of airborne and volatile chemical sub-
stances (Ache and Young 2005). It is based on a complex molecular 
network of approximately 400 G-protein-coupled olfactory recep-
tors (Niimura 2009) enabling detecting and discriminating thou-
sands of odorants (Buck and Axel 1991; Menashe and Lancet 2006) 
by pattern recognition (Holley et al. 1974; Malnic et al. 1999; Ache 
and Young 2005), and many further structures such as enzymes, ion 
channels, protein kinases, neurotrophins, and further G-protein-
coupled receptors (Lin et al. 2004). Information from the olfactory 
epithelium in the nasal cavity is transmitted via the olfactory bulbs 
to a range of projection areas in the brain, e.g., the piriform, entorhi-
nal and orbito-frontal cortices, the amygdalae, and the thalamus 
(Gottfried 2006). Modulators of human olfactory function include 

genetics (Keller et  al. 2007), sex and hormonal status (Doty and 
Cameron 2009), age (Doty, Shaman, Applebaum, et al. 1984), envir-
onmental factors (Schwartz et al. 1989) including drugs (Doty and 
Bromley 2004; Lötsch et al. 2012, 2015), and neurological diseases 
(Serby et al. 1985; Quinn et al. 1987; Peters et al. 2003; Albers et al. 
2006; Lutterotti et al. 2011).

While different facets of human olfaction have been accessible 
for successful classical biomedical research approaches, its complex-
ity is increasingly reflected in high-dimensional data, which opens 
opportunities for data-driven approaches that complement hypoth-
esis-driven research. Contemporary developments in computational 
and data science (President’s Information Technology Advisory 
2005) facilitate complex data-driven research approaches. Machine 
learning is currently the most popular application of artificial intelli-
gence (AI) and can be referred to as a set of methods, that can auto-
matically detect patterns in data and then use the uncovered patterns 
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to predict or classify future data, to observe structures such as sub-
groups in the data or to extract information from the data suitable 
to derive new knowledge (Murphy 2012; Dhar 2013; Chollet and 
Allaire 2018).

Together with (bio-)statistics, machine learning aims at learning 
from data. However, while statistics can be regarded as a branch of 
mathematics, machine learning has developed from computer sci-
ence and aims at learning from data without the immediate necessity 
of previous knowledge. In contrast to statistics which focuses at ana-
lyzing the probabilities of observations given a known underlying 
data distribution, machine learning focuses more on the optimiza-
tion and performance of algorithms (Shalev-Shwartz and Ben-David 
2014). The present review introduces some key concepts of machine 
learning to an audience of biomedical researchers interested in the 
human sense of smell. Several methods that have been applied in 
this field will be summarized, however, without aiming at replacing 
textbooks of machine learning (Murphy 2012; Dhar 2013).

Human olfactory research involving machine 
learning

A literature search was conducted in PubMed at https://www.ncbi.
nlm.nih.gov/pubmed on August, 2018, for “(machine-learn* OR 
machine learn* OR support* vector machines OR svm OR naive 
bayes OR bayes OR random forest* OR knn OR k nearest neigh-
bor* OR k-nearest neighbor OR adaptive boosting OR boosting 
OR boosted tree* OR decision tree* OR deep learning OR artificial 
neural network*) AND (smell OR olfact*) AND (human OR patient 
OR volunt*) NOT review[Publication Type]”. After eliminating 
papers mentioning smell but either not further addressing it or using 
olfaction related information only as a technical sample data set, 
and after removing a report of a study in mice mentioning the trans-
lational possibility without providing it, this search produced 18 
results published between 2005 and 2018 (Table 1). Further publica-
tions were obtained by explicit searches for computer aided research 
in human olfaction, such as the use of self-organizing maps in 2003 
(Madany Mamlouk et al. 2003) or an attempt to determine the inter-
action of volatile molecules with human olfactory receptors (Sanz 
et al. 2008).

The use of machine learning in human olfactory research 
included several major approaches (Figure  1) comprising 1)  the 
study of the physiology of pattern-based odor detection and recogni-
tion processes, 2) pattern recognition in olfactory phenotypes, 3) the 
development of complex disease biomarkers including olfactory fea-
tures, 4) odor prediction from physico-chemical properties of vola-
tile molecules such as electronic noses, and 5) knowledge discovery 
in publicly available big databases. A limited set of machine-learned 
methods has been used in these projects, which will be shortly 
described in the following.

Preliminary knowledge of machine-learning 
algorithms

Machine learning evolved from computer science, with the start per-
haps marked by Turing who proposed an experiment where 2 play-
ers, who can either be human or artificial, try to convince a human 
third player, that they are also humans (Turing 1950). If the, human, 
third player cannot name the AI among his/her counter players, 
then the AI has passed the so-called Turing test. From there, AI and 
machine learning, which is the currently most popular subtype of 
AI, have developed at increasing speed. Major steps included the 

creation of the first neural network called the perceptron (Rosenblatt 
1958), the proposal of the nearest neighbors-based classification 
(Cover and Hart 1967), the development of self-organizing topo-
logically correct feature maps (Kohonen 1982) or the description 
of the random forest (RF) ensemble learning algorithm (Ho 1995; 
Breiman 2001).

Although machine learning and statistics work in concert, they 
differ fundamentally. As elaborated elsewhere (Chollet and Allaire 
2018), in statistics, data together with rules to analyze them are 
processed to obtain answers about hypotheses, such as signifi-
cant differences of a diagnostic marker between clinical diagnoses 
(Figure 1). By contrast, in machine learning, data and answers, the 
latter being for example clinical diagnoses, are typically analyzed to 
obtain rules or trained algorithms, and these rules or trained algo-
rithms are then applied to new data to obtain the correct answer or 
diagnosis (Figure 1). This describes a main use of machine-learning 
technique for 1) classification, i.e., the prediction of a class member-
ship of a case from collected information. An example is diagnosing 
Parkinson’s disease by assigning a subject to the healthy or the pa-
tient class from the individual performance in olfactory tests.

Machine-learning techniques are further used for 2) data struc-
ture detection aiming for example at finding a group structure of 
distinct phenotypes among a cohort. In contrast to classification, a 
specific and already known membership or diagnosis plays no imme-
diate role in this task. By contrast, it is the task of data structure de-
tection to provide hints at possible novel classes or diagnostic groups. 
Machine-learning techniques can also be used for 3) knowledge dis-
covery. This can be used in 2 different scenarios. The most frequent 
application of machine-learned knowledge discovery is the discovery 
of new knowledge from large data sets stored in knowledge bases. 
For example, combining the genes expression pattern in the olfactory 
bulb with the worldwide acquired knowledge about the function of 
all genes can create new knowledge, e.g., can point at neurogenesis 
in the human olfactory bulb (Lötsch et al. 2014). However, differing 
from this use, the classification ability of machine-learned algorithms 
is increasingly used for data analysis and knowledge discovery rather 
than for building diagnostic tools. The idea behind this use is that 
if an algorithm can be trained with information, consisting for ex-
ample of clinical symptoms or markers, to provide a more accurate 
classification, or clinical diagnosis, than obtained by guessing, then 
the acquired parameters are relevant to the disease (Kringel et  al. 
2018). This complements classical statistical approaches to the data.

Machine learning can be applied in a supervised or unsupervised 
fashion. Supervised learning means that while an algorithm is being 
trained to learn a correct class assignment from a set of parameters, 
such as to make the correct diagnosis from clinical and laboratory 
information, its success is supervised as the information about the 
correct diagnose is available. Subsequently, the trained algorithm 
will be able to perform the correct class assignment, e.g., to make the 
correct diagnosis in new and formerly unseen cases, if it is provided 
with clinical or laboratory data similar to those on which it had been 
trained. Thus, the data space addressed in supervised learning is split 
into an input space X that comprises vectors xi = xi,1, . . . , xi,d with 

d > 0 different parameters (variables, features (Guyon et al. 2003)) 
acquired from n > 0 cases (subjects), which belong to the output 
classes yi that can be a clinical phenotype, an olfactory diagnosis or 
any other group criterion applied to a subject.

Supervised machine learning has been used in human olfactory 
research with a preference for a few main methods. Among them, 
naive Bayesian classifiers provide the probability of a data point being 
assigned to a specific class  calculated by application of the Bayes’ 
theorem (Bayes and Price 1763). Frequently, decision tree–based 
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methods have been implemented in different ways. In decision tree 
methods (Loh 2014), an algorithm is created with conditions on vari-
ables (parameters) as vertices and classes (e.g., diagnoses) as leaves. 
Tree structured rule-based classifiers analyze ordered variables xi
, such as the results of olfactory subtests, by recursively splitting 
the data at each node into children nodes, starting at the root node 
(Quinlan 1986). During learning, the splits are modified such that 
misclassification is minimized. By contrast, in RF (Ho 1995; Breiman 

2001), which also uses decision trees, the splits are set to minimize 
misclassification but just set randomly along the range of the respect-
ive parameters. Many of the randomly split simple trees are created 
from the so-called RF. The classification is obtained as the majority 
vote for class membership provided by many decision trees, i.e., RF 
uses collective decisions or ensemble learning for classification.

Prototype-based classifiers are based on the learning of typical 
properties of members of a class such as sets of clinical or laboratory 

Table 1. Reports of human olfactory research where machine-learned methods were used

Olfactory context Analyzed problem Machine-learning methods of main data 
analysis

Ref.

Physiology of pattern-
based odor detection 
and recognition

Relationship between odorant response and 
mutations in olfactory receptors

Naive Bayes, neural networks, SVM, kNN, 
meta learning, decision trees (CART)

(Gromiha et al. 
2012)

Odor recognition and discrimination Gnostic fields as a sub-neuronal network 
derived algorithm

(Kanan 2013)

Ordering olfactory stimuli according to descriptors 
of odor perception

Multidimensional scaling and self-
organizing maps

(Madany Mamlouk 
et al. 2003)

Prediction of the affective component of an odor 
from EEG-derived responses to control olfactory 
stimulation

Principal component analysis-based feature 
selection, linear discriminant analysis-
based classifier

(Lanata et al. 2016)

Prediction of personalized olfactory perception RF classifier followed by Pearson’s 
correlation

(Li et al. 2018)

Prediction of the activity of chemicals for a given 
odorant receptor

SVM algorithm (Bushdid et al. 
2018)

Pattern recognition 
inolfactory phenotypes

Prediction of olfactory diagnosis and underlying 
etiologies from olfactory subtest results

Emergent self-organized (Kohonen) maps 
(ESOM)

(Lötsch et al. 2016)

Determination of pattern and types of odor affected 
in Alzheimer’s disease

RF with recursive feature elimination 
algorithm (RF-RFE)

(Velayudhan et al. 
2015)

Pattern recognition by construction of an olfactory 
bionic model and a 3-layered cortical model, 
mimicking the main features of the olfactory 
system

Three artificial neural networks (ANNs): 
back-propagation network, SVM 
classifier, and a radial basis function 
classifier

(Gonzalez et al. 
2010)

Olfactory acuity as 
diagnostic biomarker

Early Parkinson diagnosis from multimodal features 
including olfaction

Naive Bayes classifier, logistic regression, 
adaptive boosted trees, RFs, and SVM

(Prashanth et al. 
2016) (Prashanth 
et al. 2014)

Diagnosis of Parkinson’s disease from olfactory 
phenotypes

SVM, linear discriminant analysis (Gerkin et al. 2017)

Feature selection for predicting rapid progression 
of Parkinson’s disease using public data from 
the Parkinson’s Progression Markers Initiative, 
including olfactory parameters

Feature selection using the so-called 
wrapper approach with decision tree and 
naive Bayes based methods, classification 
using the C4.5 decision tree algorithm

(Tsiouris et al. 
2017)

Odor identification as diagnostic tool for Parkinson’s 
disease.

Random-forests classifier (Casjens et al. 
2013)

Odor recognition from 
physico-chemical 
properties of volatile 
molecules (electronic 
noses)

Prediction of odors from molecular properties of 
odorant molecular separated by means of gas 
chromatography

Feature selection using RF, classification 
using RF, SVM, extreme learning 
machines

(Shang et al. 2017)

Prediction of olfactory perception from chemical 
features of odor molecules

Regularized linear models, random-forests (Keller et al. 2017)

Relationships between molecular structure and 
perceived odor quality of ligands for a human 
olfactory receptor.

3D pharmacophore-based molecular 
modeling techniques

(Sanz et al. 2008)

Evaluation of the applicability of composite odors ANN (Wagner et al. 
2006)

Application of Sensory Evaluation by an electronic 
nose for quality detection in citrus fruits

RF-based on bootstrap sampling (Qiu and Wang 
2015)

Knowledge discovery in 
publicly available big 
databases.

Biological roles exerted by the genes expressed in the 
human olfactory bulb

Over-representation analysis (Lötsch et al. 2014)

The list has been obtained from a PubMed search at https://www.ncbi.nlm.nih.gov/pubmed on 21 September 2018, for “(machine-learn* OR machine learn* 
OR support* vector machines OR svm OR naive bayes OR bayes OR random forest* OR knn OR k nearest neighbor* OR k-nearest neighbor* OR adaptive 
boosting OR boosting OR boosted tree* OR decision tree* OR deep learning OR artificial neural network*) AND (smell OR olfact*) AND (human OR patient 
OR volunt*) NOT review[Publication Type]. The search obtained 57 hits, followed by data cleaning for reports where the focus was non-olfactory research such 
as using olfactory data as an example for method validation.
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parameters. For example, the k-nearest neighbor (kNN) classifier 
(Cover and Hart 1967) belongs to the most frequently used algo-
rithms in data science while it is one of the most basic methods in 
machine learning. During kNN classifier training, the entire labeled 
training data set, i.e., data for which the class membership is known, 
is stored. A  test case, i.e., a new unlabeled case for which the 
class membership is unknown, is placed in the feature space near the 
training cases at the smallest high distance in the high-dimensional 
space. The test case receives the class label according to the majority 
vote of the class labels of the k training cases closest to it.

A component early introduced in machine-learning algorithms 
are so-called artificial neurons, which can be arranged to form 
neuronal networks (Rosenblatt 1958). A  perceptron is built from 
artificial neurons arranged in one to several successive layers. The 
neurons are provided with several inputs, a processing level and 
an output level, which connects them to other artificial neurons. 
Each neuron sums up its weighed inputs determining its response. 
The combined responses of all neurons in the network determine 
the class association of a data point. During learning, weights are 
adapted from initial random values in a way that the activation is 

shifted toward the desired output, i.e., the learning of a perceptron 
takes place by adjusting the weighting functions of each neuron. By 
contrast, in support vector machines (SVM) geometrical and statisti-
cal approaches are employed for finding an optimum decision sur-
face in the high-dimensional feature space, i.e., a hyperplane, that 
can separate the neurons carrying data of one class from those carry-
ing data belonging to another class (Cortes and Vapnik 1995).

While in supervised learning the goal of the training is to enable 
the algorithm to find the correct class association of a case, such as 
the right diagnosis, i.e., to map input information to output classes, 
in unsupervised learning the output classes are missing and hence, 
the goal of the training cannot be enabling the algorithm to find a 
correct class assignment. The data space addressed in supervised 
learning consists only of the input space X that comprises vectors 
xi = xi,1, . . . , xi,d with d > 0 different parameters (variables, features 
(Guyon et  al. 2003)) acquired from n > 0 cases (subjects). Output 
classes to which the cases belong are not known or not immediately 
relevant in unsupervised learning. Instead, unsupervised methods aim 
at finding “interesting” structures, which are structures that accord-
ing to topical experts merit further exploration. Such structures can, 

Figure 1. Overview about approaches to data processing, pursed either by statistics (left part) or by machine learning (right part). As explained previously 
(Chollet and Allaire 2018), statistics applies preselected rules, mathematical methods, or statistical algorithms to data with the aim to obtain an answer about 
a preformulated hypothesis such as a difference in a parameter among diagnostic groups of subjects. By contrast, in typical machine-learning tasks data are 
provided together with the answers such as the membership in a diagnostic group with the aim to obtain rules or algorithms that can provide the diagnosis 
group membership from new data where this is unknown yet. Such artificial intelligence or machine learning–based algorithms can take several different forms. 
The icons in the third line of the right part of the figure symbolize respective typical machine-learning methods, i.e., multilayer neuronal networks, decision tree–
based algorithms, algorithms such as SVM that separate the classes by placing a hyperplane between them, or prototype-based algorithms such as k nearest 
neighbors that compare the feature vectors carried by a case with those carried by other cases and assign the class on the basis of the classes to which cases 
with most similar feature vectors belong. In human olfactory research, machine-learned algorithms have been applied to obtain answers that can be classified 
into 5 groups (bottom line of the right part of the figure; Table 1).
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for example, hint at subgroups among the subjects not hypothesized 
before (clusters) or can be associated with clinical phenotypes.

Unsupervised machine-learning methods have been used for 
structure detection in human olfactory research data (Table  1). 
While principal component analysis is occasionally named among 
them, it dates back to 1901 which is too early when timing the begin-
ning of machine learning at the emergence of computers science 
in the middle of last century (Turing 1950). Among unsupervised 
methods further addressed in the present review of machine-learned 
methods in olfactory research figure self-organizing maps (SOM) of 
artificial neurons (Kohonen 1982, 1995). SOM are based on a pro-
jection of high-dimensional data points onto a 2-dimensional self-
organizing network consisting of a grid of neurons in a way that 
large or small distances in the high-dimensional space are preserved 
as large or small distances, respectively, on the map. Each neuron 
holds, in addition to a position vector on the 2-dimensional grid, 
a further vector carrying “weights” of the same dimensions as the 
dimensions of the input data. The weights are initially randomly 
drawn from the range of the data variables During the learning 
phase of the SOM, the weights are adapted to the data so that finally 
neurons on the grid carry data vectors that are most similar to a 
case’s data vector. To obtain clusters, the so-called U-matrix (Ultsch 
2003) can be added that displays the distances between neurons in 
the high-dimensional space as a third dimension onto the 2-dimen-
sional SOM projection grid. Then, large heights indicate a large gap 
in the data space, whereas low U-heights indicate that the points are 
close to each other in the data space, indicating structure in the data 
set. The corresponding visualization technique is a topographical 
map with a coloring chosen analogously to a geographical physi-
cal map facilitating the recognition of cluster structures in the data. 
Large “heights” in brown and white colors represent large distances 
between data, green “valleys” and blue “lakes” represent clusters of 
similar data (Figure 2).

Machine-learned approaches to the physiology 
of odor recognition

Important features of odorants relate to their physico-chemical prop-
erties and to their perception. The physiological basis for the relation 
between physico-chemical properties of odorants and their percep-
tion is laid by the approximately 400 olfactory receptor (OR) types 
in humans (Axel 1995; Niimura et al. 2014). Within the olfactory 
epithelium, there appears to be a topographical distribution of OR 
(Ressler et al. 1993; Vassar et al. 1993; Strotmann et al. 1994) which 
may also exist in humans, at least in terms of the hedonic aspects of 
odor perception in humans (Lapid et al. 2011). Molecules bind to 
a large range of OR (Zhao et al. 1998; Duchamp-Viret et al. 1999; 
Malnic et al. 1999; Saito et al. 2009) which ultimately results in an 
odorant-specific pattern of activation at the next level of processing. 
Their physico-chemical properties determine their affinity to recep-
tors and thus—to a certain degree—their perceptual characteristics 
(Khan et al. 2007; Secundo et al. 2014; Sinding et al. 2017).

Machine-learning methods may be suitable for knowledge dis-
covery approaches to the physiology of odor perception and recogni-
tion. For example, the consequences of mutation-caused amino acid 
exchanges in olfactory receptors for the potency of their ligands was 
addressed (Gromiha et al. 2012) using various methods of supervised 
machine learning including naive Bayes classifiers, neural networks, 
regression analyses, SVM, k-nearest neighbors, and decision tree–
based algorithms. The classifiers were trained with physico-chemical 
properties of both, amino acids and receptor ligands and in addition 

with experimentally obtained data of EC50, odorant response and 
cAMP acquired from goldfish, mouse, and human olfactory recep-
tors. The task was to discriminate mutant receptors with enhanced 
or reduced EC50 values for their ligands, which was successful at an 
accuracy of > 90% (Gromiha et al. 2012).

Machine-learning concepts have also been used for the imple-
mentation of so-called gnostic fields, which aim at modeling the 
cerebral processes of object recognition from sensory information 
including that of odors (Kanan 2013), based on a theoretical model 
in which competing sets of “gnostic” neurons sitting atop sensory 
processing hierarchies enabled stimuli to be robustly categorized 
(Konorski 1967). A  transformation of the theoretical model into 
a computational one was applied to the classification of olfactory 
stimuli (Kanan 2013). The model was applied on 16-dimensional 
time varying signal recordings from an electronic nose during odor 
sensing. Following transformation of electronic-nose features from a 
stimulus into a single vector, SVM classifiers and gnostic fields were 
used for an odor classification task, with the result that the gnostic 
model approached 90% correct classification and outperforming 
SVM-based predictors.

Self-organizing maps and multidimensional scaling have been ap-
plied onto a data set (Aldrich 1996) comprising 871 olfactory stimuli 
that had been described using 278 descriptors (Madany Mamlouk 
et al. 2003). The relationship between the odor descriptors and the 
corresponding stimuli was examined to determine whether they 
might reveal an underlying structure in human odor perception. As 
a result, relationships between odors were projected onto a topology 
conserving map and strong support was found for a high-dimension-
ality of human olfactory perception space. In addition, an ordering 
of similar odors and corresponding perceptions was found where the 
resulting maps also allowed the authors to order odor perception in 
a way not previously possible. For example, a map was produced 
on which the perceptions were grouped into clusters. The authors 
highlight that the odor perception of, e.g., apple, banana, and cherry 
might be ordered, indicating that apple and cherry are perceived 
more alike than cherry and banana.

A comparative analysis of olfactory neuronal activity between 
humans and rats was performed proposing a machine-learning ap-
proach for predicting perceptual similarities of odors in humans 
from glomerular activity patterns of rats (Soh et al. 2014). Features 
extracted from glomerular activity patterns of the olfactory bulb of 
rats were compared with results of perceptual similarity experiments 
of odorants in humans. The latter had first been presented with a 
standard odorant and subsequently, with 6 different but alike odor-
ants, with the task to identify those most similar to the standard. 
The similarities between rat olfactory bulb signals during sensing 
similar odors and human responses were analyzed by means of a 
log-linearized Gaussian mixture network (Tsuji et al. 1999) that ex-
pands the Gaussian mixture model to a neural network. The authors 
concluded their results as satisfactory. Although the correct rate of 
classification varied from 33.3% to 92.9%, they support the feasi-
bility of linking the glomerular responses of rats to human percep-
tion (Soh et al. 2014).

A machine-learning approach was developed to recognize fea-
tures extracted from EEG signals recorded during perception of 
either pleasant or unpleasant olfactory stimuli in a group of n = 32 
subjects exposed to a controlled olfactory stimulation experiment 
(Lanata et al. 2016). Subjects were asked to rate the hedonic prop-
erties of the smell of benzaldehyde or isovaleric acid using the 
Self-Assessment Manikin questionnaire (Bradley and Lang 1994). 
The EEG response to olfactory stimulation was acquired from 19 

Chemical Senses, 2019, Vol. 44, No. 1 15



electrodes placed according to the international 10/20 system and 
transformed into power spectra by means of fast Fourier transform-
ation (Cooley and Tukey 1965). Subsequently, the feature space 
obtained as EEG power spectra was mapped to the output space 
obtained as hedonic questionnaire outcomes. For this purpose, a lin-
ear discriminant classifier was trained repeatedly on data from n – 1 
subjects, i.e., one subject was left out for training. Subsequently, the 
classifier was applied to that subject. This leave-one out scenario was 
repeated 32 times and the finally obtained classifier achieved 75% 
classification accuracy of pleasant versus unpleasant stimuli from 
EEG signal-based features (Lanata et al. 2016).

Machine-learned pattern recognition in 
olfactory phenotypes

Three dimensions are frequently attributed to the human sense of 
smell and separately tested in clinical diagnostics, namely 1) odor 

identification performance addressing the ability to name or associ-
ate an odor (Cain 1979; Doty, Shaman, Kimmelman, et al. 1984), 
2) odor threshold addressing the lowest concentration of a selected 
odorant at which it is still perceived (Cain et al. 1988), and 3) odor 
discrimination performance addressing the ability to distinguish dif-
ferent smells (Cain and Krause 1979). However, there are numerous 
other dimensions, like pleasantness/liking, familiarity, and edibil-
ity (e.g., Fournel et  al. 2016). Currently, these dimensions receive 
little attention on a clinical level and are not included in the most 
widely distributed clinical olfactory tests, like the Sniffin’ Sticks 
or the UPSIT, so that, in the following, the 3 dimensions referred 
to are odor identification, odor discrimination and odor threshold 
sensitivity.

A distinct importance of the 3 main components of the sense of 
smell has been challenged by the suggestion that the 3 olfactory sub-
tests measure a common source of variance (Doty et al. 1994); nev-
ertheless it has remained an active research topic owing to the desire 

Figure 2. An example of unsupervised machine learning applied on data related to human olfaction. Representation of the olfactory subtest results pattern 
obtained using a projection of the data points onto a toroid neuronal grid. The data originate from a previous analysis of pattern in olfactory subtests acquired 
in 10,714 subjects (Lötsch et al. 2016). For the present graphical demonstration, a subset of 5% of these data had been randomly drawn in a class-proportional 
manner, i.e., preserving the relative numbers of subjects with normosmia, hyposmia, or anosmia. (A) The projection was obtained using a parameter-free 
polar swarm, Pswarm consisting of so-called DataBots (Thrun 2018) which are self-organizing artificial “life forms” that carry vectors of the individual olfac-
tory subtest results. During the learning phase, the DataBots were allowed adaptively adjusting their location on the grid close to DataBots, according to the 
Euclidean distance, carrying data with similar features, with successively decreasing search radius. When the algorithm ended, the DataBots became projected 
points. To enhance the emergence of data structures on this projection, an U-matrix (Ultsch 2003; Lötsch and Ultsch 2014) displaying the distance in the high-
dimensional space was added as a third dimension. It was colored in a geographical map analogy with brown snow-covered heights and green valleys with 
blue lakes. Watersheds indicate borderlines between different groups of subjects suggesting 3 clusters. (B) Hierarchical clustering of the projected data also 
indicated 3 clusters, supporting the machine-leaned results shown in A. (C) Mosaic plot representing a contingency table of the olfactory diagnoses versus the 
machine-learned clusters of olfactory subtest results. The size of the cells is proportional to the number of subjects included. The calculations and figure creation 
were performed using the R software package (version 3.4.3 for Linux; http://CRAN.R-project.org/; R Development Core Team 2008), in particular the libraries 
“DatabionicSwarm” (https://cran.r-project.org/package=DatabionicSwarm [Thrun 2018]). The figure reproduces results of a previous analysis of the same data 
set (Lötsch et al. 2016), however, using a different unsupervised machine-learning method for non-redundancy.
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of deeper understanding of the pathological mechanisms via which 
various different etiologies may cause olfactory dysfunction. Two 
reports explicitly employed machine learning to address these prob-
lems in a large data set comprising olfactory subtest results (thresh-
old, discrimination, identification) acquired in n = 10, 714 subjects 
whose olfactory performance ranged from normosmia, i.e., olfactory 
test scores similarly to those found in large samples of subjects who 
indicated an intact sense of smell (Doty, Shaman, and Dann 1984; 
Hummel et al. 1997) to anosmia, i.e., the absence of olfactory func-
tion. Olfactory performance was associated with 9 different etiolo-
gies, i.e., healthy, sinunasal disease, congenital, neurodegenerative 
diseases, idiopathic, postinfectious, trauma, toxic, and brain tumor/
stroke. This data set was assessed for structures, e.g., clusters, that 
coincided with the olfactory diagnoses or the underlying etiologies, 
using unsupervised machine learning implemented as emergent self-
organizing feature maps (ESOM) applied in combination with the 
use of the U-matrix (Ultsch 2003). On a trained ESOM, the distance 
structure in the high-dimensional feature space was visualized using 
a geographical map analogy with data clusters represented as “val-
leys” separated by “mountain ridges”. This structure reflected the 
olfactory diagnoses into normosmia, hyposmia, and anosmia while 
no consistent overlap with the etiologies underlying the individual 
olfactory functions could be proven (see Figure 3 in Lötsch et  al. 
2016).

To demonstrate this method, in the following experiment an 
alternative data projection method was used for non-redundancy 
(Lötsch et al. 2016). Specifically, the topographic mapping was im-
plemented as swarm intelligence instead of self-organizing map, i.e., 
as an algorithm guided by the flocking behavior of numerous inde-
pendent but cooperating so-called “DataBots” (Ultsch 2000), which 
are self-organizing artificial “life forms” identified with single data 
objects (subjects tested for olfactory function). These “DataBots” 
can move on a 2-dimensional grid, and their movements are either 
random or follow the attractive or repulsive forces proportionally 
to the (dis-)similarities of neighboring “DataBots”. A subset of 5% 
of the original data was randomly drawn for this demonstration. As 
this method is computationally more demanding than ESOM, the 
data space was again explored for distance-based structures, pres-
ently using a parameter-free projection method of a polar swarm 
(Thrun 2018). Following successful swarm learning, “DataBots” 
carrying items with similar features were located in groups on the 
projection grid. After calculation of a U-matrix (Ultsch and Sieman 
1990; Lötsch and Ultsch 2014), 3 clusters emerged (Figure 2) among 
subjects with 3 unevenly distributed olfactory diagnosss, i.e., the 
classification of subjects with respect to the diagnosis of “nor-
mosmia”, “hyposmia”, or “anosmia” coincided with the observed 
clusters at a statistical significance level of P < 2.2 · 10–16 (χ2 test), 
which reproduced previously obtained results of an analysis using 
an emergent self-organizing map (Lötsch et al. 2016). This indicated 
that unsupervised machine learning is suitable to detect group struc-
tures in olfaction related data that reflect a known grouping of sub-
jects and supports the utility of the method for further exploration 
of clinical subgroups in similar data.

Machine learning–derived complex biomarkers 
with olfactory and non-olfactory features

Olfactory loss is a symptom of several neurological conditions in-
cluding neurodegenerative diseases such as Parkinson’s disease 
(Doty et al. 1988), Alzheimer’s disease (Murphy et al. 1990), or mul-
tiple sclerosis (Hawkes 1996), in which an impaired sense of smell 

can be both, an early symptom and a marker of disease progression. 
However, complete olfactory loss has an estimated prevalence of 
5% in the population (Murphy et al. 2002; Brämerson et al. 2004; 
Landis et  al. 2004) and therefore, specific patterns of features are 
needed to associate it with a neurological disease.

To create this kind of complex biomarker for Parkinson progres-
sion (Prashanth et al. 2014, 2016), non-motor parameters (results 
of the 40-item University of Pennsylvania smell identification test 
(UPSIT [Doty, Shaman, and Dann 1984]), ratings in the REM 
sleep behavior disorder screening questionnaire [Stiasny-Kolster 
et  al. 2007]), cerebrospinal fluid related markers (Aβ1−42, T-tau, 
and P-tau181 and their ratios) and markers obtained by means of 
dopaminergic imaging (striatal binding ratio [SBR] obtained SPECT 
imaging using 123I-Ioflupane) available from n = 431 patients with 
Parkinson disease (disease stage 1 or 2 according to (Hoehn and 
Yahr 1967)) and n = 183 healthy subjects were explored for their 
utility as an early diagnostic of Parkinson’s disease. Using 100 times 
cross-validation with randomly splitting the data set into training 
(70% of the data) and test (30%) subsets, 5 different machine-
learned classifiers were tested with respect to their performance to 
obtain the correct diagnosis of early Parkinson’s disease (naive Bayes 
classifier, logistic regression, adaptive boosted trees, RF, and SVM). 
Using the 13 above-mentioned different features, classifiers were 
compared with the results that SVM performed best in diagnostic 
accuracy, SVM, and logistic regression performed best when using 
the area under the ROC curve as performance measure, RF and SVM 
provided the best diagnostic sensitivity, and SVM performed best 
in diagnostic specificity. From this, the SVM-based complex bio-
marker was chosen that provided 96.40% diagnostic accuracy for 
Parkinson’s disease, with 97.03% sensitivity and 95.01% specificity. 
Comparative analysis of the feature importance, accessible via RF 
for example as mean decrease in classification accuracy when the 
respective feature was omitted from forest building, indicated that 
the UPSIT score figured as the third important marker among the 
13 components of the early-Parkinson biomarker (see Figure 5 in 
Prashanth et al. 2016). However, this was not further used for fea-
ture selection, i.e., for eliminating features contributing only mini-
mally to the diagnosis and thus reducing the efforts to acquire the 
biological markers necessary to use the classifier for diagnostics.

Machine-learned marker selection was, however, employed 
to extract the most informative features for predicting rapid pro-
gression of Parkinson’s disease from public data provided by the 
Parkinson’s Progression Markers Initiative (http://www.ppmi-info.
org/) (Tsiouris et  al. 2017). Several markers acquired in n = 409 
patients diagnosed with Parkinson’s disease less than 2 years before 
including 3 Movement Disorder Society MDS Unified Parkinson’s 
Disease Rating Scales (MDS-UPDRS (Goetz et  al. 2008)), the 
Montreal Cognitive Assessment scale (Nasreddine et al. 2005), the 
Epworth Sleeping Scale (Johns 1991), REM Sleep Behavior Disorder 
Screening Questionnaire (Stiasny-Kolster et al. 2007), neurological 
examination, and the UPSIT olfactory test (Doty, Shaman, and Dann 
1984). Using the so-called wrapper approach, which searches all 
possible subsets of features for the optimal feature subset achieving 
the best possible performance with a particular learning algorithm 
on a particular training set (Kohavi and John 1997), a feature set 
was created that subsequently was submitted to the C4.5 decision 
tree algorithm (Quinlan 1986) to identify patients likely to display 
rapid disease progression already at the baseline patient evaluation. 
This was successful at an accuracy of almost 90% when using the 
algorithm to identify the top 5% of the worsening patients (Tsiouris 
et al. 2017). Among the features used to predict patients with a rapid 
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progress of Parkinson’s disease speech problems, olfactory dysfunc-
tions, high rigidity, and affected leg muscle reflexes (Tsiouris et al. 
2017) have been identified. Similarly, the UPSIT-based olfactory 
phenotype was used together with basic demographic parameters 
including age and sex to build an SVM and linear discriminant anal-
ysis-based classifier for the diagnosis of Parkinson’s disease (Gerkin 
et al. 2017). Specifically, both clinical and postmortem neuropatho-
logical data were available for n = 198 deceased individuals who 
had taken at least one UPSIT. The obtained classifier was judged by 
the authors to perform well and in addition, they observed that the 
responses to single UPSIT test items provided a more suitable basis 
for classifier building than using just the UPSIT sum score (Gerkin 
et al. 2017).

Machine-learned odor recognition from 
physico-chemical properties of volatile 
molecules

Chromatographic analyses of volatile molecules have been em-
ployed for automated detection of odors with medical applications 
as odor-based biomarkers or to predict the smell of molecules in 
other context. These efforts may possibly be summarized as devel-
opment and application of so-called “electronic noses”. A  specific 
search on 5 February 2018, for “(electronic nose) AND (algorithm 
OR machine) NOT review[Publication Type]”, identified 228 items. 
Reviews about activities in electronic nose developments have been 
published previously (Yan et al. 2015; Wojnowski et al. 2017). As 
the present review focuses on the study on biomedical topics involv-
ing the human sense of smell rather than technical implementations, 
only a few examples will be provided, mainly those reports that ex-
plicitly named machine learning and had been found already in the 
main search (see above).

The use of volatile molecules emitted from patient materials for 
clinical diagnostics offers the promise of non-invasive and rapid bio-
markers. Variations in small molecular weight volatile organic com-
pounds, i.e., odorants in urine were assessed as possible biomarkers 
for lung cancer in mice, which could be used to discriminate between 
odors of mice with and without experimental tumors (Matsumura 
et al. 2010). Following this establishment of the principal utility of 
odorants from urine as cancer biomarkers, urinary volatile com-
pounds were analyzed using solid-phase-microextraction, followed 
by gas chromatography coupled with mass spectrometry. From 
the typical total ion chromatograms, unsupervised machine learn-
ing implemented as principal component analysis established the 
separation of the odorants into clusters, which encouraged the use 
of these data for class association, which was subsequently imple-
mented as supervised machine learning in the form of SVM. The 
diagnostic accuracy of the SVM classifiers was 95% and above, sup-
porting the utility of this approach and encouraging further transla-
tional research (Matsumura et al. 2010). Further odor-based disease 
biomarkers have been proposed for colorectal cancer (de Meij et al. 
2014) and other gastrointestinal and liver diseases (for reviews, 
see Probert et al. 2009; Chan et al. 2016), various types of cancer 
(reviewed in Zhou et al. 2017; Kabir and Donald 2018), pulmonary 
diseases (Pizzini et  al. 2018), renal diseases (Liu et  al. 2018), and 
many other medical conditions.

Chromatographic analyses of volatile molecules have also been 
used to automatically predict the emitted odor to replace human 
assessors. For example, aiming at reducing subjective components 
of the sensory assessment of smells by panelists, which have been 
described to be influenced by many factors such as the testing 

environment, experimental bias, assessor sensitivity, assessor selec-
tion, and training (Delahunty et  al. 2006), the physico-chemical 
molecular parameters of several flavors and fragrances obtained 
by means of gas chromatography coupled with mass spectrometry 
were used to train supervised machine-learned classifiers (Shang 
et al. 2017). The algorithms were provided with the GC/MS derived 
molecular characteristics and database-derived information about 
the molecular parameters of 1026 different odorants annotated 
with 160 different odor descriptors (the 20 most frequently occur-
ring being: sweet, green, fruity, floral, meaty, wine-like, apple, fatty, 
woody, herbaceous, sulfurous, ethereal, nutty, spicy, oily, earthy, 
pineapple, waxy, creamy, and rose). Machine-learning algorithms 
including SVM, RF, and extreme learning machine were used and 
their prediction results were compared. The best classifier was based 
on extreme machine learning, which is a special form of neuronal 
networks with single or multiple layers of hidden nodes with the 
advantage over other network approaches that the parameters of 
hidden nodes do not need to be tuned, which, as the authors pointed 
out, makes them faster than other implementations of neural net-
works (Huang et  al. 2006). ELM provided the best identification 
accuracy (97.53%), followed by SVM (97.19%) and RF (92.79%). 
However, when applied to 30 primary volatile organic compounds 
from Golden Delicious apples that had not been included in the anal-
yses, they predicted only 70% of compounds accurately. Although 
the authors concluded that this does not suffice to replace panelists, 
it represents a proof-of-concept that machine learning is probably 
suitable for automatic odor detection (Shang et al. 2017).

Finally, the prediction of whether or not a given molecule will 
induce the perception of smell or what kind of olfactory perception 
it will produce was addressed by means of machine learning, i.e., 
algorithms were trained to predict sensory attributes of molecules 
based on their chemo-informatic features (Keller et al. 2017). A large 
psychophysical data set collected from 49 individuals who profiled 
476 structurally and perceptually diverse molecules (Keller and 
Vosshall 2016) was supplied with 4884 physico-chemical features 
of each of the molecules smelled by the subjects, including atom 
types, functional groups, and topological and geometrical proper-
ties. A RF-based classifier successfully predicted 8 among 19 rated 
semantic descriptors (“garlic”, “fish”, “sweet”, “fruit,” “burnt”, 
“spices”, “flower”, “sour”). Alternative approaches at the rela-
tionship between the chemical structure of odorant molecules and 
their interaction with human olfactory receptors used 3D-modeling 
cheminformatics techniques (Sanz et al. 2008) based on the pharma-
cophore concept, which is regarded as the ensemble of steric and 
electronic features that is necessary to ensure the optimal inter-
actions with a specific biological target and to trigger or block the 
biological response (Guner 2002).

Knowledge discovery in publicly available big 
databases

Computational methods, publicly available databases, and data 
mining tools provide a contemporary basis to combine the knowl-
edge about the biological roles of genes, or about the interactions of 
chemicals including drugs with proteins, with the acquired knowl-
edge about higher-level organization of gene products into biological 
pathways (Hu et al. 2007). In genetic research, the gold-standard is the 
Gene Ontology (GO) knowledge base (Ashburner et al. 2000), which 
has been used to study the biological functions of the genes expressed 
in the human olfactory bulb (Lötsch et al. 2014). Specifically, a set 
intersection of n = 1427 genes identified to be expressed at protein 
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level in the human olfactory bulb (Fernandez-Irigoyen et al. 2012)) 
with n = 669 genes found to be expressed in human olfactory bulbs 
at mRNA level provided a set of n = 231 genes that can be regarded 
to be supported by 2 independent analyses as expressed in the human 
olfactory bulb. The biological processes including functional subcat-
egories covered by these genes were queried from the Gene Ontology 
knowledge base which provides a dynamic, controlled vocabulary 
(GO terms) capturing the acquired knowledge about gene product 
attributes. The GO terms are connected with each other by “is-a”, 
“part-of”, “regulates”, and “subclass of” relationships (Camon et al. 
2003, 2004) forming a polyhierarchy organized in a directed acyclic 
graph (DAG, Thulasiraman and Swamy 1992). In this polyhierarchy, 
the particular biological roles covered by the n  = 231 genes were 
identified by means of over-representation analysis, which compared 
the biological processes annotated to the expressed genes with the 
occurrence of processes in the set of all human genes and determined 
the statistical significance of the deviation from change by means of 
hypergeometric tests, that annotated the resulting GO terms with 
P-values p(Ti), applying Bonferroni α correction (Bonferroni 1936) 
and a heuristically determined P-value threshold of 10–4. This analy-
sis resulted in a polyhierarchy of 94 GO terms with a significantly 
over-represented subset of genes with respect to all annotated human 
genes. Among the GO terms to which the genes expressed in the 
human olfactory bulb were statistically significantly annotated the 
authors figured a subset of particular remarkable terms, that served 
as headlines describing the biological functions of the analyzed genes 
as so-called functional areas (Ultsch and Lötsch 2014). These areas 
included “nervous system development” and “neuron development”, 
of which an associated term in the GO polyhierarchy was neurogene-
sis. Indeed, neurogenesis emerged as a significant GO term (expected 
number of genes in this category: 8.3, found: 34, P = 1.14 × 10–9); 
hence, 2 GO categories provided primary support for the existence 
of neurogenesis in the human olfactory bulb contributing a positive 
finding to the ongoing scientific discussion about the occurrence of 
postnatal neurogenesis in the human olfactory bulb (Bergmann et al. 
2012).

Conclusions and outlook

Recent literature supports that the complexity of human olfaction 
(Buck and Axel 1991; Menashe and Lancet 2006) is reflected in high-
dimensional data increasingly resulting from laboratory and clinical 
research. Contemporary computational science allows the extraction 
of information and the generation of knowledge from these data 
(President’s Information Technology Advisory 2005) facilitating 
research approaches structured as “DIKW” hierarchies (data – in-
formation – knowledge – wisdom). These data-driven approaches 
complement classical hypothesis-driven approaches. However, an 
advantage lies in the assessment of big data, i.e., data not only large 
in sample size but also complex and high-dimensional. Machine 
learning is better suited for data mining and exploratory data ana-
lyses than classical statistics, as it does not require prior hypotheses 
while it can be used to generate hypotheses.

Moreover, machine learning has been shown to outperform clas-
sical methods in task such as clustering. For example, while classical 
Ward hierarchical clustering failed in several artificial or biomedical 
data sets to obtain the correct, i.e., known cluster structures and even 
suggested subgroups in clearly unstructured data, machine learning 
implemented as emergent self-organizing map provided always the 
correct cluster structure or indicated correctly the absence of sub-
groups (Ultsch and Lötsch 2017). Similarly, neuronal networks can 

be shown to outperform principal component analysis, which has 
been introduced more than 100 years ago (Pearson 1901) and it is 
still used as a standard method for comparative data projections 
although it is sensitive to the scaling of the data and correlation 
structures and the results may be inferior to those obtained with 
machine learning.

A difficulty for employing the full power of machine learning 
in olfactory research is recruiting large numbers of subjects. While 
machine-learned methods have been successfully applied to data sets 
comprising 100 subjects, a strength of these methods lies in the ana-
lysis of large data sets where classifiers can be trained with many 
samples. A further potential weakness of machine learning is its vul-
nerability to overfitting. In this case, the algorithm learns to perfectly 
assign the classes in the training sample but fails to correctly pre-
dict new cases, i.e., the algorithm has learned the classification “by 
heart”. Several measures have been proposed to be taken against 
overfitting such as building the classifier on a training data set and 
testing its performance on a test data set, obtained in a separate ex-
periment or via splitting the available data, and/or by employing 
cross-validation using the creation of data subsets by random resam-
pling from the original data set. Furthermore, machine learning may 
be fooled by data sets containing dominant but irrelevant features, 
such as in the parable where neural networks were trained to auto-
matically detect camouflaged tanks on photos of tanks in trees and 
photos of trees without tanks (Dreyfus and Dreyfus 1992).

The application of machine learning for (human) olfactory re-
search has been mentioned explicitly in scientific publications since 
2012. Among many machine-learning methods (Murphy 2012; 
Dhar 2013), a subset has so far been applied to problems related 
to human olfactory research, of which SVM, regression models and 
several kinds of decision tree algorithms have so far most frequently 
been mentioned. Machine learning has been successfully applied to 
1) obtain a better understanding of the complex signaling processes 
that enable the recognition of odors from patterns of sensory input 
signals, 2) to allow a deeper knowledge discovery in complex data 
of olfactory phenotypes, or to develop biomarkers that 3)  include 
olfactory information, or 4) provide a diagnostic tool based on the 
detection of volatile substances emitted by patients suffering from 
a certain disease, or to perform knowledge discovery in big data 
such as the GeneOntology database addressing the biological roles 
of olfaction relevant genes. For example, the idiopathic Parkinson’s 
Syndrome is characterized by olfactory loss as an early symptom, 
but the diagnosis cannot be concluded solely from this; therefore, 
olfactory-related features have been successfully included in more 
complex biomarkers that allow a satisfactory diagnosis of the 
disease at early stages and enable predictions of its future course.

Machine learning has started to be acknowledged in olfactory 
research and first results can be observed. It promises benefits for 
this field of research; however, it may also be reasonable to consider 
Amara’s law that states that one tends to overestimate an effect of 
a technology in the short run while underestimating its effect in 
the long run (https://en.wikipedia.org/wiki/Roy_Amara), which is 
illustrated in the so-called Gartner hype cycle (https://www.gartner.
com/technology/research/methodologies/hype-cycle.jsp) where the 
expectations quickly inflate followed by a period of disillusionment 
that finally equilibrates in a plateau where the method is produc-
tive. When raising expectations, topics of olfactory research so far 
unresolved such as 1)  fitting of ligands onto olfactory receptors, 
for which initial attempts at a machine-learned solution have been 
made (Sanz et al. 2008; Keller et al. 2017), and 2) a deeper under-
standing of the combinatorial code of olfaction, i.e., how receptors 
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act in concert to create the odor percept. Indeed, pattern recognition 
and network analysis are important domains of machine learning, 
qualifying it for future applications in (human) olfactory research. 
It will broaden the scientific armamentarium of human olfactory 
research and provides new and intriguing solutions for complex 
questions.
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