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The step-like evolution of Arctic 
open water
Michael A. Goldstein   1,2, Amanda H. Lynch   3,4, Andras Zsom5, Todd Arbetter3, 
Andres Chang3 & Florence Fetterer6

September open water fraction in the Arctic is analyzed using the satellite era record of ice 
concentration (1979–2017). Evidence is presented that three breakpoints (shifts in the mean) occurred 
in the Pacific sector, with higher amounts of open water starting in 1989, 2002, and 2007. Breakpoints 
in the Atlantic sector record of open water are evident in 1971 in longer records, and around 2000 and 
2011. Multiple breakpoints are also evident in the Canadian and Russian halves. Statistical models that 
use detected breakpoints of the Pacific and Atlantic sectors, as well as models with breakpoints in the 
Canadian and Russian halves and the Arctic as a whole, outperform linear trend models in fitting the 
data. From a physical standpoint, the results support the thesis that Arctic sea ice may have critical 
points beyond which a return to the previous state is less likely. From an analysis standpoint, the 
findings imply that de-meaning the data using the breakpoint means is less likely to cause spurious 
signals than employing a linear detrend.

In the most recent decade, summer minimum sea ice extent has retreated to levels not seen since the beginning 
of the satellite record1. The confluence of opportunity and risk at the retreating ice edge2 raises critical questions 
as to how well we observe and simulate Arctic ice area and extent. Conversely, how well do we describe the area 
covered by ocean within which ice, if present at all, is present in very low concentrations? In this context, the 
reconstruction of historical ice area records has been an important activity3,4. However, much of the focus has 
been upon hemispheric ice extent and concentration, whereas more critical to Arctic industrialization is the area 
and timing of seasonally navigable open water due to sea ice reductions. Industries such as freight, tourism, min-
ing and commercial fishing may benefit from lower ice area, thickness, and concentration5. These activities have 
a critical reliance on shipping in the Arctic, which requires reduced or clear ice area over Arctic ocean sectors for 
transit navigability. However, because of the present low predictability of the navigable season, economic benefits 
have not accrued at the expected rate6,7. Low predictability has also led to ongoing safety and reliability concerns8. 
Indeed, even though summer sea ice is projected to have substantially retreated by as early as 2035, operators will 
face continued hazards from drift ice, icebergs and perhaps increased storminess9,10. While seasonally navigable 
open water is of course dependent on ship type, crew experience, and weather conditions, a reliable record of 
open water over recent decades provides a first-order understanding of how sea ice will affect Arctic economic 
development over coming decades.

Here, we examine the September sea ice area record across the Arctic Ocean and its peripheral seas for 
structural breaks. September is typically the average period that is used by climate researchers to document the 
advance of open water area over time10–13. There is a substantial literature that documents structural breaks in 
the global climate system, including attribution to mechanisms such as phase locking14,15. Further, steep transi-
tions in the ice cover have been observed in smaller regions using a variety of data sets16,17. One hypothesis that 
has emerged is the idea of a low frequency propagating signal from the eastern to the western Arctic18. Despite 
this literature, to elucidate changes in ice variability, sea ice data continues to be de-trended linearly11,19. We find 
that de-trending using a change in means from identified breakpoints better describes the data by a number of 
measures.
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While we examine the entire Arctic for breakpoints, a major interest in Arctic open water is the ability to tran-
sit from one side to another. Therefore, we look at two different set of halves separately, one set bounded by ocean, 
the other by land: the Atlantic and Pacific halves, which cover how sea ice might exit the Arctic Ocean and may 
be of more interest to ice scientists, and the Canadian and Russian halves, which consider possible transit routes 
from the lower Atlantic to the lower Pacific or vice versa, and so may be of more interest to shipping.

An essential first step is to interrogate the reliability of the data. During the satellite era, the data of record 
has been obtained from the Nimbus Scanning Multichannel Microwave Radiometer (SMMR: 1979–1987), the 
Defense Meteorological Satellite Program (DMSP) Special Sensor Microwave/Imager (SSM/I: 1987–2007) and 
the Special Sensor Microwave Imager/Sounder (SSMIS: 2008-present). Radiances are used to derive 25-km grid-
ded sea ice concentration data products using either the NASA Team algorithm (data set ID: NSIDC-0051)20,21, 
which performs best with high-concentration multi-year wintertime ice, and the Bootstrap algorithm (data set 
ID: NSIDC-0079)11,22, which is considered more reliable in cases of surface melt or when concentrations are lower 
than about 40%23,24. Generally, no algorithm detects ice well when at very low concentrations (below 15%) and the 
low spatial resolution of the sensors limit the ability to distinguish an ice “edge”, however defined25. These records 
have been combined, accounting for the shortcomings in each, to produce an additional “merged” data product 
covering satellite era. Finally, the Climate Data Record (data set ID: G02202) uses the merged algorithm and 
ensures a temporally consistent analysis covering 1988–2017, although it ends in February 201726.

None of these products can be considered to be independent, as they all derived from the same source meas-
urement. As a result, we augment this record with the Hadley Centre Sea Ice and Sea Surface Temperature dataset 
(HadISST2.2)24. For the first half of the 20th century this dataset relies largely on the Arctic and Southern Ocean 
Sea Ice Concentrations data set27 from the National Snow and Ice Data Center (NSIDC), which in turn makes use 
of sea ice charts from the Danish Meteorological Institute28,29. These charts are based on direct observations from 
the shoreline and ships30, and hence tend to overestimate ice extent in regions inaccessible by sea. Furthermore, 
these charts lack primary data for the time period 1940–1952, although this has been corrected as part of a 
substantive recent update13 that does not affect the results shown here. For the time period from 1960, sources 
expanded to include aerial surveys, observational re-analyses, operational ice charts, and from 1972, OSI-SAF 
(Ocean and Sea Ice Satellite Applications Facility) passive microwave retrievals, which is produced using SMMR, 
SSM/I, SSMIS, and (only in Version 1 of the data set) EMSR from 1972–1979. We show this data from 1953 for 
context, but our analysis focuses on the period from 1960 onwards, and particularly the satellite era. We also 
examined operational ice charts from the National Ice Center (Washington, DC) which are produced on a weekly 
to biweekly basis using all available forms of remotely sensed sea ice data, including the passive microwave data, 
visible and near-infrared products such as MODIS, and synthetic aperture radar such as RADARSAT31. Here, we 
use the ice extent from the 1972–2007 archived product32 for the last chart produced in September of each year. 
In processing the ice chart data for this study, any grid cell with ice concentration less than 15% was set to open 
water to be consistent with the satellite retrievals.

Results
Differences in detected ice area.  The fraction of a grid cell covered in ice, or ice area, is calculated for 
the Atlantic and Pacific sectors for September for each of the satellite derived products, as well as the HadISST 
product and the operational ice charts (see Methods). September is at the end of the melt season and so tends to 
have the lowest ice area9 as well as the largest downward interannual trend19. The records show some substantial 
differences across the records (Fig. 1). The Bootstrap algorithm results in systematically lower open water area 
than the NASA Team algorithm. Within the microwave radiance derived data sets, discrepancies arise from small 
differences between the algorithms used to process brightness temperatures to ice areas, small corrections in the 
brightness temperatures themselves, and to a lesser extent the characteristics of computational resources used 
to generate the datasets26. The differences are small but not insignificant21,33,34. The CDR and merged products 
are obtained by comparing the ice areas derived by the NASA Team and Bootstrap algorithms and choosing the 
higher concentration of the two, along with other improvements26. For our study, the CDR generally follows 
the Bootstrap curve, as does the merged product. In the case of HADISST and NIC ice charts, the discrepancies 
are larger, and arise from the use of additional source data such as aircraft observations and synthetic aperture 
radar. The HadISST record shows systematically higher ice area than any of the satellite-derived records, primar-
ily because the HadISST product uses 1 degree grid spacing rather than the 25 km used in the satellite-derived 
records; this lower resolution results in few grid cells reporting below 15% ice area over the entire cell, resulting in 
a higher area average. In addition, the HadISST product uses the NIC charts from 1995 “as the representation of 
the ‘true state’”24. The NIC charts in the Atlantic sector during high ice years generally report more ice cover than 
the satellite-derived records. Differences of the magnitude shown here are large enough to affect seasonal forecast 
skill35, causing disparities of the order of 2 °C in a five month forecast when used for initialization.

Abrupt shifts in sea ice coverage.  The data in Fig. 1 for the Pacific sector suggests that the area of ice 
cover has decreased for some time, while the data for the Atlantic sector is less indicative. While some have sug-
gested the data is characterized by a linear trend36 and others have detrended the ice record linearly in order to 
understand ice retreat and interannual variability9,19, the data for the Pacific sector suggests there may be a shift in 
the mean (that is, a structural change or breakpoint) in the data; if so, a linear trend is not the correct functional 
form. To investigate this, we apply a breakpoint analysis designed to allow early determination of breakpoints 
(see Methods) to the sea ice record. We also examine open water, which is determined as the area average of one 
minus the fraction of ice cover in each grid cell within the ice pack (Fig. 2). Open water is related to navigability, 
and hence can provide a policy relevant perspective. While magnitude varies across the microwave brightness 
temperature derived ice area records, the NASA Team (NSIDC) record is representative in its trends and varia-
bility. Overall, the record reveals key structural shifts in the mean. These shifts are robust to the different satellite 
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analysis algorithms described above (not shown) but are limited geographically (Table 1, Panel A). The results 
suggest that breakpoints in ice regimes have already occurred in the record, although artifacts arising from the 
brevity of temporally consistent records cannot conclusively be ruled out.

Abrupt shifts or linear trend.  In order to address whether these breakpoints provide an improved model 
for sea ice area time series, we commence with regressions testing for a linear trend (see Methods). We apply this 
analysis to the NASA Team (NSIDC) record in Fig. 2, as well as the HadISST record for a truncated time series 
equivalent to the satellite record, and for the HadISST time series commencing in 1960.

We start by examining trends in open water percentage using data from 1979 to 2017. It is apparent that there is 
a weak linear trend (2% per decade, adjusted R2 = 0.09) in the Atlantic sector but a large and significant linear trend 
(11% per decade, adjusted R2 = 0.69) in the Pacific sector (numbers quoted for the NASA Team (NSIDC) record).

To investigate whether breakpoints might better describe the data than a linear trend, we compare the results 
for linear trend models with models where breakpoints are estimated (see Methods). The Pacific sector had three 
major breakpoints: 1988/89, 2001/02, and 2006/07 (Table 1), regardless of which dataset is used. One or more of 
these breakpoints was found in each of the six permutations, so these breakpoints are generally robust to dataset 

Figure 1.  September ice area for (a) the Pacific sector (100oE-100oW) and (b) the Atlantic sector (100oW-
100oE), 1953–2017. Blue line: HadISST (1953–2017). Grey line: NASA Team (GSFC). Black dotted line: NASA 
Bootstrap (GSFC). Grey circle: NASA Team (NSIDC). Black circle: NASA Bootstrap (NSIDC). Black diamond: 
Merged product (NSIDC). Orange line: CDR (1988–2017). Green line: NIC Charts (1972–2007).
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or model inputs. Notably, these three breakpoints provide a lower mean squared error (MSE) and Bayesian 
information criterion (BIC) than the linear trend model. For the full HadISST dataset, a regression model with 
these three breakpoints had a MSE of 1.91E + 11, a BIC of 1513, and an adjusted R2 of 0.77, while the linear 
trend model had a notably higher MSE of 3.55E + 11 and BIC of 1547 and a lower adjusted R2 of 0.56 (Table 1, 
Panel C). Similar results (Table 1) were found for the NASA Team (NSIDC) data (1979–2017, hereinafter called 
NSIDC-NASA Team), a truncated version of the HadISST data (using only data from 1979–2017, hereinafter 
called HAD-Truncated) as well as the full HadISST record from 1960 to 2017 (hereinafter called HAD-Full). The 
Pacific is better characterized by four mean levels with a series of three abrupt transitions rather than a linear 
trend (Fig. 2). For the HAD-Full dataset, the Atlantic results suggest good support for breakpoints in 1970/71, 
1999/2000, and 2010/11. A model with these breakpoints has an MSE (4.97E + 10) that is 17% lower than the 
MSE for the linear trend model (6.02E + 10) as well as a lower BIC and a higher adjusted R2. Similar breakpoints 
at 1999/2000 and 2010/11were found using the HAD-Truncated data. Using the NSIDC-NASA Team data, a 
single breakpoints was found at 2007/08; the Atlantic NSIDC-NASA Team was the only one in Table 1 where the 
breakpoint did marginally worse than the linear trend.

Figure 2.  September open water area percentage from the NSIDC NASA Team data record for the Pacific 
(blue) and Atlantic (green) sectors. Dashed lines show the breakpoint model using the breakpoint years detected 
in Table 1, Panel A.

Ocean

Linear Breakpoint

Breakpoint YearsMSE Adj R2 BIC MSE Adj R2 BIC

Panel A: NSIDC-NASA Team

Pacific 1.44E + 11 0.73 1006 1.01E + 11 0.81 995 1989 2002 2007

Atlantic 2.64E + 10 0.46 940 2.88E + 10 0.41 943 2008

Canadian 5.29E + 10 0.62 967 3.72E + 10 0.74 955 1998 2007

Russian 8.46E + 10 0.73 985 5.70E + 10 0.82 971 1990 2005

ALL Arctic 1.65E + 11 0.82 1011 9.83E + 10 0.89 994 1989 1998 2007

Panel B: HAD-Truncated

Pacific 2.47E+ 11 0.72 1027 1.63E + 11 0.81 1014 1989 2002 2007

Atlantic 5.27E + 10 0.60 967 4.81E + 10 0.64 965 2000 2011

Canadian 7.97E + 10 0.71 983 5.12E + 10 0.81 967 1998 2007

Russian 1.73E + 11 0.70 1013 1.57E + 11 0.73 1010 2005

ALL Arctic 3.40E + 11 0.78 1040 3.00E + 11 0.80 1036 2002 2007

Panel C: HAD-Full

Pacific 3.55E + 11 0.56 1547 1.91E + 11 0.77 1513 1989 2002 2007

Atlantic 6.02E + 10 0.61 1444 4.97E + 10 0.67 1435 1971 2000 2011

Canadian 1.34E + 11 0.46 1490 6.49E + 10 0.74 1449 1998 2007

Russian 1.97E + 11 0.68 1513 1.14E + 11 0.81 1483 1971 1990 2005

ALL Arctic 5.21E + 11 0.66 1569 2.96E + 11 0.80 1537 1998 2007

Table 1.  Mean Square Error (MSE), Adjusted R2 (Adj R2) and Bayesian Information Criterion (BIC) for linear 
and breakpoint models, along with the breakpoint years for the Atlantic, Pacific, Canadian, and Russian sectors, 
and for the whole Arctic. The data for Panel A is from the NASA Team (NSIDC) open water record for 1979–
2017; Panel B, the HadISST record for 1979–2017; and Panel C, the HadISST record for 1953–2017.
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All six permutations of the breakpoint algorithm on the Canadian half found breakpoints in the HAD-Full 
record at 1997/98 and 2006/07 (Table 1). A model with breakpoints fit the data notably better than the linear 
model. For example, a model on the HAD data with only two breakpoints at 1997/98 and at 2006/07 have an 
MSE (6.49E + 10) that is 52% smaller than the MSE of the linear model (1.34E + 11) and a smaller BIC, and the 
adjusted R2 for the breakpoint model (0.74) is notably larger than that for the linear model (0.46). All permuta-
tions for Canadian half data do better than a linear model for the HAD-Full, HAD-Truncated, and NSIDC-NASA 
Team datasets. For the Russian half, the HAD-Full results suggest breakpoints at 1970/71, 1989/90, and 2004/05. 
The all six permutations for the shorter results for NSIDC-NASA Team suggest breakpoints at 1989/1990 and 
2004/2005, and all six permutations of the HAD-Truncated strongly suggest a breakpoint at 2004/05. In all cases 
for all six permutations, the HAD-Full, HAD-Truncated, and NSIDC-NASA Team results for the Russian half 
suggest a lower MSE, a lower BIC, and a higher adjusted R2 than the linear trend.

Given the differences in the results for the sectors above, it is unclear if the entire Arctic should be consid-
ered as a whole. Even so, for the entire Arctic, for the HAD-Full data, all six permutations have lower MSEs, 
lower BICs, and higher adjusted R2 than the linear trend model. Generally, there is support for a breakpoint at 
1998/1999 and 2006/07, as well as some support for breakpoints at 1989/90 and 2001/02. All of the six permuta-
tions for the NSIDC-NASA Team and 4 of 6 for HAD-Truncated have lower MSEs and BICs and higher adjusted 
R2 than the linear model.

The short record of satellite-derived time series prior to 1988 is a limitation of this model. The NIC 
chart-derived time series from 1972–2007 was tested for the Pacific and the Atlantic sectors. Because this record 
stops in 2007, only one breakpoint, in 1988, could be assessed. It was found that both models – a single trend 
variable or one mean break (1972 to 1988, 1989 to 2007) – were insignificant in combination, and equally valid 
when tested separately. The adjusted R2 for the Pacific was around 0.29 and for the Atlantic was around 0.25. That 
is, either a linear trend or a structural break in 1988 was a similarly legitimate model of the NIC chart time series. 
No other breakpoints were identified in this record in either sector.

The HadISST record is not temporally uniform, and has a lower spatial resolution than the satellite derived 
records. In the Pacific sector, the HadISST time series reflects the NSIDC-NASA Team results.

Discussion
These findings suggest caution must be employed when seeking to understand trends in Arctic ice cover over the 
satellite era and to reproduce these trends in operational and climate models. Further, it calls into question the 
practice of characterizing the record using linear trends. A model of abrupt shifts in September open water frac-
tion is likely to have a number of drivers that interact in complex ways. First, it is possible that non-physical arti-
facts may exist in the satellite record. Several authors have noted that small artifacts remain in the satellite-derived 
records, associated with sensor and orbit changeovers, but all suggest that these differences are below the sensitiv-
ity of the instrument37–39. That said, it is known that there were some errors in the data stream in the first months 
of the SSM/I instrument40. While this may have some impact on the structural shift detectable in 1988, given that 
other breakpoints were detected there are likely to be other, physical, factors that are important.

Structural changes in the ice cover record have been suggested previously. In the eastern Bering Sea, a late 
70′s regime shift in the long term sea ice cover record was associated with a 50 to 70 year oscillation in the North 
Pacific41,42. Shifts in the magnitude of the decreasing trend in Arctic sea ice extent around 2005–2007 were also 
detected33. Unlike the method employed here, which is designed for lower data frequency as in the satellite record, 
others have employed algorithms on individual gridpoints assuming a linear trend on LOESS smoothed data, 
which requires large, densely sampled data and reduces the effect of outliers and thus may understate or miss 
transition points, and only consider one breakpoint per location43.

The hypothesis that the ice volume reaches a critical threshold allowing subsequent rapid melting is one that 
has been identified in model studies44. In future climate scenarios, abrupt changes in September ice extent and 
thickness that are characterized by thermodynamically driven doubling of ice loss for periods of around five 
years, in seven of sixteen models participating in the A1B scenario of the IPCC-AR4, have been detected. Ice 
age is a useful, though not perfect, proxy for ice thickness. Figure 3 shows anomalies of perennial ice age derived 
from EASE-Grid Sea Ice Age, Version 345 for week 37 (that is, late September), where anomaly is defined relative 
to a base period of 1984 through 2016. Note that ice age anomalies increase rapidly in the first 6 years of the 
record–this is likely an artifact of the data product’s initialization procedure. After 1990, multiyear ice with con-
comitant positive anomalies in both the Pacific and the Atlantic dwindles, particularly after the successive record 
low summers of 2007 and 2012, with low anomalies in 2008 (Atlantic) and 2010 (Pacific) and falling dramatically 
lower in 2012 and 2014 in both the Pacific and the Atlantic. Very little multiyear ice remains; in fact, since the 
algorithm records only the oldest ice in the grid cell, the amount of old ice in recent data may be overestimated. 
Nevertheless, there is a strong negative relationship between the ice age record and the open water area (also 
shown in Fig. 3). These records are correlated at −0.71 in the Pacific sector and −0.48 in the Atlantic sector. Using 
ice age data from 1984–2016, a model for ice age in the Pacific sector with a constant and dummy variables for 
the 1988/89, 2001/02, and 2006/2007 breakpoints noted in Table 1, has a lower MSE (0.71), a lower BIC (−4.75) 
and a higher adjusted R2 (0.73) than the linear trend model (MSE = 1.20; BIC = 10.29, adjusted R2 = 0.54). In the 
Atlantic sector, the linear trend model (MSE = 0.764, BIC = −4.68, adjusted R2 = 0.13) does worse than a model 
with a breakpoint at 2007/08 (MSE = 0.665, BIC = −9.28, adjusted R2 = 0.25), perhaps because the Atlantic pro-
vides an escape route for Arctic ice.

Because of the initialization of the ice age record, it is not possible to ascribe a structural shift unambiguously 
in 1990. However, it appears that an abrupt increase in open water area can be associated with a concomitant 
abrupt decrease in ice age across the Arctic. Further, it is possible that 2007 and 2012 represents something of a 
critical point for the sea ice, particularly in the Pacific.
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A long-term, high quality and temporally consistent record of Arctic open water remains an elusive goal46. 
That said, there is much insight that can be derived from a careful analysis of all of the available data. This assess-
ment of satellite-derived, operational, and climatological time series suggests that Arctic sea ice behavior is highly 
non-linear, and critical points in ice cover that have been postulated as arising from strong ice-albedo feedback 
processes may have already occurred. We have demonstrated that, certainly in the Pacific sector and perhaps for 
the Atlantic sector, as well as for the Canadian and Russian halves, sea ice area is better characterized by a series 
of structural shifts, in 2007 and in near the turn of the century in 1998 and/or 2002, rather than a linear trend. 
This model is robust to the algorithm used to derive ice concentration from satellite passive microwave brightness 
temperatures, although these algorithms demonstrate significant differences in magnitude. The physical nature 
of these structural shifts is supported by analysis of quasi-independent records, such as the operational ice charts. 
The concomitant shifts in the ice age product suggests a potential thermodynamic feedback mechanism. That 
said, the processes associated with these shifts can only be tested independently using a modeling approach, 
which will be the subject of future work.

Methods
Ice index.  For each satellite data record and each year in the record, a mean September sea ice area within a 
Pacific and an Atlantic sector is determined. The Pacific sector is bounded by 100oW, 100oE, 66.6oN, and 84.5oN. 
For the Atlantic sector boundaries are 100oE, 100oW, 66.56oN and 84.5oN. The Russian sector is bounded by 
170oW, 0oE, 66.56oN, and 84.5oN. For the Canadian sector boundaries are 0oE, 170oW, 66.56oN and 84.5oN. 
Within each sector and for each day, the number of grid cells for which the ice concentration is less than 15% 
is tallied and the area covered by those cells is computed. A monthly average is then computed from these daily 
areas. HadISST data and National Ice Center sea ice chart data were processed in the same way, although the 
National Ice Center charts were not available as daily data.

Breakpoint Analysis.  We use a sequential algorithm47 that can find multiple breakpoints and which allows 
for the choice of different lengths (L) of the number of years and significance levels (p) in determining break-
points. We vary our number of year (length) inputs from 5 to 10 as inputs into the breakpoint methodology, 
resulting in six permutations of breakpoints. For the results reported in the paper, we used p = 0.05; for robust-
ness, we also ran the tests using breakpoints based on p = 0.10 and got substantively the same results, and so did 
not report them here. We then apply this methodology and these six permutations to the Atlantic and Pacific 
sectors, the Canadian and Russian sectors, and the entire Arctic.

For the statistical tests to compare the accuracy of the breakpoints versus a linear trend, the following models 
were compared. The linear trend model takes the form:

α β= + ⋅ +Y t (1)t t

where Yt is the value of the sea ice concentration or ice age for year t, and t is the time in years (creating a linear 
trend). For the breakpoint analysis, a model was created using the breakpoints. The generalized form of the model is

∑= ∗ +
=

=

+ +{ }( )Y mean Y d
(2)t

t

t N

t t t t t
0

: :i i i i1 1

Figure 3.  Ice age anomaly (dashed) and open water (solid) derived from EASE-Grid Sea Ice Age, Version 3 and 
NSIDC-NASA Team from 1984–2017 for the Pacific (blue) and Atlantic (green).
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where t = 0 and t = N are the first and last years in the dataset, ti and ti+1 are the break points returned by the 
sequential algorithm, 

+( )mean Yt t:i i 1
 is the mean sea ice concentration between ti and, and ti+1 (with the first mean 

starting at t = 0 and continuing up to but not including the first breakpoint, and the last mean starting with the 
last breakpoint year and continuing to t = N), and 

+
dt t:i i 1

 is a dummy variable that equals 1 between ti and ti+1 and 
0 otherwise.

This form can be translated into a regression, either with or without an intercept. For example, for a model of 
the Pacific with three breakpoints, such as p = 0.5 and L = 7, where the breakpoints were 1989, 2002, and 2007, a 
three breakpoint model without an intercept took the form:

β β β β

ε

= ∗ + ∗ + ∗ + ∗

+











= ≤
= ≤ ≤
= ≤ ≤
= ≤ ≤











y d d d d

where

d if t and otherwise
d if t and otherwise
d if t and otherwise
d if t and otherwise

1 1988 0
1 1989 2001 0
1 2002 2006 0
1 2007 2014 0 (3)

t

t

1 1 2 2 3 3 4 4

1

2

3

4

This regression in (3) above would return the means of the four periods as the coefficients on the dummy [0, 1] 
variables. In addition, the regression without an intercept (3) is functionally equivalent to a regression with an 
intercept and three dummy variables:

α β β β= + ∗ + ∗ + ∗ +y d d d (4)t t2 2 3 3 4 4

where d2, d3, and d4 are defined as in regression (3) above.
The mean squared error (MSE) and Bayesian information criterion (BIC) were calculated for the linear trend 

model and each of the six models created by the six permutations of the Rodionov (2004) breakpoint algorithm. 
Note that both the regression without an intercept (3) and with an intercept (4) will have the same MSE and 
BIC, but the adjusted R2 is only well-defined for regression (4). The goodness-of-fit of each of the six breakpoint 
models was compared with the linear model using MSE, BIC, and adjusted R2. Breakpoints that were found in 
multiple permutations were considered more robust to parameter estimates. Table 1 provides the best fit (lowest 
MSE and BIC; highest adjusted R2 breakpoints) of the six examined for each area and dataset; the full set is found 
in Supplement Table 1.
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