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Abstract
Purpose Lack of biomechanical force model of soft tissue hinders the development of virtual surgical simulation in maxillo-
facial surgery. In this study, a physical model of facial soft tissue based on real biomechanical parameters was constructed,
and a haptics-enabled virtual surgical system was developed to simulate incision-making process on facial soft tissue and to
help maxillofacial surgery training.
Methods CT data of a 25-year-old female patient were imported into Mimics software to reconstruct 3D models of maxillo-
facial soft and skeletal tissues. 3dMD stereo-photo of the patient was fused on facial surface to include texture information.
Insertion and cutting parameters of facial soft tissue measured on fresh cadavers were integrated, and a maxillofacial biome-
chanical force model was established. Rapid deformation and force feedback were realized through localized deformation
algorithm and axis aligned bounding box (AABB)-based collision detection. The virtual model was validated quantitatively
and qualitatively.
Results A patient-specific physical model composed of skeletal and facial soft tissue was constructed and embedded in the
virtual surgical system. Insertion and cutting in different regions of facial soft tissue were simulated using omega 6, and
real-time feedback force was recorded. The feedback force was consistent with acquired force data of experiments conducted
on tissue specimen. Real-time graphic and haptic feedback were realized. The mean score of the system performance was
3.71 given by surgeons in evaluation questionnaires.
Conclusion The maxillofacial physical model enabled operators to simulate insertion and cutting on facial soft tissue with
realization of realistic deformation and haptic feedback. The combination of localized deformation algorithm and AABB-
based collision detection improved computational efficiency. The proposed virtual surgical system demonstrated excellent
performance in simulation and training of incision-making process.

Keywords Maxillofacial soft tissue · Virtual surgery · Physical model · Insertion and cutting · Biomechanical properties ·
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Introduction

Performing incisions on facial soft tissue is one of the most
common but delicate procedures for maxillofacial surgeons.
Incisions are required to be performed layer by layer in order
to avoid accident injury of nerves or blood vessels, so sur-
geons must control the depth of incisions precisely. Proper
and smooth incisions are critical for flap acquisition and scar
reduction in maxillofacial surgery [1]. Therefore, making
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incisions on facial soft tissue requires high level of skill and
dexterity.

However, in traditional training, novice surgeons obtain
surgical skills through practicing on synthetic materials,
animals, cadavers, progressively operating on patients super-
vised by experienced surgeons. Mastering surgical skills
takes a long training period because of scarce resources
and limited opportunities [2, 3]. Virtual reality (VR) tech-
nology provides us a more flexible, efficient and lower-cost
manner for surgical training. In virtual surgical simulation,
three-dimensional (3D) virtual anatomic models combined
with biomechanical properties are constructed to simulate
patients; Deformation and collision detection algorithms are
designed to realize interaction between virtual instruments
and anatomic structures; haptic device can give trainees real
tactile feedback [4]. Therefore, VR-based simulation system
can provide operators secure, reusable virtual models and
immersive, interactive practice environment.

In recent years, a series of virtual surgical systems have
been developed to simulate maxillofacial surgery. Most of
them targeted to bone operations such as drilling on the jaws
[5–7], sawing or osteotomy in orthognathic surgery [6–8],
moving bone segments [9–11], mandibular angle reduction
[12, 13], dental implant surgery (stepwise drilling) [14], bone
fractures reduction [15] and bone defects reconstruction [16].
Few virtual surgical systems were incorporated with facial
soft tissue models or were developed specially for soft tis-
sue surgery [17, 18]. Simulation of facial soft tissue surgery
was hindered for the reason that facial soft tissue exhibits
complex properties of nonlinearity, anisotropy, non-uniform
viscoelasticity. Real deformation and experimental force data
are insufficient. Therefore, in our previous work [19], a series
of experiments on fresh human cadavers were conducted to
investigate characteristics of facial soft tissue. Cutting forces
were acquired and insertion curves were fitted as polynomial
equations.

This study aimed to construct a maxillofacial biomechan-
ical force model based on previous experimental data and
develop a haptics-enabled virtual surgical system to simu-
late incision-making process on facial soft tissue and realize
real-time deformation and haptic feedback.

Related works

Lots of strategies of soft tissue modeling for cutting simula-
tion were proposed. Soft tissue was originally modeled with
meshes, and incisions were rendered by element removal or
splitting or subdivision [20]. However, mesh refresh causes
generation of deformedmeshes and system instability.Mesh-
less methods in which soft tissue is modeled with point cloud
were then proposed to improve flexibility of model deforma-
tion [21], but updating points needs enormous calculation.
Recent years, hybridmodels (models coupled surfacemeshes

with internal point elements)were developed to improve inci-
sion rendering effect and real-time capability. Some scholars
attempted constructing hybrid models to simulate cutting
operation on cornea, liver, stomach, gallbladder and spleen
[22–24]. Visual and haptic rendering effects were improved,
but some problems remain: soft tissue organs were usu-
ally modeled as homogeneous material without considering
the difference of biomechanical properties among micro-
anatomic structures; In addition, since feedback force or
friction force during cutting have not been studied too much,
most of simulations cannot provide authentic tactile feedback
[25]. Maxillofacial soft tissue is multilayer tissue consisting
of skin, facia,muscle andmucosa. It possessesmore complex
characteristics comparedwith visceral organs. Schendel et al.
constructed a facial soft tissue model instilled with skin stiff-
ness parameters to simulate cleft lip repair [17]. Miki et al.
presented a virtual surgical system for training submandibu-
lar glands excision. The submandibular gland and adjacent
vessels were modeled and experimental force was incorpo-
rated for haptic rendering [18]. To our best knowledge, none
of deformable force models of facial soft tissue for cutting
simulation was proposed yet.

Methods

Visual Studio 2010 was chosen as the Integrated Develop-
ment Environment (IDE). Some open-source toolkits based
on C + + were also involved. Eigen was used for matrix cal-
culation. OpenSceneGraph and CHAI3D were used for 3D
visualization and force feedback, respectively. Virtual max-
illofacial physical model and scalpel model were constructed
using raw data. Localized deformation and collision detec-
tion algorithm were designed to realize rapid calculation of
deformation and feedback force.Omega 6 (ForceDimension,
Swiss) was employed for haptic rendering. The architecture
of the system is shown in Fig. 1. The following paragraphs
state detailed methodology of each module.

Data acquisition and physical model construction

A 25-year-old female with dento-maxillofacial deformity
was selected as raw data source in this study.

Construction of geometric models

Craniofacial CT scans (0.625-mm-thick slices) of the patient
were acquired (LightSpeed Ultra 16 spiral CT machine,
GE Company, USA). Original data (DICOM format) were
imported into Mimics software (Materialise Company, Bel-
gium) and segmented as skeletal and soft tissue separately.
Multiple layers (skin, fat, muscle and mucosa) of facial soft
tissue were segmented as a whole, so that geometric model
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Fig. 1 Architecture of the system

of facial soft tissue was single-layer structure. Segmentation
was accomplished by manually adjusting Hounsfield thresh-
old values to obtain themost accurate anatomic structures. 3D
models of skeletal and soft tissue were reconstructed, respec-
tively and exported as stereolithography (STL) files. The
patient’s facewas also captured using3dMDface photogram-
metric system (3dMD Inc., Atlanta, GA) and saved as MTL
and OBJ format files. 3dMD stereo-photo was registered to
CT data-reconstructed facial surface to include colored tex-
ture in the virtual model. Triangular meshes of facial surface
were optimized for accurate deformation. Meshes of bone
tissue were simplified to improve calculation speed. At last,
the whole virtual maxillofacial model consisted of 149,409
triangle elements, 65,600 of which constructed facial sur-
face. In addition, a scalpel with rounded No. 10 blade was
scanned by 3D laser scanner and saved as STL format file
for instrument modeling.

Incorporation of biomechanical parameters

The single-layer structure of facial soft tissue in geometric
model would be incorporated with biomechanical proper-
ties of facial skin. According to previous study [19], facial
skin exhibits different biomechanical properties in differ-
ent anatomic regions, so boundary conditions were set in
the virtual model based on coordinate values of vertexes in
world coordinate system to simulate anatomic distribution
of skin (Fig. 2). Insertion equations and cutting forces of

Fig. 2 Anatomic distribution of facial soft tissue in virtual model. Facial
skinwasmanually divided into frontal skin,masseter skin and chin skin.
The division was simplified compared with actual anatomy

each region were fitted correspondingly. Detailed parameters
derived from experimental data of the female maxillofacial
soft tissue in [19]. Then the construction of maxillofacial
physical model was completed (Fig. 3).
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Fig. 3 Maxillofacial physical model composed of skeletal and soft tissue. a Original display, b semitransparent display, c semitransparent display
with invisible skeletal model, d-f triangular meshes of virtual model

Localized deformation algorithm

To realize mechanical response of the virtual skin, stiff-
ness matrix of spatial triangular mesh was constructed at
first based on the method in [26]. Then adjacent coordinated
deformation of spatial meshwas solved based on the analysis
of geometric constraints between triangular elements. At the
same time, the deformation rangewas restricted and localized
by defining displacement boundary conditions to simplify
the matrix. At last, shape, color and number of triangular
elements were updated for visual rendering. The following
are detailed procedures.

Construct stiffness matrix of spatial triangular mesh

Stiffness matrix of one triangular element can be defined as
Ke,

Ke � λDKDK (1)

where λ is anti-deformation stiffness of the triangle element,
K is the global stiffnessmatrix and D is a diagonal correction
matrix, which is used to reflect the influence of surrounding
elements on the element. Equation (1) is derived from [26].
Ke is a 3 × 3 matrix. Triangle mesh S or S′ is composite of
n nodes, so that stiffness matrix of S and S′, namely KS and

123



International Journal of Computer Assisted Radiology and Surgery (2022) 17:1201–1211 1205

K̃
′
s , is stacked 3n-order matrix. The triangle mesh Laplace

(TML) method proposed in [26] was used to construct and
solve the stiffness matrix.

Solve adjacent coordinated deformation

Deformation of one specific triangular element is linked
with directly exerted force and adjacent geometric con-
straints. Geometric constraints are connection nodes which
build connectivity in two or more triangular elements. Adja-
cent triangular elements interacted when force is exerted
or displacement occurred by the way of connection nodes.
Therefore, connection nodes were used to calculate the trans-
fer relationship of force and displacement among triangular
elements. To solve adjacent coordinated deformation prob-
lems with connection relations, an initial displacement of the
connection nodes is assumed. Then deformation of adjacent
meshes can be solved, respectively. If equal forces in opposite
direction are exerted at the connection node of two meshes,
initial displacement is exactly correct deformation, and the
calculation ends; otherwise, initial displacement value needs
to be adjusted based on the resultant force at the connection
node to obtain a new displacement vector. Iterative calcu-
lations would be performed for solution. The following are
detailed derivation process.

Assuming there are a set of connection nodes in trian-
gle mesh S and S′, namely {V } � {V1, V2, . . . , Vn} in S,

{V }′ �
{
V

′
1, V

′
2, . . . , V

′
n

}
in S′. The initial displacement

of each node was set as the midpoint of corresponding con-
nection node in S and S′. Hence, the initial displacement of
{V1, V2, . . . , Vn} is:

{δ}0 � {δ01, δ02, ..., δ0n} �
{
V

′
1 − V1
2

,
V

′
2 − V2
2

, ...,
V

′
n − Vn
2

}

(2)

The initial displacement of
{
V

′
1, V

′
2, . . . , V

′
n

}
is:

{δ}′
0 �

{
δ

′
01, δ

′
02, ..., δ

′
0n

}
�

{
V1 − V

′
1

2
,
V2 − V

′
2

2
, ...,

Vn − V
′
n

2

}

(3)

Use the values of {δ}i and {δ}′
i to perform iterative cal-

culations to determine whether the value of the force at the
connection node meets:

√∣∣Fi1 + F
′
i1

∣∣2 + ∣∣Fi2 + F
′
i2

∣∣2 + ... +
∣∣Fin + F

′
in

∣∣2
n

≤ ε (4)

where ε is the convergence error. If this condition is met,
the current displacement values {δ}i and {δ}′

i are exactly the

actual displacement values of the node. Otherwise, the iter-
ative displacement values of the connection nodes in S and
S′ are calculated using the equation:

{
{δ}i+1 � {δ}i + 2(K̃s + K̃

′
s)

−1({F}′
i − {F}i )

{δ}′
i+1 � {δ}′

i + 2(K̃s + K̃
′
s)

−1({F}′
i − {F}i ) (5)

where {F}i+1 and {F}′
i+1 are calculated in iterative process

until the error judgment condition is met.

Define boundary conditions to localize deformation range

Since facial soft tissue is elastic material, it has complicated
deformation boundaries. Two types of displacement bound-
ary conditions were used when solving the matrix: (1) the
displacement value of the collision point between the scalpel
and soft tissue. This value can be obtained from the state
of previous frame; and (2) deformation range was localized.
During insertion or cutting process, the nodes far away from
the blade–tissue collision point were affected slightly, so they
were neglected and thedeformationwas localized in adefined
range to simplify the calculation. The definition of deforma-
tion range is as follows.

The minimum distance between two nodes of one spatial
triangular mesh can be expressed as:

lmin � min
(
lV 1, V 2

) � min
(∑

Ei

)
�

min N∑
i�1

Ei (6)

where lV 1, V 2 is “side distance,” namely the sum of length of
all sides needed for node V1 access to V2; Ei is one of the
sides in the way of node V1 to V2 (i ≥ 1); and min N is the
minimum number of sides from V1 to V2 (Fig. 4a).

Assuming one node in aforementioned mesh is exerted
with force or occurred displacement, neighboring nodes
would be affected and occurred displacement. The area con-
sisted of these displaced nodes is defined as DI, short for
influenced district. The range of DI can be represented by
min N . For example, DI of nodeV0 is 3 in Fig. 4b. According
to the experimental results in [19], DI enlarged as force, dis-
placement or elastic modulus increased. It can be expressed
as:

DI � fDI(ε, Em , d) (7)

where ε is displacement value which represented the influ-
ence of exerted force; Em is averaged elastic modulus of
epidermis and dermis; and d is thickness of the skin. Dis-
placement value can be converted from millimeter to "side
distance." Therefore, when solving basic equations, the dis-
placement of nodes beyond DI can be directly set as zero,
and calculation costs was significantly decreased. In actual
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Fig. 4 a “Side distance” of spatial triangular meshes; b DI of node V0

implementation process, the number of elements involved
in the calculation was usually 200–500, which promised a
converged results. Besides, in the algorithm, each iteration
uses the state of the previous frame as the initial value which
means that the displacement value in each iteration is small
and therefore promises the convergence to some extent. In
order to ensure the system robustness, the maximum number
of iterations was set to 500, exceeding which the iteration
was terminated. Eigen conjugate gradient was employed for
solving the matrix.

Visual rendering

To visually render an incision for three-dimensional display,
once the system detected blade–tissue collision nodes in
frame loop, the direction of the scalpel movement will be
tracked and the displacement of the nodes in DI will be
calculated and updated. When current exerted force meets
puncture conditions, the constraints of the nodes will be
unleashed. Then distorted meshes were updated, and new
meshes were generated according to calculated displacement
of nodes. At the same time, color and texture of triangular
meshes in the incision area were changed in visual mod-
ule,making the incisionmore vivid.OpenSceneGraph toolkit
was used for 3D visual rendering.

Collision detection algorithm

As virtual scalpel was modeled with triangular surface
meshes as well, collision detection between scalpel and
soft tissue, scalpel and bone tissue was performed on tri-
angular mesh models. The system employed axis aligned
bounding box (AABB) method for collision detection. The
collision model was organized as binary tree structure. Inter-
ference between bounding boxes and that between bounding
boxes and triangular meshes were, respectively, completed

by nominal radius theorem (NRT) and separating axis theo-
rem (SAT). The purposes of collision detection in this system
include: firstly, detecting collision point to determine pene-
tration depth of the blade which is required as input for rapid
calculation of soft tissue deformation and feedback force, and
secondly detecting bone–blade collision to intercept contin-
ually blade’s penetration.

Haptic feedback

Force Dimension’s omega 6 was used for haptic feedback.
When operator manipulated virtual scalpel through the han-
dle of omega 6, force response will be triggered once
blade–tissue collision was detected. Calculated force was
outputted to operator immediately. Considering maximum
feedback force of omega 6 is nearly 12 N, and original
modeling feedback force was compromised by multiplying a
coefficient. CHAI3D toolkit (Computer Haptics and Active
Interfaces, Force Dimension, Swiss) was used for interactive
real-time haptic simulation.

Results

Making an incision in virtual surgery was composed of
three steps based on actual operation procedure: planning
an incision path, insertion and cutting (Fig. 5). Operators can
digitize landmarks to define the path and length of an incision
at first. Click “next step” and a scalpel with rounded No.10
blades showed up above the first landmark, perpendicular
to facial surface. Then, the operator could grasp the handle
of omega 6 and puncture facial soft tissue. During insertion
process, the system recorded the penetration depth of the
blade in frame loop as input to calculate real-time exerted
force and displacement of triangular meshes. As force grad-
ually enhanced and the tip of blade moving down, the skin
occurred elastic deformation and gradually sank (Fig. 5c).
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Fig. 5 Three steps of making an incision in virtual surgery. a Planning an incision path; b before insertion, the scalpel was perpendicular to facial
surface; c insertion; d insertion completed; e cutting process, the scalpel was manually adjusted to 45° oblique to facial surface

If the scalpel left the skin surface with no contact at this
moment, triangular meshes would restore to original shape.
When the pressure on the collision pointwas larger thanmax-
imum stiffness, meshes ruptured and cannot restore (Fig. 5d).
Feedback force dropped to zero at this time and the operator
had “breakthrough” feeling. Next, the operator manipulated
the scalpel to 45° oblique position to initiate cutting process.
Thereafter, the operator canmove the scalpel manually along
with the predefinedpath andperform incision (Fig. 5e).When
reached the end of the incision, operator can lift up the scalpel
to terminate the cutting process. Aforementioned procedures
can be performed using mouse or the handle of omega 6. The
average 3D scene update rate of the system was 59.3 FPS
(frames per second). The simulation calculation update rate
is slightly slower (about 20 Hz-50 Hz). Haptic update rate is
around 500–1000 Hz. The response time of the system was
0.05–0.1 s. Overall, visual and haptic refresh rate in this sys-
tem guaranteed real-time interaction between operators and
the system.

Insertion and cutting in different regions of facial soft
tissue were simulated using omega 6 (Fig. 6). Calculated
feedback force of the maxillofacial physical model was
recorded for quantitative validation. Force–time curves and
force–depth curves of insertion, and force–time curves of
cutting were plotted (Fig. 7). Insertion process usually lasted
less than one second. Before skin was punctured, maximum
feedback force values were, respectively, 10.98, 12.45 and
11.25 N for frontal, masseter and chin regions. When the tis-
sue was punctured, the depths of blade were 7.13, 8.62 and
5.75 mm in frontal, masseter and chin regions, respectively.
Force–time curves of cuttingwere plotted using 3-s-long data

extracted from whole cutting process. The means of cutting
force of frontal, masseter and chin skin were 54.06, 56.80
and 59.87 N, respectively.

Ten experienced surgeons in the Department of Oral and
Craniomaxillofacial Surgery were recruited for qualitative
evaluation (Fig. 8a). After usage demonstration, this system
was used to simulate incisions on facial soft tissue. Then, a
1–5 Likert scale questionnaire which consisted of ten ques-
tions about four key features of a virtual surgery system
(Supplementary data 1) was designed for qualitative eval-
uation. The mean grades were 3.53 for fidelity of visual and
haptic feedback, 3.60 for stability, 4.00 for real-time capa-
bility and 3.90 for user-friendliness (Fig. 8b). Detailed grade
distribution of each question in the questionnaires can be
obtained in Supplementary data 2.

Discussion

Making incisions in facial soft tissue is a delicate procedure
during surgery. It involves perception of feedback force and
depth of the blade. It also requires firm, continuousmanipula-
tion of scalpel. In this study, we developed a haptics-enabled
virtual surgical system based on a maxillofacial physical
model, to simulate incisions in facial soft tissue. Moreover,
the computed feedback force of the physical model during
simulation was evaluated and good fidelity of force feedback
was obtained.

The design of the virtual surgical system considered spe-
cial characteristics of maxillofacial soft tissue. Firstly, the
system enabled operators to plan the path and length of
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Fig. 6 Deformation of insertion
and cutting in different regions of
facial soft tissue. a Insertion;
b cutting on frontal skin;
c cutting on masseter skin;
d cutting on chin skin

incisions through digitizing landmarks on face. Planning
incisions previously is necessary for most of maxillofacial
surgeries which involve flap design such as cheiloplasty. In
addition, incisions on face are usually curved to keep con-
sistent with Langer’s lines of facial skin [27]. Preset path
helps surgeons especially novice surgeons make incisions
precisely. Themaxillofacial model in this system is actually a
universal model allowing random access points and arbitrary
cutting paths. The operator was given the option of skipping
landmarkdigitization step andmanually placing the scalpel at
their intended location. Secondly, virtual scalpel positionwill
affect the operation. When inserting, the handle of scalpel is
perpendicular to facial surface; after insertion, the scalpel
needs to be manually adjusted to 45° oblique to facial sur-
face to initiate cutting process (Fig. 5). In actual surgery,
scalpel of 90°-position helps operator orient the beginning
of incision accurately and penetrate keratinized epidermis.
Scalpel of 45°-position ensures the operator’s flexible andflu-
ent motion to maintain constant cutting depth. Moreover, the
blade should be kept perpendicular to facial surface during
cutting to obtain squared incision edges, which can pre-
vent tissue necrosis of the wound edge and benefit healing
[1]. In the system, if the operator digitized landmarks, the
scalpel will be automatically adjusted to the correct position.
If the operator skips this step, scalpel needs to be manu-
ally adjusted for the whole process. During simulation in the
latter manner, when the scalpel was not manually adjusted
to perpendicular position, simulated incisions presented as
wider and more jagged shape just like more damaged tissue
in actual operation. Thirdly, bone–scalpel collision can be
detected in simulation to indicate the blade reached bone sur-
face and stop it moving deeper. When the collision occurred,

the haptic device gave the operator "hard and resistant" feel-
ing. Fourthly, facial soft tissue can be set as semitransparent
display mode so that operators can intuitionally observe the
depth of blade and feel feedback force at the same time.
Aforementioned characteristics were not reported in previ-
ous study. These adaptive designs enabled our system more
suitable for incisions simulation, especially on facial skin.

To validate the accuracy of calculated feedback force of
the maxillofacial physical model proposed in this study, inci-
sions on frontal, masseter and chin skin were simulated
with haptic device by operators (Fig. 6). Computed feed-
back forces were recorded in system simultaneously (Fig. 7).
Since different operators manipulated the scalpel with dif-
ferent speed (obviously we cannot control this variable) and
chose insertion sites as they want (different sites mean differ-
ent skin thickness, even different biomechanical parameters),
data plotted in Fig. 7 were randomly chosen from all records
as exemplification of biomechanical properties in different
facial region. Force data acquired in corresponding experi-
ments on fresh cadavers in [19] were viewed as benchmark
of the model validation. The force–depth curves of inser-
tion were consistent with polynomial equations acquired
in previous study [19]. The curves, differed from different
regions, exhibited the difference of biomechanical proper-
ties. Acquired maximum stiffness values of facial skin in
simulation tests were larger than experimental results in pre-
vious study [19]. The reason might be that segmented soft
tissue structures were completely simulated as skin in the
maxillofacial model to simplify the calculation. As a result,
the thickness of simulated skin in each regionwas bigger than
actual skin. Since insertion depth increased, the maximum
stiffness was accordingly increased. Based on the premise
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Fig. 7 Insertion time–force curves and depth–force curves and cutting forces of facial soft tissue in different regions. Red straight lines showed the
means of feedback force when performed cutting

Fig. 8 Qualitative evaluation about system performance. a Virtual surgical simulation; b evaluation results
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that the depth of blade does not change, cutting force is
constant. However, the speed of blade’s moving also affects
force values. Due to the change of cutting speed, feedback
force fluctuated around a specific value (Fig. 7). In the previ-
ous study [19], cutting force was measured by piezoelectric
dynamometer (Kistler 9256C2, Switzerland) and the results
showed cutting force was composed of vertical force in Z
axis and horizontal force in Y axis. In virtual surgery, feed-
back cutting forces were resultant forces of Y and Z axis.
At the same time, feedback force the operator perceived in
simulation was reduced by multiplying a coefficient, for the
reason that actual cutting force ranges from 40 to 80 N while
the maximal feedback force of omega 6 is about 12 N. In
general, through comparing the experimental data in this vir-
tual system with acquired force data in [19], good fidelity of
feedback force was achieved based on this virtual model.

Developing virtual surgical simulation system always
faces challenges in balancing accuracy and real-time capa-
bility. Accurate deformation and haptic feedback require
physical modeling of bio-tissue, which means integration of
real mechanical parameters and geometric models so that tis-
sue’s motion or deformation can conform to physical rules
[28]. For elastic deformation of soft tissue, classic andmature
methods like mass–spring method (MSM) or finite element
method (FEM) can guarantee high accuracy, but time con-
sumed on precalculation is too long tomeet real-time demand
of rapid deformation [29]. The aim of this research was to
propose a rapid feedback force calculation model that can
be applied in virtual surgery training. Though the calculation
accuracy was compromised a little (especially in terms of
deformation accuracy) to meet real-time requirements, cal-
culation results showed that the direction, magnitude and
trend of force and deformation were consistent with previous
experimental data. Hence, operators can still acquire realis-
tic experience of making incisions on facial skin through this
system. Tactile feedback was proved to be meaningful for
operators to practice skills and improve their performance
[13, 30]. In most of proposed virtual surgical systems, hap-
tic feedback was not realized or haptic rendering was not
authentic for the reasons that interaction between surgical
instruments and bio-tissue has not been studied toomuch and
real deformation and experimental force data are insufficient.
Based on experimental datameasured on fresh cadavers, hap-
tic feedback in our proposed system showed good fidelity and
provided operators immersive and realistic training experi-
ence.

Conclusion and further perspective

In this study, a haptics-enabled virtual surgical system was
developed to simulate surgical incisions of facial soft tissue

and the prototype was evaluated quantitatively and quali-
tatively. Composite maxillofacial physical model integrated
with real force data promised the fidelity of haptic feedback.
Localized deformation and AABB-based collision detection
algorithm guaranteed the computation efficiency of simula-
tion. The developed virtual surgical system provided users
real-time and realistic interaction, and demonstrated excel-
lent performance in medical training.

More researches on specimen and actual surgery need to
be done to analyze the deformation behavior of soft tissue.
In follow-up research work, we will optimize the model in
terms of calculation accuracy and design more efficient algo-
rithms for soft tissue surgery simulation. Visual effects of
incisions can be sharper and smoother. More layers of soft
tissue such as muscles and mucosa need to be simulated to
enhance realistic tactile sensation and expand system’s func-
tion. Operation on maxillofacial bones can be integrated into
the system as well. In addition, as a virtual surgical training
system, a performance score module should be developed
to evaluate operators’ performance automatically and objec-
tively.
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