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Abstract 

Alzheimer’s disease (AD) is an advanced and incurable neurodegenerative disease. 
Genetic variations are intrinsic etiological factors contributing to the abnormal expres-
sion of brain function and structure in AD patients. A new multimodal feature fusion 
called “magnetic resonance imaging (MRI)-p value” was proposed to construct 3D 
fusion images by introducing genes as a priori knowledge. Moreover, a new deep 
joint learning diagnostic model was constructed to fully learn images features. One 
branch trained a residual network (ResNet) to learn the features of local pathological 
regions. The other branch learned the position information of brain regions with dif-
ferent changes in the different categories of subjects’ brains by introducing attention 
convolution, and then obtained the discriminative probability information from loca-
tions via convolution and global average pooling. The feature and position information 
of the two branches were linearly interacted to acquire the diagnostic basis for clas-
sifying the different categories of subjects. The diagnoses of AD and health control 
(HC), AD and mild cognitive impairment (MCI), HC and MCI were performed with data 
from the Alzheimer’s Disease Neuroimaging Initiative (ADNI). The results showed 
that the proposed method achieved optimal results in AD-related diagnosis. The clas-
sification accuracy (ACC) and area under the curve (AUC) of the three experimental 
groups were 93.44% and 96.67%, 89.06% and 92%, and 84% and 81.84%, respectively. 
Moreover, a total of six novel genes were found to be significantly associated with AD, 
namely NTM, MAML2, NAALADL2, FHIT, TMEM132D and PCSK5, which provided new 
targets for the potential treatment of neurodegenerative diseases.

Keywords: Alzheimer’s disease, Multimodal feature fusion, Deep joint learning 
diagnosis, Attention mechanism, ResNet

Introduction
Alzheimer’s disease (AD) is a long-term neurodegenerative disorder with complex 
causes [1]. The main clinical manifestations are memory loss, cognitive impairment, and 
changes of personality and behavior [2]. Brain tissue morphology manifests as severe 
atrophy of the hippocampus [3], cerebral cortex [4], and severe enlargement of the 
ventricles [3]. Since the pathogenesis of AD remains unknown, researchers have often 
explored AD with the help of its pathognomonic manifestations such as patients’ clinical 
scores and brain images [5]. Despite advances in extensive research and clinical practice, 
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less than 50% of AD patients are accurately diagnosed via clinical symptoms alone [6]. 
Patients are not easily detected in the early stages of AD because its pathology occurs 
several years before the onset of clinical symptoms [7]. Mild cognitive impairment 
(MCI) is the preclinical stage of AD, which is a transitional state between normal aging 
and AD. There are no effective treatments to cure or completely halt the progression of 
AD [8]. Therefore, the early detection and intervention of MCI is of great significance in 
slowing the patient’s condition and preventing future long-term treatment before irre-
versible brain damage occurs.

Over the last two decades, advances in neuroimaging technology have contributed 
greatly to the early diagnosis of AD [9]. It has been studied that the temporal lobe, hip-
pocampus, and related regions of the patients’ brains have undergone atrophy to varying 
degrees during the preclinical stage of AD [10]. Magnetic resonance imaging (MRI) can 
accurately reflect the anatomical structure of the brain of living subjects [11]. Vemuri 
[12] and Tanveer [13] et al. proposed automated diagnostics with computer assistance 
from structural MRI. This topic has attracted much attention as a promising area of 
study. Many studies have demonstrated that MRI technology is an effective adjunctive 
basis for detecting AD and other brain disorders. However, because single imaging data 
can only capture obvious differences in brain structure and function, MRI is not effective 
in facilitating the diagnosis or treatment of patients who do not exhibit these obvious 
structural changes [14]. Furthermore, MRI-based diagnosis of AD is limited to identify-
ing brain regions associated with the condition, making it difficult to delve deeper into 
the keys to disease pathogenesis [15]. Thus, the early diagnosis of this disease based on 
MRI is subject to certain constraints.

Imaging genomics has become an emerging research field with the development of 
high-throughput histological data and multimodal imaging data [16]. Genome-wide 
association study (GWAS) is a greatly common research method in imaging genomics 
studies [17]. Genome-wide high-density genetic marker typing of large-scale population 
DNA samples is performed to mine genes associated with complex disease phenotypic 
traits through genome-wide association studies between genes and multiple pheno-
types in multicenter, large-sample, and iteratively validated studies [18]. Over the past 
few decades, several GWASs have identified hundreds of single nucleotide polymor-
phisms (SNPs) associated with AD [19]. Through genetic linkage analysis, SNPs can help 
locate biomarkers and genetic risk factors associated with AD. Genetic data can provide 
new targets for AD diagnosis. The large volume of GWAS results presents a challenge 
in extracting pertinent genetic variation information and analyzing its association with 
imaging data to identify biomarkers related to AD [20].

Many studies have explored multimodal feature fusion from imaging data and genetic 
information. Bi [21] et al. proposed a feature construction method called “brain region-
gene pair” to integrate resting-state functional magnetic resonance imaging (rs-fMRI) 
and SNPs. Hu[22] et al. obtained multimodal fusion features by fusing the voxels of MRIs 
and p-values. Although several feature selection approaches have been proposed, the 
fusion of imaging and genetic data still faces challenges. Traditional fusion approaches 
usually select features for each modality separately and then connect the selected fea-
tures for disease diagnosis, which ignores the connection between the data of different 
modalities [23]. Nevertheless, not all subjects have complete multimodal data. Samples 
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with incomplete modes are often discarded in the past [24]. The diagnostic model may 
not be adequately trained or overfitted if the number of available subjects is too small 
[25]. Consequently, it is still necessary to further explore the new ways of multimodal 
feature fusion.

In recent years, deep learning algorithms have been able to adequately analyze the 
progression of AD by identifying complex changes in brain structure, showing high 
accuracy and stability in the field of medical diagnosis [26]. Compared with traditional 
computer-aided diagnostic tools, CNNs do not rely on predefined and handcrafted fea-
tures and learn local features and diseases classification end-to-end, demonstrating sig-
nificant effectiveness in medical imaging analysis tasks [27, 28]. Despite the success of 
CNNs for diagnosis, CNNs with too many deep layers can actually reduce classification 
accuracy to some extent [29].

Bakkouri [30] et al. introduced a computer-aided diagnosis (CAD) system called Der-
moNet, which was built upon Multi-Scale Feature Level (MSFL) blocks and Multi-Scale 
Feature Fusion (MLFF). This system effectively addressed problems related to high inter-
class similarity and overfitting, thereby improving diagnostic performance. Zhang[31] 
et  al. proposed a 3D residual attention deep neural network (3D ResAttNet), which 
combined an attention mechanism with a residual neural network (ResNet) to capture 
the feature of images to obtain better diagnostic results. Bakkouri [32] et al. proposed 
an innovative multi-level multi-scale gated attentional squeezed network(2MGAS-Net) 
that effectively captures contextual information across multiple scales. Zhu[33] et  al. 
located the positional information of brain regions to detect regions that showed signifi-
cant differences between AD and HC by an attention mechanism.

To compensate for the limitations of single-modal MRI information, we introduce 
genes as prior knowledge and focus on identifying common genetic markers linked to 
the progression and mechanisms of AD. In addition, we aim to develop a novel feature 
fusion approach with the valuable information derived from GWAS to tackle the exist-
ing challenges in genetic variation and feature fusion, thereby providing a more com-
prehensive representation. Previous studies have proposed many deep learning methods 
for AD-related diagnosis, but developing diagnostic models with optimal performance 
is still the important goal of current research. This study proposes a deep joint learning 
diagnosis with the attention mechanism and ResNet, which aims to diagnose AD in its 
early stages with higher accuracy and identify significant biomarkers. The main contri-
butions can be summarized as follows:

(a) A new multimodal feature fusion method called the “MRI-p value” is proposed, 
which fully considers the intrinsic connection between two modalities. Not only 
the prior knowledge provided by genetic data is introduced without destroying the 
3D MRIs structure, but also sample data are expanded to avoid overfitting prob-
lems, which helps the diagnostic model converge more quickly and reduces the 
need for learning samples.

(b) A new deep joint learning diagnostic model is constructed by combining the atten-
tion mechanism with ResNet, which can learn the feature and diagnostic informa-
tion of the local pathological regions more comprehensively and improve the per-
formance and stability of diagnosis.
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(c) The proposed method is extensively evaluated with several other popular meth-
ods in various aspects, including accuracy, precision, sensitivity and area under the 
curve.

Materials
Imaging and gene data

The data were provided by the publicly available Alzheimer’s Disease Neuroimaging Ini-
tiative (ADNI) dataset.1 Launched in 2003, the ADNI was a global, multicenter, long-
term tracking research platform comprising four phases (ADNI-1, ADNI-go, ADNI-2 
and ADNI-3). The platform provided MRI, positron emission tomography (PET) scans, 
genetic information, other biomarkers and relevant diagnostic information for a range 
of participants, with the primary goal of combining these data to actively work towards 
early detection and follow-up of AD. The samples were complete multimodal data, con-
sisting of MRI and genetic data from 502 subjects. This specifically included 180 HC, 198 
patients with MCI, and 125 patients with AD. Table 1 shows the details of these subjects.

Data processing

Preprocessing operations were performed on the MRI scans with voxel-based mor-
phometry (VBM). Initially, the MRI scans were subjected to operations such as format 
conversion, the removal of nonbrain tissues (such as neck and skull) from the MRIs, nor-
malization, and segmentation. Subsequently, the acquired images were spatially aligned 
with the Montreal Neurological Institute (MNI) space, which eliminated the global lin-
ear differences of the images and resulted in images with the same spatial resolution (i.e., 
1 × 1 × 1mm3). Gray matter density (GMD) images were then extracted and smoothed 
by an 8 mm full width at half maxima (FWHM) kernel. Additionally, the acquired images 
were downsampled from 181 × 218 × 181 to 91 × 109 × 91 voxels to reduce the data pro-
cessing costs. Accordingly, the size of preprocessed 3D brain images was (91,109,91). 
These images served as inputs of the imaging data for multimodal feature fusion. Moreo-
ver, the gray density images obtained after preprocessing were aligned onto the Ana-
tomical Automatic Labeling (AAL) [34] template. Therefore, the voxels from the various 
local regions of the brain were acquired through the consistent encoding information of 
the brain regions. The average volumes of the left and right hippocampal regions were 
extracted as phenotypic data.

Table 1 The statistical table of subject information

HC Healthy control, MCI early mild cognitive impairment, AD Alzheimer’s disease, M/F Male/female, Edu Education, sd 
standard deviation; p = p-value calculated by the t-test

Subjects HC MCI AD p

Number 180 198 125 -

Gender (M/F) 97/83 115/83 76/49  < 0.001

Age (mean ± Sd) 75.0 ± 5.4 71.2 ± 7.1 74.7 ± 8.1  < 0.001

Edu (mean ± Sd) 16.5 ± 2.6 16.0 ± 2.6 15.7 ± 2.6  < 0.001

1 http:// adni. loni. usc. edu

http://adni.loni.usc.edu
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Genetic data from the target subjects were genotyped by Illumina GWAS arrays (610-
Quad v1.0, OmniExpress-24 Kit or HumanOmni2.5-4v1) and blood genomic DNA 
samples [35]. SNPs and subjects needed to be screened first to achieve complete and 
effective genetic data. The quality control of genotypic data consisted of six steps. These 
included screening subjects according to heterozygosity, the deletion rate of the locus, 
individual independence, and screening loci according to the deletion rate of locus infor-
mation, Hardy–Weinberg equilibrium, and linkage disequilibrium. SNPs that satisfied 
the following conditions were extracted by Plink v1.9 [36]: (a) SNPs on chromosomes 
1–22 were extracted; (b) the call rate of each SNP was ≥ 95%; (c) the estimated value 
of individual kinship was ≤ 0.2; (d) the call rate of each participant was ≥ 95%; (e) the 
Hardy–Weinberg equilibrium test was p ≥ 1 ×  10–6; (f ) the minor allele frequency of 
each SNP was ≥ 5%. Ultimately, a total of 563,980 SNPs passed quality control.

Genome-wide association studies were conducted with the genetic and phenotypic 
data of the target subjects to mine genetic biomarkers that might affect the volumes of 
brain regions. Principal component analysis was performed on the SNP data after qual-
ity control by Plink. The resulting eigenvector matrix provided the top 5 principal com-
ponents of the population stratification analysis. Association analysis of the SNPs and 
phenotypic data was conducted by linear regression, in which the population stratifica-
tion phenomenon was corrected by covariate information. Covariate information specif-
ically included age, sex, education, disease labeling and the first 5 principal components 
acquired by the population stratification analysis. The results of a GWAS containing 
563,980 SNPs were obtained.

The SNPs with p < 0.05 were screened. Univariate gene association analysis was then 
performed on the screened data with an effective chi-square test (ECS). Subsequently, 
multiple testing and Bonferroni correction were performed to locate genes which were 
significantly associated with AD. Finally, the corrected genes with p < 0.001 were selected 
data for the subsequent operations of feature fusion.

Multimodal feature fusion

The new multimodal feature fusion with the “MRI-p value” was proposed to construct 
3D fusion images without destroying the structure of 3D images. First, the preprocessed 
MRIs were denoted as PMRI ∈  RW×H×D×1, while the image features of different categories 
were defined as PAD, PMCI and PHC ∈  RW×H×D×1, respectively. Second, the gene tensors 
were constructed with the genes of p < 0.001 after correction. The -log10(p) values were 
introduced as Lp to integrate the genetic data with significant features. Furthermore, a 
tensor Gp ∈  RW×H×D×1 with the same size as PMRI was constructed by Lp, totaling 35 ten-
sors. Each Gp was applied to PAD, PMCI, and PHC, respectively. The fusion features S1, S2 
and S3 ∈  RW×H×D×1 were calculated using the PAD, PMCI, PHC, and Gp. The S1, S2, and S3 
are defined as formula (1).

where S1, S2 and S3 denote the fusion feature tensors of the AD-HC group, AD-MCI 
group and MCI-HC group, respectively.

(1)
S1=[PAD × GP , PHC × GP]
S2=[PAD × GP , PMCI × GP]
S3=[PHC × GP , PMCI × GP]
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After fusion, the image feature of each subject was annotated with each gene tensor 
that was significantly associated with AD. The “MRI-p value” fusion not only established 
the link between the imaging data and gene information, but also greatly expanded the 
amount of training data for the experiment. Specifically, 35 tensors of the fused image 
were obtained from the image tensor of each subject after fusion. The overall dataset was 
enlarged by 35 times due to the introduction of genetic data. Therefore, the numbers of 
AD, HC and MCI fusion images were 4375, 6300 and 6930, respectively. The numbers 
of S1, S2, and S3 fused tensors were 10,675, 11,305, and 13,230, respectively. These were 
inputs for the three subsequent experiments. Each experimental dataset was randomly 
divided into training, validation, and test sets at a ratio of 6:2:2 for subsequent training.

Methods
An end-to-end deep joint learning diagnosis was constructed with the combination 
of ResNet and an attention mechanism to automatically learn the feature and location 
information related to AD. On that basis, the significant features of AD were obtained 
via the proposed method. The trials included the three classifications of disease diagno-
sis with respect to AD and HC, AD and MCI, and MCI and HC.

Figure  1 shows the framework of the deep joint learning diagnosis. There were two 
main branches. The input of one branch was the whole brain image after multimodal 
fusion and ResNet [37] was trained to learn the features from the local pathological 
regions of subjects’ brain images. The input of another branch was the location infor-
mation of brain images acquired from a three-dimensional Cartesian space. Attention 

Fig. 1 The graph of deep joint learning diagnosis
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convolution training was then applied to learn the location information of brain regions 
that showed varying changes across different subject categories. Subsequently, discri-
minant probability information from position was obtained via convolution and global 
average pooling. Finally, the characteristics of the local pathological regions and the dis-
criminant probability information obtained from the two branches were linearly inter-
acted to provide the diagnostic basis for classifying the different categories of subjects.

Feature extraction of pathological regions

Neural networks can effectively learn multilevel features through multilevel deep con-
volution operations [38]. ResNet is the most widely used CNN architecture and can 
effectively avoid the problem of gradients vanishing or exploding when the network 
becomes deeper. In this study, the residual block was optimized by ResNet18 to con-
struct the framework [39], which obtained the features of local pathological regions in 
the whole brain image. The feature extraction module of pathological regions was mainly 
composed of the convolution layer, the maximum pooling layer and four residual blocks. 
They shared learning parameters in spatial dimensions. During training, the convo-
lutional kernels and strides of each convolutional layer were continuously adjusted to 
capture the characteristics and spatial relationships of each pathological region. The 
experiments fully considered the effective combination of the information acquired by 
the two branches, so the parameters of the branch were regulated by controlling the 
receiving field size of the feature map in the last layer. Therefore, we obtained the fea-
tures of the local pathological regions in the whole-brain image.

Specifically, the feature representation of the fused image was denoted as 
X ∈  RW×H×D×1. In the first part of the branch, the kernel size and stride of the convo-
lutional layer were set to (5,5,5) and (2,2,2), respectively. The normalization layer and 
nonlinear activation function were the instance normalization layer and the rectified lin-
ear unit (ReLU), respectively. Second, in the maximum pooling layer, the kernel size and 
stride were set to (3,3,3) and (2,2,2), respectively. After this part, the feature size was 
(32,19,24,19).

The second part learned richer features hierarchically by four residual blocks. The 
numbers of output feature mappings were 32, 64, 128, and 256 in the four residuals. At 
the first convolution layer passed of each branch, the kernel size and stride are (3,3,3,3) 
and (1,1,1,2), respectively. The normalization layer and activation function were instance 
normalization and ReLU, respectively. In the subsequent convolutional layers, the kernel 
size and stride were set to (1,1,1) and (1,1,1), respectively. After this training, the feature 
size of the images was (256,10,12,10). To obtain the more accurate features of pathologi-
cal regions, the complexity of the feature was increased while maintaining a fixed feature 
size. After residual block training, f features with dimensions (w, h, d) were obtained. 
With a 1 × 1 × 1 convolution, the f-dimensional vector was transformed into local fea-
tures from images, resulting in obtaining the feature X ∈  Rw×h×d×1 for the local patho-
logical regions. Finally, the feature size was (1, 10, 12, 10).
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Capturing positional information

The capture of location information in brain regions consisted of three main building 
blocks. Specifically, it consisted of the centre location extraction block (CLE Block), the 
relative position information learning block (RPILB Block) and the discriminative prob-
ability generation block (DPG Block).

In the transformation of image coordinate information, Liu et al. [40] made additional 
channels to input different transformed position information, which could facilitate the 
network to learn the more complete transformational invariance or different degrees of 
transformation dependence. This approach enhanced the ability of the diagnostic model 
to learn generalizable functions. Accordingly, the images’ coordinate information of dif-
ferent transformations was connected in the form of channels.

Specifically, since all 3D images were aligned to the same MNI space and the posi-
tion information of the images was not changed during the construction of multimodal 
fusion, the 3D fused images aligned to the same template shared a 3D Cartesian space. 
We obtained the coordinate information of the fused image in the coronal, sagittal, and 
axial planes. This gave three tensors I ∈  RW×H×D×1. Second, using different channels to 
record the coordinates under different transformations, we got a tensor I ∈  RW×H×D×3, 
which was the coordinate information that provided the complete position of the fused 
image in 3D Cartesian space. It was an input to the CLE block.

In the CLE block, the central location of the pathological regions was extracted hierar-
chically through multiple convolutional layers. Each layer was performed via deep con-
volution of non-parametric kernel weights, where the kernel weights were set to 0 and 
the center position weights were set to 1. The resulting central position information had 
dimensions of (3, 10, 12, 10) and served as an input to the relative position information 
learning block.

In the RPILB block, the attention module was introduced to learn the key regions 
through the weight tensor of the entire image. The attention mechanism was able to 
assign different attention weights to inputs from different locations to accurately capture 
the relevant information about each location. Although this avoided interference caused 
by some nonessential information, it also easily tended to lead to situations where global 
information was lost. To address this, superposition convolution was employed to detect 
positional information that differently varied across the different classes of brains. 
Therefore, the number of feature mappings was increased by superimposed convolu-
tional layers. The most relevant positional information about the disease was acquired 
from both comprehensive and local perspectives via the combination of superposition 
convolution and an attention mechanism, providing the support of data for subsequent 
training. Finally, the feature size was (256,10,12,10).

The attention module of two branches was used to generate attention maps [41] that 
captured the information about the location of the brain where local changes occurred. 
Where the information I ∈  RW×H×D×f obtained after superimposed convolution was 
the input to the attention module. One branch was to generate the attention map 
Ws(I) ∈  RW×H×D×1 in the spatial domain. The specific definition is shown in formula (2):

(2)Ws (I) = BN(Conv3(Conv2(Conv1(I))))
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where Conv1 and Conv2 represent a 1 × 1 × 1 convolutional layer and a 3 × 3 × 3 convo-
lutional layer, respectively. The number of channels was C/r, where r was the reduction 
rate. The feature in the spatial domain was subsequently obtained. Conv3 represents a 
1 × 1 × 1 convolutional layer with channel 1, which generates the attention map in the 
spatial domain. BN represents the batch normalization (BN) layer to ensure that the 
information of two independent attention branches is at the same scale. Another branch 
was to generate the attention map Wc(I) ∈  R1×1×1×f in the spatial domain. The specific 
definition is shown in formula (3):

where GlobalAvgPool represents the global average pooling (GAP) layer for feature 
aggregation in the spatial domain; FCLayer1 and FCLayer2 represent the two FC lay-
ers, which are feature perception and generation of the attention graph in the channel 
domain. Their channel numbers were C/r and C, respectively. In the spatial domain and 
channel domain, the normalization layer and activation function were the batch normal-
ization layer and the ReLU, respectively. The reduction rate r was set to 4. In addition, 
the attention graphs generated by the two branches were combined with the Softmax 
function on the last dimension to obtain the final attention graph W(I) ∈ R W×H×D×f. The 
specific definition is shown in formula (4):

W(I) continued training as an input to the discriminant probability generation mod-
ule. In the DPG block, firstly, the number of output feature maps was reduced via super-
position convolution. The extracted location information was encoded before the 
selected information was normalized by the sigmoid activation function after GAP. 
Accordingly, the discriminative probability map from the location information was gen-
erated. This is expressed as G = 

∑w,h,d
i,j,k=1 gi,j,k , where gi,j,k∈[0,1] represents the magnitude 

of the probability that the regions of the brain image (i, j, k) is associated with AD. 
Finally, the feature size was (1,10,12,10).

Classification of the diagnostic model

The resulting information of two branches were obtained respectively after training. 
In one branch, the feature about the local pathological regions of the fused images was 
obtained by trained ResNet, which was denoted as X ∈  Rw×h×d×1. In the other branch, 
attentional convolution was trained to capture information about the location of brain 
regions that were differentially varied across the different classes. The discriminant 
probability information from the position was denoted as G ∈  Rw×h×d×1. Inspired by the 
aggregation method, the diagnostic basis was defined by aggregating the characteristics 
of local pathological regions and the discriminant probability information [42]. Specifi-
cally, the element-by-element multiplication of the feature X with discriminative prob-
ability information G yielded the basis E ∈  Rw×h×d×1 of disease classification. Since the 
total number of discriminating brain regions was unknown, it was necessary to perform 
normalization operations according to the amount of discriminating probabilistic infor-
mation. The specific definition is shown as formula 5:

(3)Wc (I) = BN (FCLayer2(FCLayer1(GlobalAvgPool(I))))

(4)W (I) = Softmax (Ws(I) + Wc (I))
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where ei,j,k = gi,j,kxi, j,k and y form the basis for identifying the classification of diseases 
after the normalization operation.

Experiments and results
Experimental settings

In this paper, the optimal parameters of the proposed framework were found through 
the optimization function. Experiments were conducted for five training rounds. The 
total epoch of each round was set to 200 and the batch was set to 4. Adam was taken 
as an optimizer [43] and the learning rate was adjusted by learning rate preheating and 
cosine annealing [44]. To be specific, the learning rate was increased from 0 to 1e-2 
within the first 10 epochs of each round by the learning rate preheating scheduler. This 
value was subsequently reduced to 0 by the cosine annealing learning rate scheduler. The 
network was also optimized by cross-entropy for the loss function, which alleviated the 
problem of imbalance between positive and negative samples and learning from samples 
that were difficult to classify.

To reduce the difference in the fused images, the experiment enhanced the training 
data with operations such as image translation, random cropping, and random genera-
tion of the starting point of cropping for each subject image. The size of the processed 
images was (75, 93, 75). Image translation and center cropping were conducted on the 
test data. Moreover, the position information derived from the 3D Cartesian space was 
also transformed in the same way as the fused images. The obtained position informa-
tion of the cropped images was taken for subsequent training.

Evaluation metrics

In this study, we evaluated three binary classification tasks: AD and HC, AD and 
MCI, and HC and MCI by four common standard indicators. Specifically, these met-
rics included the classification accuracy (ACC), specificity (SPE), sensitivity (SEN), 
and area under the curve (AUC) of the receiver operating characteristic (ROC) curve. 
These metrics are defined as formula (6), (7) and (8):

where TP, FP, TN and FN are true positive, false positive, true negative and false negative, 
respectively. Constantly changing the execution threshold enabled to obtain all possible 
true positive rates (TPR = SEN) and false positive rates (FPR = 1-SPE). The AUC was cal-
culated by the true and false positive rates under different thresholds and was taken to 
measure the classifier’s ability to distinguish categories.

(5)y =

∑w,h,d
i,j,k=1 ei,j,k

∑w,h,d
i,j,k=1 gi,j,k

(6)ACC =
TP+TN

TP+TN+FP+FN

(7)SPE =
TN

TN+FP

(8)SEN =
TP

TP+FN
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Comparison with other methods

Previous studies mostly adopted deep learning frameworks with imaging features 
for disease diagnosis. Hence, this study made an extensive comparison between the 
most advanced methods and the proposed framework. These specifically included 3D 
CNN, XGA-ResNet18, Hybrid-MACN, and PG-BrainBagNet.

3D CNN [45]: An optimized neural network with 3D CNNs was developed to ena-
ble differentiation between subjects with normal cognition, MCI and AD.

XGA-ResNet18 [46]: This method proposed a new learning-explanation-reinforce-
ment (LEAR) framework. It applied a three-level ResNet18 as the backbone diag-
nostic for disease classification and injected an explanation-guided attention (XGA) 
module that adaptively modulated the layer output to improve the performance and 
interpretability of the diagnostic.

Hybrid-MACN [41]: These authors proposed an AD diagnostic network with hybrid 
multiscale attentional convolution and aging transformers. First, the feature map-
pings learned from the multiscale kernel were adaptively aggregated by an atten-
tion module. Second, the correlations between features were modelled by pyramidal 
nonlocal blocks. Third, an aging transformer subnetwork embedded age into image 
features and learned potential dependencies between subjects of different ages. An 
end-to-end hybrid network was constructed for the diagnosis of AD.

PG-BrainBagNet [47]: They proposed an end-to-end joint learning framework for 
pathological regions localization and AD diagnosis. A total of two branches were 
included. The plaque-level prediction branch extracted local features from specific 
receptive field sizes and generated plaque-level responses based on MRIs. The other 
part identified brain regions associated with disease salience via position-gated Brain-
BagNet (PG-BrainBagNet). Ultimately, the results of the two branches were aggre-
gated to generate categorical diagnostic evidence.

This study made the best effort to implement codes and frameworks provided in the 
literature [41, 45–47] to ensure a fairer comparison. All methods were trained, validated 
and tested with the same dataset, i.e., expanded the 3D fused images constructed after 
multimodal fusion. We calculated their ACC, SEN, SPE and AUC, respectively. Table 2 
shows the results for three sets of diagnostic tasks.

The results of various evaluation parameters indicated that regardless of the group 
of classification tasks, the proposed framework performed much better than the other 
methods did. Additionally, owing to the differences in the subjects selected for the 
dataset, the results in Table 3 may differ from the results demonstrated in references. 
Through the results of comparative experiments, more powerful characterization was 
obtained via the combined diagnosis of the attention mechanism and the residual 
module.

Effectiveness of multimodal feature fusion

The validity of multimodal fusion images was also verified with single-modal MRIs. 
Table  3 shows the performance of the three diagnostic tasks. The results showed that 
the diagnosis with multimodal fusion features was superior to the diagnosis with only 
MRI as input in all aspects. As a consequence, the proposed “MRI-p value” fusion can 
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make full use of imaging data and genetic information to provide more comprehensive 
features for diagnosis.

Effectiveness of the attention module

The validity of the attention module was verified in the attentional convolutional sub-
network (ACS) in terms of diagnostic performance. The attention module consisted of 
spatial attention and channel attention branches. The test was divided into four parts: 
model diagnosis without attention, model diagnosis with only channel attention, only 
spatial attention, and combined channel and spatial attention. These were denoted as 
Baseline, ACS-Channel, ACS-Spatial, and ACS-Combined, respectively. Table 4 shows 
the performance of the four groups of experiments in the diagnosis of AD and HC, 
AD and MCI, and MCI and HC. The results showed that the diagnostic performance 
of the model was further improved with spatial attention and channel attention. Spatial 
attention had better classification performance than channel attention because spatial 
attention aggregated more feature information. Nevertheless, ACS-Combined further 
improved classification performance by combining channel and spatial attention.

SNPs results

Figure  2 shows SNPs and corresponding p-values extracted from the GWAS via the 
Manhattan plot. The X-axis represents the coding information of the chromosome 
where SNPs are located, and the Y-axis represents the -log10(p) of the SNPs. SNP sites on 
different chromosomes are distinguished by different colors. The smaller the p-value, the 
higher the position of the corresponding point of SNPs, indicating that this SNP is more 
significantly associated with AD. (-log (p < 0.05) = 1.301).

Table 2 The performance of comparative experiments

Method AD vs. HC (%) AD vs. MCI (%) MCI vs. HC (%)

ACC SEN SPE AUC ACC SEN SPE AUC ACC SEN SPE AUC 

3D CNN[45] 85.25 76 91.67 91.67 71.88 64 76.92 79.59 73.33 71.79 75 78.28

XGA-ResNet18[46] 83.61 80 86.11 90.67 75 68 79.49 83.18 70.67 69.23 72.22 76.85

Hybrid-MACN[41] 78.69 72 83.33 81.78 70.31 64 74.36 77.54 64 61.54 66.67 66.45

PG-BrainBagNet[47] 85.25 84 87.18 89.03 81.25 80 82.05 88.92 76 74.36 77.78 80.34

Ours 93.44 92 94.44 96.67 89.06 88 89.74 92 84 87.18 80.56 81.84

Table 3 The performance of single-mode experiments

Target Modality Performance (%)

ACC SEN SPE AUC 

AD vs. HC MRI 86.89 88 86.11 92.22

AD vs. MCI 82.81 80 84.62 88.62

MCI vs. HC 78.67 80.56 76.92 80.77
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Results for significantly correlated genes

After GWAS analysis, the gene information was correspondingly calculated with SNP 
locus. Figure 3 demonstrates the visualization results of genes by the Manhattan plot. 
The X-axis represents the coding information of chromosome where the genes are 
located, and the Y-axis represents the -log10(p) of the genes. A smaller p-value means a 
higher position of the corresponding point of the gene, which represents the more sig-
nificant association of genes with AD. This analysis provides information on significant 
genes associated with AD.

After Bonferroni correction, the genes and the corresponding p-values of the target 
subjects were obtained. Among them, there were 119 genes with p < 0.05 and 35 genes 
with p < 0.001. Table 5 lists the significant gene information. It was found that disease-
causing genes with p < 0.001 such as CSMD1, PTPRD, RBFOX1, CDH13 and WWOX 
were significantly correlated with AD. More importantly, many previous studies pro-
vided evidence for the significant correlation between these genes and AD, verifying the 
validity of this study. In addition, NTM, MAML2, NAALADL2, FHIT, TMEM132D and 
PCSK5 were also significantly associated with AD. As potential therapeutic targets for 
neurodegenerative diseases, these genes would warrant further functional studies in the 
future.

Visualization of experimental performance

The performance of the experiments was also demonstrated by ROC curves and con-
fusion matrices. Figures  4 and 5 show the ROC curves and confusion matrices for 
the three groups of experiments, respectively. Each ROC curve and confusion matrix 
represented the performance of the framework on its task and dataset. The results 
revealed that the AUC values for the AD-HC, AD-MCI and MCI-HC groups were 
96.67%, 92% and 81.84%, respectively. The true positive and true negative values for 
diagnosis in the AD-HC group were 1190 and 805. In the AD-MCI group, the true 
positive and true negative values for diagnosis were 1,225 and 770. In the AD-HC 
group, the true positive and true negative values for diagnosis were 1015 and 1190.

Table 4 The performance of the individual attention module

Target Method Performance (%)

ACC SEN SPE AUC 

AD vs. HC Baseline 88.52 88 88.89 93.78

ACS-Channel 90.17 88 91.67 94.33

ACS-Spatial 91.8 96 88.89 95.22

ACS-Combined 93.44 92 94.44 96.67

AD vs. MCI Baseline 84.38 80 87.18 90.46

ACS-Channel 85.94 88 84.62 91.18

ACS-Spatial 87.5 84 89.74 91.38

ACS-Combined 89.06 88 89.74 92

MCI vs. HC Baseline 80 80.56 79.49 80.34

ACS-Channel 81.33 84.62 77.78 80.56

ACS-Spatial 82.67 84.62 80.56 80.7

ACS-Combined 84 87.18 80.56 81.84
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Discussion
In this research, the new feature fusion method called the “MRI-p value” was proposed 
to construct 3D multimodal images and an attention mechanism and the residual mod-
ule were applied to construct the diagnostic model. Traditional multimodal fusion faces 
two main problems. On the one hand, only the features selected for each modality are 
simply connected, ignoring the connection between the data of different modalities [23]. 
On the other hand, choosing to discard modally incomplete samples to construct their 
own dataset leads to the problem of insufficient data and unbalanced data from different 
categories [25], which is an important reason for not obtaining the best performance 
for diagnosis. As shown in Tables  2 and 3, we used the same model to train the data 

Table 5 Information on genes significantly associated with AD

Gene p-Value References

CSMD1 3.774126 × 10^-22 Parcerisas et al. [48]

PTPRD 1.178651 × 10^-16 Uhl et al. [49]

RBFOX1 1.416824 × 10^-12 Raghavan et al. [50]

CDH13 2.943574 × 10^-10 Huang et al. [51]

WWOX 4.055048 × 10^-9 Hsu et al. [52]

DPP6 1.062618 × 10^-8 Lin et al. [53]

GALNT18 1.032083 × 10^-7 Li et al. [54]

MACROD2 4.574143 × 10^-7 Kohannim et al. [55]

NELL1 6.65663 × 10^-7 James et al. [56]

DLGAP1 7.63375 × 10^-7 Katsumata et al. [57]

ADARB2 1.874849 × 10^-6 Lee et al. [58]

FAM155A 3.401599 × 10^-6 Horimoto et al. [59]

CELF2 3.548167 × 10^-6 Tran et al. [60]

NTM 4.226044 × 10^-6 -

MAML2 5.917683 × 10^-6 -

CAMK1D 1.758816 × 10^-5 Floudas et al. [61]

NPAS3 2.314553 × 10^-5 Nucifora et al. [62]

CNTNAP2 3.120677 × 10^-5 Hirano et al. [63]

PDE4D 3.829089 × 10^-5 Xiang et al. [64]

NAALADL2 3.829089 × 10^-5 -

NRXN1 4.531394 × 10^-5 Hu et al. [65]

LPP 4.995526 × 10^-5 Patel et al. [66]

FHIT 1.34354 × 10^-4 -

CTNNA3 1.447359 × 10^-4 Kondo et al. [67]

MEIS2 1.8321 × 10^-4 Huang et al. [68]

CSMD2 2.577154 × 10^-4 Stein et al. [69]

TAFA5 2.668759 × 10^-4 Seong et al. [70]

RORA 3.432134 × 10^-4 Acquaah-Mensah et al. [71]

PTPRT 4.64132 × 10^-4 Ben-Avraham et al. [72]

CNTN4 4.781781 × 10^-4 Bamford et al. [73]

TMEM132D 4.910028 × 10^-4 -

MAGI2 6.41235 × 10^-4 Kim et al. [74]

PCSK5 6.53449 × 10^-4 -

MTUS2 8.73301 × 10^-4 Xicota et al. [75]

RYR2 9.09943 × 10^-4 Stutzmann et al. [76]



Page 17 of 23Wang et al. BioData Mining           (2024) 17:48  

before and after fusion, and the resulting accuracy rates presented significant differences 
(6.55% in the AD-HC group, 6.25% in the AD-MCI group, and 5.33% in the MCI-HC 
group). This finding indicates that our proposed data fusion method fully considers the 
intrinsic relationship between imaging data and genetic information, effectively enhanc-
ing the differences between different groups of data and obtaining significant gene infor-
mation related to AD through model screening. Moreover, our data fusion approach has 
enriched the dataset, providing a diverse source of data and a more comprehensive fea-
ture representation for the training of diagnostic models.

A new deep joint learning framework was proposed for the assisted diagnosis of 
AD with multimodal feature fusion images. On the basis of ResNet, the addition of an 
attention module enhances the extraction of visual features through integrated resid-
ual attention learning. This effectively transmits and accumulates attention informa-
tion from queries and keys, strengthening the model’s generalization capabilities. In 
previous diagnostics, the location branch often constructed gated branches from posi-
tions and obtained patch-level evidence by the traditional convolutional layer [47]. In 
this study, we optimized this approach and introduced a new attention mechanism to 
accurately capture the location information of brain regions. First, attention maps were 
generated in the spatial and channel domains respectively by the attention modules of 
the two branches. Second, the relative position information of local brain regions was 
generated by combining the two branches. The combination of attention module and 
superposition convolution not only accurately learns the relative location information of 
pathological regions, but also globally controls the location information of the different 
categories of brain variations, further improving the final classification effect. As shown 
in Tables 2 and 4, there was a significant difference in the diagnostic results between the 
model without attention and those with mixed channel and spatial attention (4.92% in 
the AD-HC group, 4.68% in the AD-MCI group, and 4% in the MICI-HC group). The 
validity of the diagnostic model was verified.

Fig. 4 The graph of ROC curves
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Through data fusion and model optimization, we identified significant genes related 
to AD, including CSMD1, PTPRD, RBFOX1 and WWOX. Among these genes, CSMD1 
might play a regulatory and modifying role by participating in various regulatory and 
signaling pathways involved in disease development [77]. PTPRD plays a role in neu-
rofibrillary pathology, neurodevelopmental disorders, and cognitive impairment of AD 
[49]. The involvement of BACE1-mediated cleavage of PTPRD represents a potentially 
important new mechanism for heart metabolic diseases and AD risk [78]. The decrease 
of glucose metabolism in the posterior cingulate cortex (PCC) is one of the earliest bio-
markers of AD [79]. Genome-wide significant SNPs (rs12444565) in RBFOX1 and four 
suggestive loci (rs235141, rs79037, rs12526331, and rs12529764) are associated with 
fluorodeoxyglucose f18 [80]. WWOX is a gene that has been implicated in the pathol-
ogy of hippocampal sclerosis (HS) [81], and the largest AD GWAS to date has also 
revealed an association between AD and MAF, which is a downstream gene of WWOX 
[82]. Moreover, we also identified several potential genes related to AD, such as NTM, 
MAML2, NAALADL2, FHIT, TMEM132D, and PCSK5, which awaited further experi-
mental validation.

In addition, there is room for further improvement. In future research, other pre-
trained architectures will be introduced and the proposed method will be fine-tuned 
to obtain more desirable results. At the same time, we will also work on the following 
aspects: (a) we will conduct in-depth research on the fusion of imaging data and genetic 
information to further explore the influence of feature correlation in more models on the 
disease and play the role of genetic information in the diagnosis of AD; (b)a subnetwork 
will be proposed to encode age into image features and learn the potential dependencies 
between the subjects of different ages to reduce the effects of normal aging on classifica-
tion; (c) more challenging multiclassification tasks will be studied by a large number of 
experiments to build a multiclassification diagnosis with the best performance.

Conclusion
In this paper, we proposed a new feature fusion method named the “MRI-p value” which 
made full use of the imaging and genetic information from the participants. The fused 
3D images did not damage the basic structure of the original 3D images. Additionally, 
we introduced prior knowledge provided by genetic data to provide a more comprehen-
sive feature representation for subsequent diagnostic models. Moreover, we combined 
the attention mechanism and ResNet network to construct a new deep joint learning 
diagnostic model. By fully learning the feature information and location information of 
local pathological regions, we obtained the basis for disease diagnosis through aggre-
gation. We evaluated this method using subjects downloaded from the ADNI dataset. 
The proposed model achieved an accuracy (ACC) and area under the curve (AUC) of 
93.44% and 96.67% for HC and AD diagnosis, 89.06% and 92% for AD and MCI diag-
nosis, and 84% and 81.84% for HC and MCI diagnosis tasks, respectively. Through our 
experiments, we discovered significant genes related to AD, such as CSMD1, PTPRD, 
RBFOX1, and WWOX, and identified several potential genes related to AD, specifically 
including NTM, MAML2, NAALADL2, FHIT, TMEM132D, and PCSK5.
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