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Abstract

Background: High-cost high-need patients are typically defined by risk or cost thresholds which aggregate
clinically diverse subgroups into a single ‘high-need high-cost’ designation. Programs have had limited success in
reducing utilization or improving quality of care for high-cost high-need Medicaid patients, which may be due to
the underlying clinical heterogeneity of patients meeting high-cost high-need designations.

Methods: Our objective was to segment a population of high-cost high-need Medicaid patients (N =676,161)
eligible for a national complex case management program between January 2012 and May 2015 to disaggregate
clinically diverse subgroups. Patients were eligible if they were in the top 5 % of annual spending among
UnitedHealthcare Medicaid beneficiaries. We used k-means cluster analysis, identified clusters using an information-
theoretic approach, and named clusters using the patients’ pattern of acute and chronic conditions. We assessed
one-year overall and preventable hospitalizations, overall and preventable emergency department (ED) visits, and
cluster stability.

Results: Six clusters were identified which varied by utilization and stability. The characteristic condition patterns
were: 1) pregnancy complications, 2) behavioral health, 3) relatively few conditions, 4) cardio-metabolic disease, and
complex illness with relatively 5) low or 6) high resource use. The patients varied by cluster by average ED visits
(2.3-11.3), hospitalizations (0.3-2.0), and cluster stability (32-91%).

Conclusions: We concluded that disaggregating subgroups of high-cost high-need patients in a large multi-state
Medicaid sample identified clinically distinct clusters of patients who may have unique clinical needs. Segmenting
previously identified high-cost high-need populations thus may be a necessary strategy to improve the
effectiveness of complex case management programs in Medicaid.
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Background

Rising costs in Medicaid are a key threat to balanced
budget requirements in US states, enhancing pressure
on Medicaid administrators to control costs, especially
during periods of economic recession [1]. The majority
of expenditure in any insured group concentrates in a
few patients, with 5% of individuals accounting for ap-
proximately 50% of expenditure year-to-year [2]. The
stability of this cost distribution has led to an actuarily
important designation of patients as high-cost high-
need, although defining groups by cost or risk thresholds
aggregates clinically distinct subgroups and definitions
for high-cost high-need vary [3]. There is also substantial
regression to the mean of the cost distribution among
individuals in this grouping of outliers [4]. High-cost
high-need patients have been disaggregated into clinic-
ally distinct subgroups or ‘segmented’ at various cost
thresholds in many risk-bearing practice settings [5] and
integrated health systems [6, 7], as well as at the popula-
tion level by insurance risk pool including Medicare [8]
and Medicare Advantage [9], with the results being in-
corporated into a national model of high-cost high-need
patients [10] and informing value-based payment models
in the Medicare program [11].

Preliminary descriptions of high-cost high-need pa-
tients in Medicaid have shown aggregation by cost
thresholds has led to clinically heterogeneous high-
cost high-need populations—some with multiple co-
morbidities [12], substance use disorder, or serious
mental illness [13], and many with unmet health-
related social needs possibly contributing to their
use of health care [14]. The paucity of multi-state or
national Medicaid high-cost high-need segmentation
analyses may not just be overlooking opportunities
to test value-based payment models, but also may be
exacerbating disparities when using uniform complex
case management programs. Complex case manage-
ment programs, frequently phone-based care coord-
ination programs led by RN case managers [15],
have been shown to be effective in Medicare [16]
but have been difficult to effectively implement in
Medicaid, leading to notable high profile programs
with null findings [17], and some small positive
demonstrations [18].

The objective of our study is to disaggregate or seg-
ment a multi-state sample of high-cost high-need Me-
dicaid patients who were eligible for a national complex
case management program led by UnitedHealthcare to
address medical, behavioral, and unmet social needs
through a phone-based RN-led complex case manage-
ment intervention, which was evaluated previously by
our research team and found to be ineffective at redu-
cing hospitalizations or emergency room visits in most
Medicaid beneficiaries [19].
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Methods

Study population

Our beginning sample consisted of 676,161 Medicaid
beneficiaries age 21 and above who were identified as
eligible for a complex case management program imple-
mented by UnitedHealthcare (UHC) in 15 states be-
tween Jan 1, 2012 and May 1, 2015. Individuals with one
full year of observation before enrollment in the pro-
gram were included in our analytic sample (N = 484,328)
and our sample included only the year of pre-enrollment
observation time. This study is not evaluating the com-
plex case management program for which they were eli-
gible. UHC'’s criteria used to identify eligible individuals
were: 1) patients in the top 5% of spending the prior
year, and 2) UHC’s proprietary risk score identifying pa-
tients likely to persist in the top 5% of spending in the
following year. This risk score has been internally vali-
dated by UHC and is used across their enterprise. UCLA
authors are blinded to all score components as well as
the derivation and validation of risk score.

Data

Data available for analysis included demographic infor-
mation, medical, pharmacy, and laboratory claims, and
unmet social need and barriers to care data for a subset
of patients. We include demographic information as well
as all medical (including behavioral health) claims. Acute
and chronic conditions were assessed from ICD-9-CM
codes for all claims in the observation period and
grouped according to the Agency for Healthcare Re-
search and Quality (AHRQ) multi-level Clinical Classifi-
cation Software (CCS) for ICD-9-CM [20]. Utilization
was not used to define clusters despite demonstrated
variation in high-cost high-need patients’ utilization tra-
jectories [21] to allow for unbiased comparisons between
clusters. Preventable hospitalizations were assessed as
conditions considered possibly preventable in the AHRQ
prevention quality indicators [22] and preventable ED
visits were assessed using the NYU/Billings algorithm
for assessing possibly preventable ED utilization [23].

Choice of partitional clustering and k-means

Statistical learning can be divided into supervised and
unsupervised methods, where supervised methods such
as regression and classification have a set of features and
a response measured on these features is predicted. Un-
supervised learning methods such as principal compo-
nent analysis and cluster analysis are a set of statistical
tools intended for when there is no response, and the
goal is to observe patterns in the set of features, such as
the clinical subgroups aggregated within a high-cost
high-need population, not prediction [24]. Cluster ana-
lyses are a broad set of techniques to find subgroups or
clusters in a data set, and are defined as a special case of
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a normal mixture model which assumes that the mixture
components (i.e., clusters) have spherical covariance
matrices (i.e., equal variance) and equal sampling prob-
abilities [25]. Partitional clustering techniques (like k-
means) assign all observations (n) to one of a number of
pre-specified subgroups (k). All observations must be
assigned, and the subgroups are non-overlapping. The k-
means algorithm begins by randomly assigning each ob-
servation to one of %’ clusters in n-dimensional space,
and then calculates the centroid (i.e., mean position) of
the cluster. It iterates by reassigning the closest observa-
tions to the previously calculated centroid, then recalcu-
lating the centroid. This proceeds until the cluster
assignment is stable. We chose k-means partitional clus-
tering as a robust and computationally efficient tech-
nique, which was important given the large sample size.

Number of clusters and mixed data

There is no obvious way to determine the optimal num-
ber of subgroups in partitional cluster analysis, and tech-
niques to accomplish this are an active area of
investigation [24]. In our approach we wused an
information-theoretic or jump’ method to identify the
number of clusters where the improvement in explana-
tory power (or reduction in error) of the clusters
jumped’ the most when we increased the number of
clusters from k to k +1 [26]. This is measured by the
change in the test statistic of interest (partial F-test stat-
istic) which decreases monotonically when adding an
additional cluster. To determine the optimal number of
clusters we pre-specified clusters (k) between 2 and 20
and plotted the partial F statistic by cluster number (k).
Modifications to cluster analyses allowing for mixed
datasets are another ongoing area of investigation to
allow for clusters to be developed using both continuous
and categorical data features [27]. As the clustering pro-
ceeds in n-dimensional space, it is not intuitive how cat-
egorical variables would be arrayed in space. To account
for categorical data features, we transformed all demo-
graphic and condition categorical variables to polar co-
ordinates, as this was a high performing approach
compared to other transformations and was also compu-
tationally efficient [28].

Cluster stability

Cluster analyses are unsupervised methods and as such
variation in the data features determines cluster assign-
ment. Partitional clustering forces all observations to
one of a prespecified number of clusters. Given all ob-
servations are forced into a cluster, there is the need to
verify that observations are reliably assigned to similar
clusters when sampling from similar datasets. This ‘clus-
ter stability’ is an important robustness check. We
resampled with replacement (bootstrapped) a large
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number of replications (n =500) and identified cluster
assignments for each iteration. A limitation to the k-
means protocol in SAS is the ordering of the clusters is
random (i.e. cluster ‘1’ in the original analysis may be la-
beled cluster ‘3’ in one of the bootstrapped iterations).
To overcome this, we reassigned cluster numbers based
on the highest interrater reliability (kappa) between the
original cluster and the bootstrapped clusters.

There are many indexes of cluster stability, and we
chose two commonly used measures. Each index com-
pares one set of observations with another set (i.e. our
‘original’ sample and the 500 bootstrapped iterations)
and compares dissimilarity. The Rand Index (or % ob-
served agreement) represents the percentage of time the
original cluster assignment agreed with the bootstrapped
assignment for all possible comparisons. The Jaccard co-
efficient (or % overlap) measures only the times when
the same assignment was made as a proportion of the
total times the cluster was assigned in either the original
or bootstrap sample. The observed agreement (Rand) is
thus an easily identifiable measure of cluster similarity,
and the percent overlap (Jaccard) as a more sensitive
measure of cluster similarity [29]. As these are uncom-
mon measures, we explain the cluster stability indexes
more in supplementary materials (Additional file 2).

Cluster labeling

We used demographic information (age, gender, Medic-
aid program of eligibility, race/ethnicity, language) and
diagnostic groupings using the AHRQ CCS multi-level
categories (at the 2nd level) as inputs to the k-means
partitional clustering algorithm. To create a clinically
meaningful label for each cluster we examined the de-
scriptive statistics for our cluster inputs (e.g. demograph-
ics and condition categories) and identified the features
of the cluster that that maximally deviated from the
overall mean. Through discussion among the investiga-
tors, we identified cluster labels that were both represen-
tative of the pattern of outliers and reasonable to
clinicians.

Results

Demographics and diagnostic categories

We determined the optimal number of clusters to be six,
and partitioning of observations was non-overlapping
and varied (13-21%) between clusters (Table 1). Demo-
graphics, including average age and gender, and program
of Medicaid eligibility varied by cluster (Table 1). Acute
and chronic conditions varied widely by cluster, and
these were the primary features we used for assigning a
descriptive label to each cluster, and these we displayed
as a heat map (Fig. 1). Cluster 1 had a pattern of rela-
tively fewer diagnoses, so we labeled it ‘Relatively
Healthy’. Nearly all (98%) individuals in the second
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Table 1 Demographic information by cluster for high-cost high-need Medicaid patients eligible for national complex case

management program

*Diagnostic categories as defined by the AHRQ Clinical Classification Software multi-level program at

the first (fewest categories) level.

Fig. 1 Heat map of acute and chronic condition categories by cluster for high-cost high-need Medicaid patients eligible for national complex

case management program

Relatively Pregnancy Behavioral Cardio- Complex lliness  Complex lliness  Total
Healthy Complications Health metabolic Lower Resource  Higher Resource
Use Use
Population 100,247 63,329 80,760 94,135 77871 67,985 484,328
Demographics
Age (mean) 42 28 40 51 54 52 45
Female (%) 61 100 84 45 68 65 69
Medicaid eligibility (%)
TANF 58 95 58 34 40 26 52
SSI 34 4 35 54 47 61 39
Expansion 6 1 6 6 6 6
Medicare- 2 <1 1 4 6 7 3
eligible
Race/Ethnicity (%)
White 50 48 62 50 38 49 50
Black 23 27 17 21 21 18 21
Hispanic 6 9 5 5 10 5 7
Asian 3 4 1 4 8 2 4
Other 2 1 2 1 2 1 1
Missing 16 1 13 19 21 24 17
Relatively Pregnancy Behavioral | Cardio- Complex | Complex | Total
Healthy | Complications Health metabolic Illness Illness
Lower Higher
Resources | Resource
Use Use
Diagnostic Categories*
Health status (%)
Neurology (%)
Musculoskeletal (%)
Endocrine (%)
Cardiovascular (%)
Respiratory (%)
Digestive (GI) (%)
Genitourinary (%)
Mental Illness (%)
Infectious Disease (%) 21 75 60 37 65 76 52
Injury/Poisoning (%)
Dermatology (%)
Hematology (%)
Neoplasms (%)
Pregnancy (%)
Congenital (%)
Perinatal (%)
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cluster were diagnosed with a complication of pregnancy
so we labeled this cluster ‘Pregnancy Complications’.
The highest percent of individuals with mental illness
(90%) and second highest rate of neurologic disorders
(86%) were seen in the 3rd cluster, so we labeled it ‘Be-
havioral Health’. The 4th cluster, despite having a rela-
tively low prevalence of most diagnoses, had the second
highest rates of endocrine (96%) and cardiovascular
(93%) disorders and so we labeled it labeled ‘Cardiomet-
abolic’. The remaining groups had similar frequencies of
diagnoses across a large number of diagnostic categories
but very different utilization patterns and so we labeled
them ‘Complex Illness Lower Resource Use’ and ‘Com-
plex Illness Higher Resource Use’ to reflect these differ-
ences in utilization but shared medical complexity.

Utilization and preventable utilization

One-year mean utilization varied by cluster, including
hospital admissions (0.3-2.0 admissions), days in hos-
pital (2.1-16.0 days), and ED visits (2.3—11.3 visits). Pre-
ventable utilization varied by cluster for mean
preventable hospitalizations (0.01-0.33 admissions) and
mean preventable ED visits (1.1-6.3 visits). Mean hos-
pital admissions in the major complex illness cluster
were six times higher than in any other cluster (Table 2).
Mean ED visits were highest in the complex illness
higher resource use cluster and second highest in the be-
havioral health cluster.

Cluster stability

Cluster stability was assessed through repeated resam-
pling with replacement and stability determined by per-
cent agreement with the original cluster assignment
(Table 3). There was a gradient of cluster stability as de-
fined by the Jaccard coefficient from less stable to very
stable (32-91%). For each cluster we report the mean of
the Jaccard and Rand coefficients, respectively. Two of
the six clusters, the cluster of relatively healthy patients
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(84, 96%) and of women experiencing complications of
pregnancy (91, 99%) were very stable. The clusters of pa-
tients experiencing utilization due to behavioral health
needs (48, 88%) and complex illness with higher re-
source use (64, 94%) were fairly stable, and the
remaining two clusters, one of patients with cardiometa-
bolic disease (32, 81%) and complex illness with lower
resource use (42, 86%) were less stable.

Discussion

High-cost high-need patients as defined by a risk or cost
threshold aggregate clinically diverse patient subgroups,
and complex case management programs may be im-
proved by first disaggregating or segmenting the under-
lying high-cost high-need population. We found in a
large, multi-state sample of high-cost high-need Medic-
aid patients six clusters which varied by demographics,
utilization, and preventable utilization. Consistent with
our hypothesis clinically distinct clusters such as women
experiencing complications of pregnancy or patients
with utilization related to behavioral health concerns
emerged from the data and may be appropriate targets
for specialized complex case management programs in
Medicaid. Interestingly, these clinically distinct clusters
were also some of the most stable, reinforcing their util-
ity as possible targets for complex case management
programs.

Cluster stability measures are important for consider-
ing how small changes in the underlying population may
affect the emergent subgroups. Cluster assignment in
our analysis was primarily driven by the pattern of acute
and chronic conditions, and thus, the large number of
high-cost high-need patients with multiple chronic con-
ditions were more challenging to separate from others
and we observed these clusters to be the least stable.
This does not necessarily mean complex case manage-
ment programs designed to manage patients with mul-
tiple chronic conditions will be ineffective—to the

Table 2 Utilization and preventable utilization by cluster for high-cost high-need Medicaid patients eligible for national complex

case management program

Relatively Pregnancy Behavioral Cardio- Complex Complex lliness Total
Healthy Complications Health metabolic lliness Higher
Lower Resource Use
Resource Use
Hospital Admissions Mean 03 (2.3) 0.8 (0.6) 04 (1.2) 04 (1.7) 0.5 (1.5) 20 (3.3) 0.7 (2.0)
(SD)
Hospital Days Mean (SD) 43 (354) 254.2) 2.1 (58.1) 28 (22.7) 32212 16.0 (39.0) 49
(35.1)
ED visits Mean (SD) 29 (6.1) 47 (6.2) 79 (126) 4.8 (8.5) 49 (84) 14.6 (26.7) 7.5
(15.8)
Preventable Hospitalizations 0.01 (0.08) 0.02 (0.13) 0.04 (0.20) 0.06 (0.24) 0.10 (0.30) 033 (047) 0.09
Mean (SD) (0.28)
Preventable ED visits Mean 1.101.7) 19 (2.3) 29 (4.0) 19 (2.7) 24 (3.0) 6.3 (10.0) 3.1 (.7)

(SD)
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Table 3 Cluster Stability by Cluster
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Relatively Pregnancy Behavioral Cardio- Complex lliness Complex lliness Total
Healthy Complications Health metabolic Lower Resource Higher Resource
Use Use
Rand Index (%)
Mean 96 (1) 99 (3) 88 (5) 81 (7) 86 (5) 94 (2) 90 (4)
(SD)
Jaccard Coefficient (%)
Mean 84 (5) 91 (11) 48 (12) 32 (19 42 (15) 64 (12) 59
(SD) (12)

contrary, most current programs target this population.
The stability measures are more important for identify-
ing unique and stable subpopulations previously unob-
servable in the aggregated high-cost high-need
population. It is intuitive that women experiencing com-
plications of pregnancy and patients seeking care for be-
havioral health needs have different care coordination
needs than patients whose care is defined by complex ill-
ness. We also found a less stable cluster of patients de-
fined by cardiometabolic disease, which is not to say
patients with these conditions are not likely to be found
in high-cost high-need Medicaid populations, only that
in this population patients with cardiometabolic disease
frequently had other conditions which caused them to
be challenging to distinguish from patients with complex
illness. Finally, the relatively stable group of high-cost
high need patients who were using relatively lower levels
of care warrant further investigation. Perhaps they are
patients whose need for medical care has regressed to
the mean. This cluster may yet have their own needs for
complex case management as yet unidentified by our
study.

Our study has several limitations. Although our sam-
ple consists of a large multi-state Medicaid population
from a major health plan, small states or individual
health systems may have unique clusters that don’t per-
sist in a large, multi-state sample. Also, because our
team had data only for those eligible for the complex
case management program, these individuals may differ
systematically from the overall population in ways we
didn’t anticipate.

Moving forward, we hope this work fosters continued
innovation in population health management. It provides
a framework that can be used by state Medicaid agencies
and Medicaid managed care organizations to segment
their high-cost high-need populations to determine how
best to tailor their population health strategy. Once ad-
ministrators disaggregate stable subgroups, the next step
is to tailor complex case management to the unique
clinical needs of the subgroup. There has been substan-
tial work done in this area in Medicaid, including out-
patient extensivist teams for patients with behavioral
health conditions [30], qualitative work addressing the

needs of pregnant women utilizing unscheduled care
[31], disease-focused complex case management [19],
and more intensive home-based interventions utilizing
community health workers [18, 32]. Finally, the increas-
ing availability of national systematic samples may facili-
tate developing a generalizable model of high-cost high-
need patient subgroups in Medicaid which would speed
the development of tools to identify patients appropriate
for complex case management or other intervention
strategies.

Conclusion

We found that using an unsupervised approach (cluster
analysis) we were able to reliably disaggregate a high-
cost high-need population of Medicaid patients into
clinically distinct subgroups. These subgroups may bene-
fit from targeted complex case management programs.
We encourage state Medicaid administrators as well as
managed Medicaid health plan leaders to consider seg-
mentation as a strategy to identify distinct subgroups
within a heterogeneous high-cost high-need population.
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