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Liu et al.1 develop a deep-learning-based flow cytometry-like image quality classifier, DeepFundus, for the
automated, high-throughput, and multidimensional classification of fundus image quality. DeepFundus
significantly improves the real-world performance of established artificial intelligence diagnostics in detect-
ing multiple retinopathies.
In recent years, artificial intelligence (AI), a

revolutionary technology that comes out

of computer science, has received wide-

spread attention in the field of medicine

as the initial results of applying AI to med-

ical image classification are very prom-

ising.2 Ophthalmology is uniquely suited

for AI because of the massive image

data ophthalmologists collect digitally,

especially in the ocular fundus. These dig-

ital images provide an AI algorithm with a

large amount of information that it can uti-

lize to learn and evolve.

Ocular fundus diseases, such as dia-

betic retinopathy (DR), age-related macu-

lar degeneration (AMD), and glaucoma,

affect millions of people worldwide. These

diseases can cause irreversible vision

impairment, visual field defect, and even

blindness, having severe influence on

the living quality of patients. Most vision

loss caused by fundus diseases is avoid-

able via early diagnoses and treatment

strategies. However, in the current era of

relative shortage of ophthalmologists,

early identification and timely referral for

treatment of fundus diseases are chal-

lenging, especially in resource-limited

settings.3 The use of AI to automatically

screen for fundus diseases on a large

scale has the potential to address this

issue.

Numerous studies have shown that

medical AI algorithms achieve high accu-

racies in detecting multiple fundus dis-

eases from fundus images, often at a

human expert level.4,5 Most of the studies

trained and evaluated their AI models us-

ing only good-quality images. Neverthe-

less, in real-world clinical practice, im-
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ages have different qualities, making the

performance of these established models

uncertain. The generation of poor-quality

fundus images often results from operator

errors, camera imperfections, patient

noncompliance, and miscellaneous fac-

tors, which potentially lead to a loss of

diagnostic information and negatively in-

fluence AI-based image analyses.6 There-

fore, it is essential to perform automated

image quality assessment to filter out

poor-quality images at the initial stage,

ensuring only good-quality images would

be used in the subsequent AI-based diag-

nostic analyses.

Several investigators established an

automated image quality assessment

system for the detection of poor-quality

fundus images and advised that cases

with poor-quality images should be

referred to eye doctors for further evalua-

tion.7 However, in real-world clinical set-

tings, especially in community hospitals,

approximately half of fundus images

were of low quality due to multiple so-

cio-environmental factors, indicating that

the referral of cases with poor-quality im-

ages would pose a significant burden on

the healthcare system since most of the

cases were found to be disease-free.1

To address this issue, Liu et al.1 devel-

oped DeepFundus, a deep-learning-

based flow cytometry-like image quality

classifier, based on 12,710 images from

4 different cohorts and evaluated it using

53,141 images from another 22 different

cohorts nationwide and the Kaggle data-

set from the United States. DeepFundus

can not only detect poor-quality images

but also identify reasons that cause the
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generation of these images in real time,

which can guide a technician to take a

precise solution to acquire good-quality

images immediately rather than direct

referral of cases with poor-quality images.

Notably, in addition to identifying tech-

nical factors (e.g., out of focus, underex-

posure, and positional deviation), Deep-

Fundus can discern obscured images

resulting from ocular media opacity (e.g.,

corneal edema, cataracts, and vitreous

hemorrhage), which cannot be corrected

by image recaptures. This feature helps

avoid unnecessary recaptures and in-

creases the efficiency of AI in clinical

practice.

At present, most existing AI-based

image quality assessment systems are

used to detect poor-quality images corre-

sponding to specific fundus diseases. For

example, in glaucoma detection, a poor-

quality image is defined if vessels within

the optic disk area cannot be identified,8

while in AMD detection, a poor-quality im-

age is defined if vessels within themacular

area cannot be recognized or over half of

the macular area is obscured.9 The gener-

alizability of these image quality assess-

ment systems is limited as the system

constructed for one specific diseasemight

not be adapted to another. Since an AI-

based diagnostic system has already

been employed to detect multiple fundus

diseases, the construction of an image

quality assessment system that can be

applied in different clinical scenarios is

more practical. Based on this consider-

ation, Liu et al.1 established DeepFundus

consisting of 13 AI models to evaluate im-

ages in terms of multidimensional quality
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properties including overall quality, clinical

quality factors, affected retinal structures,

and refractive media opacity. This design

ensures that DeepFundus can be widely

used in various clinical scenarios to

enhance model performance for detecting

multiple retinopathies. In both internal

and external test datasets, DeepFundus

achieved areas under the receiver oper-

ating characteristic curves over 0.9 for

all quality aspects, substantiating the

effectiveness and generalizability of the

system.

To assess the role of DeepFundus in the

clinical deployment of medical AI, this im-

age quality classifier, as a prescreening

tool, was integrated into a certified AI

diagnostic system to filter out poor-qual-

ity images prior to the detection of DR,

AMD, and optic disc edema in real-world

prospective cohorts.1 The results showed

that DeepFundus significantly enhanced

the real-world performance of established

AI diagnostic systems in detecting multi-

ple fundus diseases, demonstrating that

DeepFundus had a positive impact on

the whole life cycle of medical AI practice.

Despite the remarkable performance of

medical AI systems in good-quality im-

ages, they often have low accuracy in

poor-quality images. However, the perfor-

mance of human experts in poor-quality

images is better than that of medical AI

systems, displaying the vulnerability of

these systems.10 Because poor-quality

images are inevitable in real-world clinical

practice, approaches that can improve

the performance of medical AI systems

in poor-quality images deserve further

investigation to bring the systems to the

same level as human experts.
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To accelerate the translation of AI into

clinical settings, apart from avoiding

garbage in AI and developing robust AI

models, it is also important to focus on

other key factors related to medical AI,

including the overall healthcare strate-

gies, standards, privacy protection, legis-

lation, policy, regulation, and compliance

with clinical and ethical guidelines.

Even though this field is not completely

matured yet, recent research progress

shows that AI holds great promise to

play a pivotal role in the future of ophthal-

mology, making diagnostics more effi-

cient and accurate and assisting ophthal-

mologists in meeting the needs of a

growing number of patients.
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