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Purpose: Diagnosing osteoporosis in T2DM based on bone mineral density (BMD) remains challenging. We sought to develop 
prediction models employing machine learning algorithms for use as screening instruments for osteoporosis in T2DM patients.
Patients and Methods: Data were collected from 433 participants and analyzed using nine categorical machine learning algorithms 
to select features based on demographic and clinical variables. Multiple classification models were compared using the area under the 
receiver operating characteristic curve (ROC-AUC), accuracy, sensitivity, specificity, the average precision (AP), precision, F1 score, 
precision-recall curves, calibration plots, and decision curve analysis (DCA) to determine the best model. In addition, 5-fold cross- 
validation was utilized to optimize the model, followed by an evaluation of feature significance using Shapley Additive exPlanations 
(SHAP). Using latent class analysis (LCA), distinct subpopulations were identified by constructing several discrete clusters.
Results: In this study, nine feature variables were identified to construct predictive models for osteoporosis in individuals with T2DM. 
The machine learning algorithms achieved an AP range of 0.444–1.000. The XGBoost model was selected as the final prediction 
model with an AUROC of 0.940 in the training set, 0.772 in the validation set for 5-fold cross-validation, and 0.872 in the test set. 
Using SHAP methodology, 25(OH)D was identified as the most important risk factor. Additionally, a 3-Class model was constructed 
using LCA, which categorized individuals into high, medium, and low-risk groups.
Conclusion: Our study developed a predictive model with high accuracy and clinical validity for predicting osteoporosis in type 2 
diabetes patients. We also identified three subpopulations with varying osteoporosis risk using clustering. However, limited sample 
size warrants cautious interpretation of results, and validation in larger cohorts is needed.
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Introduction
Type 2 diabetes mellitus (T2DM) and osteoporosis are chronic conditions associated with high rates of morbidity and 
mortality. As the world’s population ages, their incidence will soon become a global pandemic that will place a strain on 
healthcare systems.1 In recent years, scholarly consensus has emerged regarding the relationship between diabetes and 
osteoporosis. The increasing prevalence of osteoporosis in patients with diabetes mellitus (DM) has led physicians to 
identify osteoporosis, along with the associated bone fragility and fracture risk, as the most severe complication of type 2 
diabetes.2 Consequently, due to the severity of diabetic osteoporosis (DO), which differs from common osteoporosis, it is 
essential to identify and diagnose osteoporosis in T2DM early and adequately to prevent further symptoms and 
impairments.

However, due to the complexity and multifactorial nature of the pathophysiological mechanisms relating to DO, 
osteoporosis in type 2 diabetes is difficult to diagnose. Although dual-energy X-ray absorptiometry (DXA), which 
measures bone mineral density (BMD), is the gold standard for detecting osteoporosis, confirming its presence, and 
predicting the likelihood of future fractures, DXA, as well as other bone mineral density (BMD)-based assessments may 
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not be adequate for diagnosing certain DO subtypes.3 In addition, BMD frequently varies irregularly at various stages of 
type 2 diabetes development, compounding the difficulty of using BMD alone as a diagnostic criterion for 
osteoporosis.4,5 Therefore, the development more precise and accessible methods for assessing osteoporosis in these 
T2DM patients is highly essential.

Multiple pathophysiological mechanisms have been associated with bone mass loss in T2DM.1 However, the 
potential risk factors for osteoporosis in Chinese T2DM patients, such as gender, age, body mass index (BMI), diet, 
habits, blood glucose level, glycosylated hemoglobin (GHb), serum lipids, disease course, the presence of T2DM- 
related chronic complications, and medication, remain controversial and inconclusive. Given the possibility of 
developing a predictive model, precise estimates of osteoporosis risk factors among Chinese diabetics require further 
research.6

With their flexible modeling capabilities and ability to detect more complex relationships between input features and 
outputs, machine learning (ML) algorithms have recently been implemented in various medical settings, thereby 
enhancing prediction performance.7,8 Several ML models in osteoporosis have been developed, with a focus on elderly 
or postmenopausal women in order to predict osteoporosis using more readily available data.9 Yoo et al10 compared four 
popular machine learning models with four traditional osteoporosis prediction models. They concluded that the support 
vector machine (SVM) model achieved the best predictive performance with 76.8% accuracy, 64.8% positive predictive 
value (PPV), and an area under the curve (AUC) of 0.827 using 15 clinical factors at any site in 1674 postmenopausal 
women. Shim et al11 targeted 1792 postmenopausal women and developed seven machine learning models for compar
ison. The artificial neural network (ANN) model showed the best performance with an AUC of 0.743. Park et al12 

assessed three machine learning models using 20 features extracted from extreme gradient boosting (XGBoost) to predict 
osteoporosis in 2210 men and 1099 women. XGBoost showed the best performance with AUC of 0.73 in men and 0.79 
in women. However, this study focused mainly on individuals under the recommended age group. Yang et al13 reported 
better predictive performance of five machine learning models, including ANN, SVM, random forest (RF), k-nearest 
neighbors (KNN), and logistic regression (LR), compared to the traditional model (OSTA) in 3053 men and 2929 women 
using 16 and 19 input features, respectively. More recently, ML algorithms have been applied to predict osteoporosis risk 
in T2DM (Table S1). Recent research by Pan et al,14 utilized the least absolute shrinkage and selection operator 
regularization (LASSO) model to develop a risk assessment tool for detecting osteoporosis in older women with 
T2DM based on age, BMI, serum sex hormone-binding globulin (SHBG), and CTX. In another SVM (support vector 
machine) model developed by Wang et al,15 based on sex, age, BMI (body mass index), TP1NP (total procollagen 
I N-terminal propeptide), and OSTEOC (osteocalcin), the accuracy of the final model in predicting osteoporosis was 
greater than 88%. Alam et al16 developed a machine learning (ML) model that uses bone mass, fat mass, lean mass, 
anthropometric measurements, and bone mineral content (BMC) to distinguish diabetic patients with osteoporosis or 
osteopenia from diabetic patients without these conditions. The model’s performance surpasses that of conventional 
models. However, it should be noted that the model’s extrapolation is limited to a single algorithm, a specific population, 
and a single feature selection.

The current study aims to develop optimal prediction models employing a variety of ML algorithms that have been 
extensively utilized in decision-making processes. These include: XGBoost, LR, Light Gradient Boosting Machine 
(LightGBM), RF, Adaptive Boosting (AdaBoost), Gaussian Naive Bayes (Gaussian NB), Multilayer Perceptron (MLP), 
SVM, and KNN. Correspondingly, they were used for detecting osteoporosis in T2DM patients, including men and women, 
using readily available input features such as physical characteristics, personal and medical history, and laboratory tests. 
Meanwhile, the important variables were evaluated using SHapley Additive exPlanation (SHAP), and Latent class analysis 
(LCA) was used on the basis of risk factors to identify the subpopulation with a high risk of incident osteoporosis to account 
for heterogeneity in type 2 diabetic patients. By using predictive models as screening tools in clinical practice, patients and 
physicians can better assess the risk of developing osteoporosis and take preventative measures to avoid unnecessary 
complications. The contribution of this work can be summarized as follows:

● We developed and validated our models in both men and women with type 2 diabetes by performing feature 
filtering, classification multi-model comparison, and internal cross-validation.
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● The SHAP method enables an interpretation of the individual value of the variables.
● Using a novel person-centered approach of LCA, we classified patients with T2DM into three osteoporosis risk 

classes based on demographic and clinical variables.

Materials and Methods
Study Population
The study was conducted at the Department of Endocrinology at Cangzhou Central Hospital between January 2019 and 
December 2020 with approval from the hospital’s ethical committee. The study involved 433 patients diagnosed with 
T2DM, out of which 121 were diagnosed with osteoporosis while 312 did not have osteoporosis. In addition, the World 
Medical Association Declaration of Helsinki and ethical guidelines for human research were stringently followed during 
the course of this study. Accordingly, physical characteristics, personal and medical histories of patients, laboratory 
results, and other clinically relevant data on T2DM were obtained retrospectively.

Inclusion and Exclusion Criteria
For enrollment, the following inclusion and exclusion criteria were used: age greater than 45 and individuals diagnosed with 
T2DM, according to the World Health Organization (WHO 1999);17 (c) individuals diagnosed with OP based on the diagnostic 
criteria recommended in the Guidelines for the Diagnosis and Treatment of Osteoporosis in the Elderly in China.18 In addition, 
patients with the following characteristics were excluded from this study: (a) patients with acute diabetic complications; (b) 
patients with bone metabolism and sex hormone disorders like thyroid disease, parathyroid disease, Cushing syndrome, and 
hypogonadism; (c) patients with severe chronic diseases like rheumatoid arthritis, chronic kidney disease stage 4 or 5, liver 
cirrhosis, digestive tract diseases, and malignant tumors; (d) pharmacotherapy, which may include glucocorticoids, hormonal 
therapy, alfacalcidol, calcitonin, and bisphosphonates; (e) patients with mobility issues, age-related infirmity, communication 
barriers, and inability to cooperate with various examinations. Participants with T2DM who exhibited risk factors for 
osteoporosis, including advanced age, low body mass index, smoking, alcohol consumption, physical inactivity, malnutrition, 
longer duration of diabetes, poor glycemic control or significantly reduced bone mass, were selected and measured using DXA.

Anthropometry and Biochemical Measurements
All participants underwent anthropometric and biochemical evaluations. Correspondingly, the data on the duration of 
diabetes, height, weight, BMI, and blood pressure were gathered. BMI was calculated using the following formula: 
BMI ¼ weight kgð Þ=height mð Þ2. All overnight fasting blood samples were collected in the morning. The serum samples 
were separated by centrifugation and then stored at −80°C. Standard techniques were utilized to measure alanine 
aminotransferase (ALT), aspartate aminotransferase (AST), serum creatinine (Cre), urea nitrogen (Urea), fasting blood 
glucose (FBG), fasting blood insulin (FINS), fasting blood C-peptide, hemoglobin A1c (HbA1c), total cholesterol (TC), 
triglyceride (TG), high-density lipoprotein cholesterol (HDL-C), low-density lipoprotein cholesterol (LDL-C), serum 
calcium, and serum phosphorus. In addition, serum 25-(OH)D was quantified using an automated Roche electrochemi
luminescence system (Roche Diagnostics, Basel, Switzerland). The threshold levels for deficiency, insufficiency, and 
sufficiency of 25(OH)D were defined as follows: less than 12 ng/mL (30 nmol/L) for deficiency, between 12 and 30 ng/ 
mL (30 and 75 nmol/L) for insufficiency, and above 30 ng/mL (> 75 nmol/L) for sufficiency.19 Furthermore, HOMA-IR 
was calculated using the following formula: fastingbloodglucose mmol=Lð Þ�fastinginsulin pmol=Lð Þ=22:5. In addition, 
the estimated glomerular filtration rate (eGFR) was calculated from the MDRD-GFR formula.20 Because it was 
a retrospective study, informed consent was not required, and the data were analyzed anonymously.

Feature Selection
The 31 potential factors, which include demographic and clinical variables, are presented in Table 1. In the process of 
feature selection, we ranked the significance of all variables based on the model coefficients using nine categorical ML 
algorithms. These include Extreme Gradient Boosting (XGBoost), Logistic Regression (LR), Light Gradient Boosting 
Machine (LightGBM), Random Forest (RF), Adaptive Boosting (AdaBoost), Gaussian Naive Bayes (Gaussian NB), 
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Table 1 Comparison of Baseline Characteristics Between Non-Osteoporosis and Osteoporosis 
Groups in T2DM

Characteristics Non-Osteoporosis (n=312) Osteoporosis (n=121) P value

Age (years) 60.05 ± 8.74 63.93 ± 8.29 <0.001

Gender, n (%) <0.001

Male 108 (34.62) 22 (18.18)
Female 204 (65.38) 99 (81.82)

Height (cm) 164.13 ± 7.64 160.98 ± 6.27 <0.001

Weight (kg) 69.37 ± 11.32 61.71 ± 9.00 <0.001
BMI (kg/m2) 25.77 ± 3.77 23.79 ± 2.99 <0.001

Duration of T2DM (years) 9.00 (2.75–15.00) 10.00 (6.00–15.00) 0.025
HbA1c (%) 8.43 ± 2.04 8.20 ± 1.80 0.297

FBG (mmol/L) 9.08 ± 3.57 8.68 ± 3.89 0.305

Fasting insulin (pmol/L) 44.90 (25.65–75.16) 38.66 (20.33–78.54) 0.901
HOMA-IR 2.44 (1.26–4.42) 2.06 (0.93–3.86) 0.757

Fasting C peptide (ng/mL) 1.73 (1.13–2.38) 1.60 (0.99–2.16) 0.149

ALT (U/L) 21.78 ± 9.30 20.96 ± 8.15 0.399
AST (U/L) 19.59 ± 6.37 18.91 ± 6.04 0.312

Urea (mmol/L) 5.41 ± 1.68 5.50 ± 1.55 0.600

Cre (μmol/L) 61.75 ± 17.48 58.99 ± 15.28 0.129
eGFR (mL/min/1.73m2) 105.68 ± 28.64 92.07 ± 27.68 <0.001

TC (mmol/L) 4.65 ± 1.06 4.65 ± 1.02 0.963

TG (mmol/L) 1.48 (1.05–2.07) 1.37 (1.08–1.99) 0.688
LDL-C (mmol/L) 2.80 ± 0.89 2.73 ± 0.94 0.435

HDL-C (mmol/L) 1.11 (0.94–1.32) 1.11 (0.98–1.32) 0.262

25(OH)D (ng/mL) 17.39 ± 5.20 15.13 ± 6.10 <0.001
Serum calcium (mmol/L) 2.30 ± 0.20 2.31 ± 0.13 0.572

Serum phosphorus (mmol/L) 1.21 ± 0.14 1.19 ± 0.15 0.331

Left hip BMD 0.89 ± 0.13 0.71 ± 0.12 <0.001
Left hip T value −0.70 (−1.30–0.10) −2.00 (−2.60–1.40) <0.001

Right hip BMD 0.91 ± 0.16 0.72 ± 0.11 <0.001

Right hip T value −0.70 (−1.20–0.10) −1.95 (−2.48–1.40) <0.001
Lumbar Spine L1-L4 BMD 1.08 ± 0.18 0.79 ± 0.10 <0.001

Lumbar Spine L1-L4 T value −0.70 (−1.60–0.12) −3.10 (−3.50–2.70) <0.001

Hypertension, n (%) 0.407
No 118 (37.82) 51 (42.15)

Yes 194 (62.18) 70 (57.85)

CVD, n (%) 0.791
No 213 (68.27) 81 (66.94)

Yes 99 (31.73) 40 (33.06)

DPN, n (%) 0.081
No 104 (33.44) 30 (24.79)

Yes 207 (66.56) 91 (75.21)

DPVD, n (%) 0.042
No 68 (21.86) 16 (13.22)

Yes 243 (78.14) 105 (86.78)

DR, n (%) 0.112
No 198 (63.67) 67 (55.37)

Yes 113 (36.33) 54 (44.63)

(Continued)
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Multilayer Perceptron (MLP), support vector machine (SVM), and K nearest neighbors (KNN), which in turn filtered the 
independent variables by the frequency of their occurrence and applied them to the subsequent formal modeling.

Model Building
We adopted a resampling technique for training and validating the classification ML models. All patients were randomly 
assigned to a training and test group with a ratio of 8:2. To determine the optimal model, the area under the receiver 
operating characteristic curve (ROC-AUC), accuracy, sensitivity, specificity, the average precision (AP), precision, F1 
score, precision-recall curves, calibration plots, and decision curve analysis (DCA) were utilized to evaluate the 
prediction performance of these models.

Model Optimization and Feature Importance Analyses
To ensure the stability of the model, a 5-fold cross-validation was conducted to evaluate the model’s predictive ability. 
The training set was randomly divided into five groups. In each iteration of the 5-fold cross-validation, four groups were 
selected at random for training, while the remaining group served as the validation set. Prior to that, the accuracy of the 
models was evaluated by randomly selecting 15% of the training dataset during each model-training session. 
Subsequently, model discrimination was quantified utilizing ROC curve analysis, and predictive accuracy was assessed 
using the obtained AUCs and calibration plots. Additionally, decision curve analysis (DCA) was implemented to 
determine clinical utility and net benefit. Furthermore, the feature significance was evaluated using Shapley Additive 
Explanations (SHAP). Both positive and negative SHAP values indicate the direction in which each variable value 
contributes to the model’s decision.

Clustering Methods
We employed Latent Class Analysis (LCA) to generate discrete clusters of T2DM patients based on selected essential 
features in order to identify a unique subpopulation at high risk of developing incident osteoporosis. LCA proved to be 
a valuable method for categorizing individuals based on their distinguishable response patterns.21 We conducted a range 
of models with one to four classes to determine the optimal number of classes. The selection of the best model was based 
on various model fit indicators such as the Bayesian information criterion (BIC) and Akaike information criterion (AIC), 
where a decreasing number indicates a better model fit. The number of subjects assigned to each class was also 
considered, as a small number may not represent a clinically significant subgroup. Additionally, we used entropy values 
to assess class separation, where values greater than or equal to 0.80 indicated good class separation. Finally, we 
employed the Vuong-Lo-Mendell-Rubin (VLMR) test to determine if k classes fit the data better than k-1.22

After determining the appropriate number of classes, we allocated study participants to their respective classes and 
analyzed their baseline characteristics using ANOVA, Kruskal Wallis H (for continuous variables) or the chi-squared test 
(for categorical variables). Furthermore, we utilized the chosen machine learning model to compute the osteoporosis risk 

Table 1 (Continued). 

Characteristics Non-Osteoporosis (n=312) Osteoporosis (n=121) P value

DN, n (%) <0.001

No 242 (77.56) 59 (49.17)
Yes 70 (22.44) 61 (50.83)

Notes: P value < 0.05 was considered significant. Data are shown as mean ± standard deviation or median (interquartile range) or 
percentage. 
Abbreviations: T2DM, type 2 diabetes mellitus; BMI, body mass index; FBG, fasting blood glucose; HbA1c, haemoglobin A1c; 
TG, triglyceride; TC, total cholesterol; HDL-C, high-density lipoprotein cholesterol; LDL-C, low-density lipoprotein choles
terol; ALT, alanine aminotransferase; AST, aspartate aminotransferase; Cre, serum creatinine; 25(OH)D, 25-OH vitamin D; 
eGFR, estimated glomerular filtration rate; HOMA-IR, homeostasis model assessment of insulin resistance; BMD, bone mineral 
density; DPVD, Diabetic peripheral vascular disease; DR, diabetic retinopathy; DN, diabetic nephropathy; DPN, diabetic 
peripheral neuropathy.
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probability for each type 2 diabetes patient and compared the risk probabilities (as a continuous variable) across various 
classes.

Statistical Analysis
The unpaired t-test or the Mann–Whitney U-test, as applicable, was used to analyze continuous variables presented as 
mean, standard deviation, median, and interquartile range. To analyze categorical variables expressed as absolute number 
(n) and relative frequency (%), either the chi-square test or Fisher’s exact test was utilized. All classification models were 
implemented using Python 3.7 with the packages “xgboost 1.2.1” for XGBoost, “lightgbm 3.2.1” for LightGBM, and 
“sklearn 0.22.1” for others. LCA was performed using the statistical software package R (http://www.R-project.org, The 
R Foundation) and Empower-Stats (http://www.empowerstats.com, X&Y Solutions, Inc., Boston, MA). Correspondingly, 
statistical differences with p <0.05 were considered to be significant.

Results
Baseline Characteristics of Non-Osteoporosis and Osteoporosis Patients with T2DM
According to the inclusion and exclusion criteria, 433 patients with T2DM were finally included to this study (Figure 1). 
The patients were divided into two groups, non-osteoporosis (n = 312) and osteoporosis (n = 121), based on the 
diagnostic criteria for osteoporosis discussed previously. Table 1 lists the anthropometric, biochemical, and clinical 
characteristics of the investigated population. There were significant differences in anthropometric parameters (Age, 
gender distribution, height, and weight), duration of T2DM, related indices (BMI and eGFR), prevalence of vascular 
diseases [diabetic peripheral vascular disease (PDVD) and diabetic nephropathy (DN)], and vitamin D status 25(OH)D 
between the non-osteoporosis and osteoporosis groups. Other biochemical biomarkers demonstrated no significant 
differences. Compared to the non-osteoporosis group, T2DM patients with osteoporosis were significantly older, female, 
had T2DM for a longer duration, and demonstrated a higher proportion of PDVD and DN, a lower 25(OH)D level, as 
well as lower height, weight, BMI, and eGFR (P <0.05).

Figure 1 Flow diagram of participant enrollment.
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Feature Selection
Table 1 displays the potential variables for predicting osteoporosis risk in T2DM patients. To filter the independent 
variables for the final modeling for osteoporosis risk assessment, nine ML algorithms were used to rank the variables by 
calculating the score for each variable to select the ten highest scoring variables. Figure 2A–G successfully displays the 
outcomes of seven algorithms, including AdaBoost, KNN, LR, XGBoost, Gaussian NB, RF, and SVM. In each model, 
the significance of high-ranking variables was arranged in a descending order. Finally, we identified nine variables [BMI, 
Age, Gender, HbA1c, homeostasis model assessment of insulin resistance (HOMA-IR), eGFR, LDL-C, 25(OH)D, and 
DN] based on the frequency with which they occurred in the results, as well as their clinical value and interrelationships.

The Performance of Prediction Models
Comparisons of the prediction performance of the nine ML algorithm models in the training and validation sets are 
summarized in Table 2 and Table 3, and Figure 3. The ROC curves for various machine learning models for osteoporosis 
in training and validation sets are compared in Figure 3A and B, while the precision-recall curves for the same models 
are compared in Figure 3E and F. The nine machine learning algorithms achieved AP of 0.444–1.000 for predicting 
osteoporosis in individuals with T2DM. Among all models, the random forest (ranked by AP) performed best in the 
training set, whereas XGBoost performed best in the verification set. However, both the models were found to be 
inconsistent. Random Forest was most likely to be susceptible to overfitting, whereas XGBoost was likely to be relatively 

Figure 2 Relative importance ranking of each input variable for prediction of diabetic osteoporosis in the machine learning algorithms. (A) Adaptive Boosting. (B) k-nearest 
neighbors. (C) Logistic Regression. (D) Extreme Gradient Boosting. (E) Gaussian Naive Bayes. (F) Random Forest. (G) Support vector machine.
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stable. As a result, calibration plots (Figure 3C) were constructed to determine the accuracy of our models. In addition, 
decision curve analysis (Figure 3D) of the nine models was subsequently conducted, showing that most of the models 
achieved net clinical benefit against a treat all-or none plan. Accordingly, XGBoost was selected as the final prediction 
model.

Optimization and Interpretation of Model
The as-selected XGBoost model was used for classification, with the controlling parameters automatically optimized. 
Osteoporosis comprised the categorical variable. The variables included in the model were as listed above. The test set 
(15.00%) was randomly selected from the entire set of data. The remainder were used as the training set for 5-fold cross- 
validation, with AUC = 0.940 in the training set, AUC = 0.772 in the validation set, and AUC = 0.872 in the test set 
(Table 4; Figure 4A–C), followed by the AUC learning curve (Figure 4D) in classification model training and the 
reliability curve (Figure 4E) to evaluate the predictive power of the model. DCA of this model was subsequently 
constructed in our study (Figure 4F), illustrating that the ML model demonstrated a greater net benefit in comparison to 
a treat all-or-none plan with a risk threshold of less than 85%.

In addition, the SHAP value diagram (Figure 5A–C) illustrated the overall interpretability of the model and the 
interpretability of a single patient. The analysis of feature importance and correlations revealed that the model heavily 

Table 2 Predictive Performance Comparison of the Nine Machine Learning Algorithms in 
the Training Sets for Osteoporosis with T2DM

Models AUC Accuracy Sensitivity Specificity AP Precision F1 
Score

XGBoost 0.936 0.823 0.933 0.789 0.857 0.602 0.732

LR 0.679 0.646 0.684 0.636 0.449 0.413 0.515
LightGBM 0.513 0.707 0.396 0.783 0.330 NaN NaN

RF 1.000 0.997 1.000 1.000 1.000 1.000 1.000

AdaBoost 0.858 0.745 0.845 0.707 0.737 0.548 0.665
GNB 0.762 0.632 0.883 0.542 0.573 0.416 0.566

MLP 0.661 0.652 0.646 0.659 0.444 0.428 0.515
SVM 0.757 0.759 0.571 0.831 0.595 0.544 0.557

KNN 0.783 0.736 0.806 0.619 0.543 0.542 0.648

Abbreviations: AUC, area under the curve; AP, average precision; XGBoost, extreme gradient boosting; LR, 
Logistic Regression; LightGBM, Light Gradient Boosting Machine; RF, random forest; AdaBoost, adaptive boosting; 
GNB, Gaussian naïve Bayes; MLP, Multilayer Perceptron; SVM, support vector machine; KNN, k-nearest neighbor.

Table 3 Predictive Performance Comparison of the Nine Machine Learning Algorithms in 
the Validation Sets for Osteoporosis with T2DM

Models AUC Accuracy Sensitivity Specificity AP Precision F1 Score

XGBoost 0.736 0.609 0.548 0.875 0.675 0.472 0.507
LR 0.695 0.644 0.840 0.532 0.438 0.421 0.561

LightGBM 0.330 0.782 0.000 1.000 0.170 NaN NaN

RF 0.696 0.736 0.792 0.540 0.476 0.667 0.724
AdaBoost 0.705 0.667 0.765 0.686 0.453 0.342 0.473

GNB 0.773 0.632 0.615 0.852 0.599 0.443 0.515

MLP 0.625 0.655 0.619 0.667 0.391 0.355 0.451
SVM 0.624 0.621 0.655 0.655 0.481 0.416 0.509

KNN 0.695 0.736 0.773 0.585 0.403 0.476 0.589

Abbreviations: AUC, area under the curve; AP, average precision; XGBoost, extreme gradient boosting; LR, Logistic 
Regression; LightGBM, Light Gradient Boosting Machine; RF, random forest; AdaBoost, adaptive boosting; GNB, 
Gaussian naïve Bayes; MLP, Multilayer Perceptron; SVM, support vector machine; KNN, k-nearest neighbor.
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Figure 3 Construction and comparison of multiple machine learning models. ROC curve analysis of machine learning algorithms for prediction of diabetic osteoporosis 
(DO) in training (A) and validation (B) set. (C) Calibration plots for predicting DO with various models. (D) Decision curve analysis of each model. The x-axis represents 
the threshold probability of the depression. The y-axis represents net benefit. The average precision recall curves in training (E) and validation (F) set, indicating the trade off 
between precision and recall.

Diabetes, Metabolic Syndrome and Obesity 2023:16                                                                          https://doi.org/10.2147/DMSO.S406695                                                                                                                                                                                                                       

DovePress                                                                                                                       
1995

Dovepress                                                                                                                                                              Wu et al

Powered by TCPDF (www.tcpdf.org)

https://www.dovepress.com
https://www.dovepress.com


relied on 25(OH)D, DN, eGFR, HOMA-IR, and Age (Figure 5A and B), and that lower 25(OH)D age, higher prevalence 
of DN, lower eGFR, lower HOMA-IR, and older individuals were associated with increased model prediction scores. In 
addition, Figure 5C depicts an individual-level breakdown of how these model features lead to changes in individual risk 
prediction scores for an example patient by identifying which feature values strongly affect the final risk prediction score 
by increasing or decreasing it.

Latent Profile Analysis
Tables S2 and S3 present the model fit statistics for LCA. Sequentially, the Bayesian Information Criterion (BIC) and 
Akaike Information Criterion (AIC) decreased with the addition of a new class to the models. However, the greatest 
reduction in BIC and AIC occurred when transitioning from a two-class to a three-class model compared to models with 
more classes. Statistical significance was observed in the improvement for the three-class model as compared to the two- 
class model (p < 0.0001). Although the three and four-class models’ fit was statistically significant, it did not show 
evident improvement in model fit, particularly based on Entropy with values of 0.694 and 0.695 in the three-class model 
and four-class model (Table S2), respectively. Table S3 shows the posterior probabilities for three-class and four-class 
models. The three-class model had higher posterior probabilities for each class than the four-class model. Based on these 
observations and the number of subjects assigned to each class, the three-class model was considered the best fit for the 
population.

We further analyzed the differences in class-defining variables among the three classes and presented these differ
ences in Figure 6A and B. In particular, we demonstrated the differences in continuous and categorical variables (gender 
and DN) between the classes. Class 1 was defined by lower BMI and HOMA-IR, whereas Class 2 was defined by higher 
age, HOMA-IR, and a higher proportion of females and DN. Class 3 was defined by lower age and higher eGFR, with 
a lower proportion of females and DN. We also found significant differences in the risk of osteoporosis among Type 2 
diabetes patients in the three classes, as shown in Figure 6C. Accordingly, we categorized the three classes as high 
(Class 1), medium (Class 2), and low-risk (Class 3) groups. To get a better understanding of the characteristics that 
differentiated each class, we examined the demographic and clinical features as detailed in Table S4. Our analysis 
showed that participants in the high-risk group were more likely to exhibit lower BMI, Fasting insulin, HOMA-IR, 
eGFR, TG levels, and higher HbA1c and HDL-C levels. In contrast, participants in the low-risk group were younger, 
more likely to be male, and with a shorter duration of T2DM. They also had higher eGFR, HDL-C, and 25(OH)D levels, 
and a lower incidence of hypertension, cardiovascular disease, and complications of diabetes such as DPVD, DPN, DR, 
and DN.

Discussion
The current study comprised a novel attempt towards developing an osteoporosis prediction model for men and women 
with T2DM using nine ML algorithms, on the basis of physical characteristics, laboratory tests, personal history, 
complications history, and comorbidities. A comparison of ML algorithms revealed that the XGBoost model provided 
the best performance. The model was further optimized and evaluated for its accuracy and clinical validity via automatic 
parameter adjustment and internal cross-validation by making use of calibration curves and DCA curves. In addition, 
exploratory analysis of the ML model displayed in the SHAP value plot revealed the significance of the nine variables in 
the development of osteoporosis. Furthermore, we defined subgroups of people with type 2 diabetes by LCA based on 
screening characteristic variables to identify people at high risk for osteoporosis.

Table 4 Diagnostic Performance of the XGBoost Model for the Prediction of Osteoporosis in T2DM

Model AUC Accuracy Sensitivity Specificity Precision F1 Score

Training set 0.940 0.856 0.888 0.850 0.678 0.769
Validation set 0.772 0.703 0.884 0.605 0.439 0.587

Test set 0.872 0.800 0.769 0.846 0.783 0.776

Abbreviation: AUC, area under the curve.
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Figure 4 Construction and assessment of extreme gradient boosting (XGBoost) classification prediction model. (A–C) The ROC curves of XGBoost using the 5-fold cross- 
validation on the training set (A), validation set (B), and test set (C). (D) Calibration plots and (E) Machine learning curve for XGBoost. (F) Decision curve analysis graph 
showing the net benefit against threshold probabilities based on decisions from model outputs.
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Previous research suggests that the adverse effect of diabetes on bone physiology may be multifactorial, with 
inadequate glycemic control, abnormal energy metabolism, vitamin D, electrolytes, and other organ functions of diabetes 
mellitus, as well as its acute and chronic complications, all contributing to osteoporosis.23 Thus, based on prior research, 
we co-modeled both women and men using multiple ML algorithms, incorporating clinically accessible risk factors as 
variables, and selected XGBoost as the optimal model. XGBoost, one of the most effective methods for constructing 
prediction models, is a gradient boosting algorithm that has been utilized extensively in numerous medical studies.24,25 

As evident from Table 2 and Table 3, as well as from Figure 3A and B, XGBoost and Random Forest models 
outperformed the LR model in the training set. However, the overall performance of the nine ML algorithms in the 
training and validation set revealed that the Random Forest models may have exhibited an overfitting phenomenon, 
whereas the XGBoost model performed more consistently; consequently the XGBoost model was selected. In addition, 
from the perspective of discrimination, accuracy, and clinical validity, our model appears to be a reliable tool for 
predicting the risk of osteoporosis in patients with type 2 diabetes.

The use of artificial intelligence in osteoporosis prediction has been extensive and multifaceted. However, the 
contributions of the features were not evaluated in these studies. Herein, we used the SHAP approach to assess the 
significance of the features. This allowed for an evaluation of the value of each feature’s contribution and could provide 
insights relating to clinical decisions, allowing for an evaluation of the individual value of the variables and contributing 
to the concept of personalized medicine.26,27

According to an analysis of the value of algorithm model features, many of the features identified as essential for 
model prediction are consistent with the current understanding of osteoporosis caused by diabetes. As presented in 
Figure 5A and B, 25(OH)D is the most prominent of these nine characteristics. Vitamin D is presumed to be responsible 
for maintaining normal serum calcium and phosphorus levels to support bone health.28 Correspondingly, a decrease in 
intestinal calcium absorption due to low vitamin D levels may result in an increase in parathyroid hormone levels and 
bone turnover, followed by osteopenia and osteoporosis.29 In recent years, widespread attention has been paid to the 
extraskeletal effects of vitamin D.30 Moreover, lower levels of serum 25(OH)D have been associated with an increased 
risk of type 2 diabetes.31,32 In addition, patients with type 2 diabetes had lower 25(OH)D levels than controls, and a lower 
vitamin D status in patients with type 2 diabetes was associated with poorer glycemic control.33,34 Thus, the current study 

Figure 5 Feature Importance bar chart and SHAP summary chart. (A) The left dot plot represents the direction of contribution of each value of each variable, with red 
representing larger values and blue representing lower values of each variable. (B) The bars on the right represent the importance of the variables and their overall 
contribution to the model predictions. (C) SHAP scores explain the predicted risk of osteoporosis in one subject.
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is in line with the literature, and provides evidence from an explanatory model that 25(OH)D was negatively associated 
with the risk of osteoporosis in T2DM patients.

Microangiopathy is a common complication of diabetes. Previous research indicated that cortical porosity in patients 
with type 2 diabetes was associated with decreased microvascular blood flow as measured by transcutaneous oxygen 
tension, indicating that microvascular disease affects the bone microarchitecture of these individuals.35 Recent studies 
have demonstrated a correlation between neuropathy, retinopathy, and decreased BMD at the lumbar spine and femoral 
neck.36,37 This is consistent with our findings from the current study, which demonstrated that a higher prevalence of DN 
was associated with a higher risk of osteoporosis in type 2 diabetes. Among them, the incidence of DN had the greatest 
impact on osteoporosis risk prediction. In particular, chronic kidney disease in DM patients resulted in abnormal calcium 
and phosphorus metabolism, gradually decreased proteinuria and renal functions, which were manifested in our study 
using eGFR, another critical variable in our model, as well as over-expression of inflammatory cytokines,38 ultimately 
leading to damage to bone microstructure and a reduction in bone mass, with consequent osteoporosis and fractures. 

Figure 6 Differences in the standardized values of individual continuous variables (A), categorical variables (gender, DN) (B), and osteoporosis risk prediction scores (C), 
based on class assignment in the 3-class model. Figure 5A displays the differences in standardized values of each variable by classes in the 3-class model on the y-axis, while 
the individual continuous variables are shown along the x-axis. The variables have been standardized, meaning that all means are scaled to 0 and standard deviations to 1. 
A value of +1 for the standardized variable indicates that the mean value for a given class was one standard deviation higher than the mean value as a whole. Figure 5B As for 
DN, the red bar represents participants without family history, the green bar represents participants with family history. As for gender, the red bar represents male and the 
green bar represents female.
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These findings, therefore, suggest that the severity of DN is associated with the high incidence of osteoporosis in type 2 
diabetes. Thus, the greater the severity of kidney damage, the greater the risk of osteoporosis.

In our study, the sex and age of the reference population were the most significant predictors of autonomous BMD. As 
anticipated, the effects of Gender and Age, which are universally acknowledged as risk factors for low bone mass, were 
observed in our study of T2DM patients. Consistent with the findings of Yong et al,6 we observed that the prevalence of 
osteoporosis was significantly higher in female T2DM patients (48.5%) than in male patients (20.3%). Age was also 
a significant factor in the development of osteoporosis in T2DM patients. On the Chinese Mainland, the prevalence of 
osteoporosis was higher among patients with an average age of over 60 years (40.1%) than among patients under 60 
years of age (26.5%).39 This result and ours were consistent with the widely held belief that human bone mass would 
decline with age after reaching a peak.

Recent studies have shown that insulin directly affects bone cells. However, its effects on insulin resistance and 
osteoporosis remain unknown. According to Bilic-Curcic et al,40 postmenopausal women with T2DM may benefit from 
abdominal obesity and hyperinsulinemia as a result of increased total femoral bone mineral density. In a cohort study of 
older adults, insulin resistance was associated with increased bone mineral density.41 Although the contribution of 
HOMA-IR to the predictive model was relatively modest, the results of these studies corroborate our findings.

Previous research has demonstrated that both weight and BMI influence osteoporosis by stimulating new bone 
formation and inhibiting bone loss, as well as by contributing to bone formation through the secretion of hormones from 
adipose tissue and estrogen.42,43 This was consistent with our finding that lower values of height, weight, and BMI 
indicated the likelihood of osteoporosis. However, a higher BMI is frequently accompanied by elevated lipid levels, such 
as TC, LDL-C, TGs, etc.44 as indicated by our study. In human studies, the relationship between lipid profile and 
osteoporosis remains controversial. Contrary to most studies that reported negative associations between serum lipids and 
BMD, Ersoy et al,45 found that LDL-C positively correlated with osteoporosis. However, the mechanisms underlying the 
effects of obesity and lipids on osteoporosis are incompletely understood, and additional research is required.

The beneficial effect of improved glycemic control in preventing numerous other complications of diabetes is well- 
established, but its role in osteoporosis remains controversial. A recent study revealed a correlation between poor 
glycemic control and high BMD in type 2 diabetes.46 However, a second meta-analysis found no correlation between 
HbA1C and BMD.47 Conversely, our findings support a previous study in elderly male T2DM patients, which reported 
that poor glycemic control was associated with an increased risk of osteoporosis.48 In addition, long-term hyperglycemia 
may contribute to it mechanically by causing impaired osteoblast function.49

Latent class analysis (LCA) is a versatile statistical technique that can be applied without restrictions to examine and 
comprehend observable patterns in potentially complex clinical scenarios. A full-information maximum likelihood 
technique is used to estimate latent class models, permitting the incorporation of all data from all eligible participants 
into the definition of the prospective class model.50 LCA can identify subgroups according to the convergence of 
symptoms, specific behaviors, and risk factors. LCA has been widely used to identify disease subphenotypes in the 
medical field;51 however, it has not been used extensively for risk prediction. This study is the first to use the LCA 
strategy to identify the subpopulation of T2DM patients most at risk for developing incident osteoporosis. In contrast to 
previous osteoporosis risk correlation studies, which always focused on the relationship between an independent variable 
and a dependent variable, we used filter-based features to identify three distinct subpopulations without considering the 
outcomes. This significantly improved the reproducibility and stability of the latent class solutions and somewhat reduced 
the observational bias. In addition, the subtype characteristics of high-risk and low-risk group further confirm the 
relationship between the variables in the model prediction and the risk of osteoporosis occurrence in order to indivi
dualize the prediction of type 2 diabetic patients and to intervene early in the group with a higher risk of osteoporosis in 
order to minimize and prevent fractures.

The current study has a number of merits. However, it is also equally important to consider the study’s limitations. 
First, because this is a cross-sectional study, the predictive analysis is limited by inherent flaws. Second, the sample size 
of this study was insufficient for testing the robustness of the model. Third, when the input samples and model 
parameters vary, our model may select slightly different contributing factors. In addition, nutritional factors, socio
economic status, and bone turnover markers are not readily accessible through clinical practice. Due to the effects of 
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various drugs on bone metabolism and the small number of patients taking a specific drug, the model was ultimately 
trained without drug use as a feature. However, despite these limitations, this study is still valuable because it provides an 
informative predictive model that identifies T2DM patients at high risk for osteoporosis based solely on clinical risk 
factors.

In order to fully evaluate the effectiveness of the osteoporosis prediction model for patients with T2DM, it is 
important to consider both its advantages and limitations. One advantage of the methodological approach used is that it 
has the ability to process large amounts of data and identify complex patterns that may be difficult for humans to 
recognize. As more data is collected and analyzed, these algorithms can be refined over time, leading to improved 
accuracy. By handling multiple variables, machine learning algorithms can provide a comprehensive framework for risk 
assessment, which can enhance the accuracy of prediction models. Furthermore, these algorithms have the potential to 
automate and streamline the prediction process, allowing for rapid and accurate identification of patients at risk for 
osteoporosis. However, the accuracy of machine learning algorithms is heavily reliant on the quality and comprehen
siveness of the input data. Any biases or errors in the data can lead to inaccurate predictions. Moreover, the complexity of 
these algorithms makes it challenging to interpret their outputs. Additionally, the sensitivity of machine learning 
algorithms to variations in the data may result in poor performance when applied to new populations or contexts. 
Therefore, it is important to validate and test these algorithms before they can be used in clinical practice. It is also worth 
noting that machine learning algorithms may not be suitable for all applications.

Conclusions
Using publicly available input variables, ML algorithms were used to develop prediction models that serve as screening 
tools for osteoporosis in type 2 diabetes patients. Based on a comparison of multiple classification models, the XGBoost 
model was the most accurate ML classification model for predicting osteoporosis risk. Thus, by incorporating this model 
into clinical practice, patients and physicians can better understand the disease and may benefit from early diagnosis and 
treatment of T2DM-related osteoporosis.
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