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Abstract

Despite limited information and knowledge, we personally form beliefs about certain proper-

ties of objects encountered in our daily life—popularity of a newly released movie, for exam-

ple. Since such beliefs are prone to error, we often revise our initial beliefs according to the

beliefs of others to improve accuracy. Optimal revision requires modulating the degree of

accepting others’ beliefs based on various cues for accuracy—number of opinions, for

example—such that the more accurate others’ beliefs are, the more we accept them.

Although previous studies have shown that such accuracy cues can influence the degree of

acceptance during social revision, they primarily investigated problems with ‘factually cor-

rect’ answers, and rarely problems with ‘socially correct’ answers. Here we examined which

accuracy cues are objectively useful (utility of cues), and how those cues are used (use of

cues), in the social revision of people’s beliefs about problems with ‘socially correct’

answers. We asked people to estimate the ‘shared preferences (SPs)’ for sociocultural

items, the answers to which are determined by socially aggregated beliefs—how popular an

abstract painting will be among a large crowd, for example—and then to revise their initial

estimates after being exposed to other people’s estimates about the same items. We con-

sidered ‘confidence’, ‘agreement among estimates’, and ‘number of estimates’ as accuracy

cues. We found that, while all three cues validly signaled the accuracy of SP estimates, only

the ‘number’ cue has a significant utility, but the other cues are much less useful for optimal

revision. Nevertheless, people used the cues of ‘agreement’ and their own ’confidence’ to

the extent comparable to that of the ’number’ cue. Our findings suggest that the utility and

use of accuracy cues for problems with ‘socially correct’ answers differ from those with ‘fac-

tually correct’ answers, as follows: (i) confidence does not have a significant utility and (ii)

but people use their own confidence while ignoring others’ confidence.

Introduction

People have different tastes in many things in life. Some prefer Chardonnay to Sauvignon

blanc, while others have different preferences altogether. Nonetheless, making decisions in

social contexts often requires us to gain access to the representative preferences of a crowd of

interest, which is called “shared preferences” (SP) [1–3]. For example, we ask ourselves which
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wine to bring when visiting a neighbor’s home for the first time, which music to play at a work

party, or which actor to cast for a movie that we are about to produce. In such situations, accu-

rate estimation of SP can benefit our daily social life and help us to predict consumers’ prefer-

ences in the market.

Unfortunately, our personal estimation of SP is prone to error; relying on our common-

sense knowledge about social standards of valuation (e.g., “People find symmetric faces most

attractive” [3]) or projecting our own preferences onto a crowd (e.g., “People living in my

neighborhood will like the wine I like” [4,5]) often leads to biased estimation [6]. Furthermore,

personally formed estimates of SP are also accompanied with substantive degrees of uncer-

tainty and can thus be subject to revision [7]. For these reasons, we often turn to others to cor-

rect our personally formed estimation of SP for inaccuracy, such as asking our friends or the

Internet, “Will this item be liked by a crowd?” [8–11]. Here arises the following important

question: What is the ideal way to accept SP estimates from others, such that our revised SP

estimates come close to the actual SP values? One crucial factor that should be considered in

addressing this question is that others’ SP estimates encountered in our daily social interac-

tions can vary greatly in their accuracy, much like our own personally formed SP estimates do.

For example, imagine that we personally formed a belief that the crowd would like a recently

released movie and then had encounters with i) one of our friends, who told us that the crowd

seemed to dislike the movie, and ii) three friends, who told us that the crowd seemed to dislike

the movie. Given that knowing the actual SP is, by definition, a matter of knowing the ‘socially

correct’ answer [12,13], the aggregated opinion of the three friends is likely to be more accurate

than the opinion of the one friend. In other words, the number of estimates can be a cue for

estimation accuracy. Then, considering that the optimal degree of accepting others’ opinion is

determined by the accuracy of that opinion [14–16], the optimal revision strategy will be to

modulate the degree of acceptance according to the number of friends by revising our initial

SP estimate of the movie (“people will like it”) toward the friends’ SP estimate (“people won’t

like it”) by a larger degree when being told from three friends than from a single friend. If a

certain cue, such as the “number of estimates” in the above example, carries valid information

about estimation accuracy, the cue can be referred as an ‘accuracy cue’. In that case, optimal

revision likely to, not always though, involve modulating the degree of acceptance based on

that cue, which means that cue has “utility” in this task. To reveal the ideal method for social

revision, it is important to identify cues that have ‘utility.’ However, this should be distin-

guished from whether those cues are actually ‘used’ by people during social revision. It is possi-

ble that people do not ‘use’ a certain cue even though that cue has ‘utility’, and vice versa. So,

in this work we investigate them separately: we first identified accuracy cues that have ‘utility’

and second, examined whether people actually ‘use’ them in social revision of opinions for

problems with ‘socially correct’ answers.

Many previous studies have investigated how people use accuracy cues in social revision,

particularly in the context of advice-taking in ‘matter-of-fact’ problems that have factually cor-

rect answers (see [17,18] for a review). However, few studies have addressed this issue for

problems that have ‘socially correct’ answers, such as SP estimation; only a few studies have

focused on accuracy cues that are related to the characteristics of an advisor, such as ‘expertise’

[12,13,19]. Given that the utility and use of accuracy cues vary greatly depending on the type

of problem [13,19,20], these should be evaluated in the context of problems with ‘socially cor-

rect’ answers.

We focused on three candidate accuracy cues, namely, “how many other people contribute

to an estimation”, “to what extent other people agreed to each other”, and “how confident peo-

ple are about an estimation,” which we will refer to as ‘number’, ‘agreement’, and ‘confidence’

cues hereafter. These three cues were chosen for the following reasons. First, they vary
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considerably across situations in which we are required to learn SP values in our daily social

life. For example, we can get many other’s opinions in some situation, but in other, we can

only get advice from only one person. Second, they are important accuracy cues for social revi-

sion in problems with ‘factually correct’ answers [17,18,21–25], but their use in problems with

‘socially correct’ answers has not yet been examined. Lastly, previous studies have suggested

that the utility of these three accuracy cues, particularly agreement and confidence cues,

depend on how people’s estimates are distributed or the type of the problem (judgmental vs.

intellective). For instance, the utility of the agreement cue is known to be highly dependent on

the distribution of estimates, whereby increasing the degree of accepting others’ estimates as

estimates become more similar is not the optimal strategy for estimates that sampled from a

normal distribution, but is the optimal strategy for estimates that sampled from distribution

with a high degree of kurtosis [24–26]. Likewise, the utility of the confidence cue has been

reported to become pronounced for simple or concrete problems with definitive answers, such

as memory or intellective problems, and weak or negligible for complex or abstract problems

that have ambiguous answers, such as general knowledge or judgmental problems (e.g.,

“Which of these thrillers from 2006 would be best to watch?”) [13,27,28]. Given these previous

reports, it is necessary to examine whether agreement and confidence cues have utility in social

revision of opinions for problems with ‘socially correct’ answers.

We adapted a real-world situation of social revision to a laboratory setup. In this experi-

ment, we asked participants to estimate SP values for sociocultural items, twice for each item,

before and after being exposed to the SP estimates of a few (1~3) others for the same items like

in previous advice-taking studies [9,11,25,29]. While performing the task, participants also

reported how confident they felt about their estimates. And participants were exposed to ran-

domly picked other’s actual estimates and their confidence, so that the number of others’ esti-

mates and the agreement between those estimates varied across trials. Then, we examined

whether the number, agreement, and confidence cues provide information about SP estima-

tion accuracy across trials and are useful for SP revision, and evaluated how people use these

cues to improve the accuracy of SP estimation through social revision. We found that all three

cues were informative about estimation accuracy, but only the number cue has a significant

utility for optimal revision whereas the utilities of the other cues are substantially smaller com-

pared to that of the number cue. Thus, for effective social revision of SP, participants were sup-

posed to increase the degree of accepting others’ SP estimates as the number of other people

increases without much considering the other cues (‘confidence’ and ‘agreement’), which have

only a slight or negligible utility compared to the number cue. Nevertheless, people changed

the degree of acceptance not just based on the number cue, but also based on the agreement

between others and their own confidence in a degree similar to that for the number cue.

Results

Revision of initial SP estimates after observing others’ SP estimates

To adapt a real-world problem of learning SP to a laboratory setup, we presented the following

scenario to participants: “You are going to see 24 visual artworks, which have been exhibited at

an online gallery for a month. More than one thousand people have visited the gallery and

expressed their preferences for the pieces of art by clicking on either a ‘like’ or ‘dislike’ button

for each item. By subtracting the number of ‘dislike’ marks from the number of ‘like’ marks for

each item, we ranked the artworks in the order of popularity by assigning ‘1’ to the most pre-

ferred item and ‘24’ to the least preferred item.” Hereafter, for the sake of simplicity, we will

describe the scenario and name the variables in the first-person standpoint, such that ‘my’ is

used to indicate a participant who was asked to revise the initial estimates and ‘others’ is used
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to indicate the other participants whose estimates were shown to that participant before

revision.

Our experiment consisted of three steps. In the first step (Fig 1A), we showed participants

the artworks one by one and asked them to estimate the rank of each item (SPm̂, my SP esti-

mate), and to express their estimated ranking and confidence (cm, my confidence) by betting

virtual coins on the rankings around the most probable (estimated) ranking of the item (see

Materials and Methods for a detailed description). Here, cm was expected to vary from item to

item and was thus considered as a potential cue that could carry useful information about the

accuracy of SPm̂, i.e., how close SPm̂ was to the actual value of SP.

In the second step, we showed participants others’ SP estimates of the same items in the

first step while varying the number of other participants (Fig 1B). Others’ estimates can be

summarized by four descriptive statistics, as follows: (i) the average of SP estimates (SPô, ‘SP

estimate of others’); (ii) the number of SP estimates (n˚ 2 {1,2,3}); (iii) the reciprocal of the

standard deviation of SP estimates (a˚, ‘agreement in SP estimates between others’); and (iv)

the average confidence of others (c˚, ‘confidence of others’). Here, the last three variables, n˚, a

˚, and c˚, which varied across items, were considered as potential cues that might carry useful

information about the accuracy of the first variable, SPô.

In the final step, we repeated the first step by asking participants to estimate the SPs of the

same artworks again (SPr̂, ‘revised SP estimate’) after having been exposed to the SP estimates

of others (Fig 1C).

A regression model for social revision of SP estimates

The above scenario can be summarized in the first-person standpoint of an individual as fol-

lows (Fig 1A–1C): “I formed my initial SP estimate for a given artwork (SPm̂), was then

‘socially’ exposed to the SP estimates formed by a few other participants who saw the same art-

work that I saw (SPô), and am now about to revise my initial SP estimate into a new one (SPr̂)

by considering the ‘social’ SP estimates of the others (SPô).” Reasonably enough, we assumed

that SPr̂ is a compromise between SPm̂ and SPô. What remains unknown is the modulatory

contributions of the potential accuracy cues cm, n˚, a˚, and c˚ to the compromise between SPm̂

and SPô; this was the focus of the current study. For example, “Do I shift my own estimate

more toward the others’ estimates when feeling less confident than when more confident?” Or,

“Do I shift my own estimate a bit less when others’ estimates are less similar to one another

(disagreed) than when more similar (agreed)?” To address such questions quantitatively, we

formalized the concurrent, modulatory contributions of cm, n˚, a˚, and c˚ to the compromise

between SPm̂ and SPô using a regression model in which the regression of SPr̂ onto SPm̂ and

SPô are moderated by cm, n˚, a˚, and c˚, as follows:

SPr̂ ¼ SPm̂ þW ðSPô � SPm̂Þ þ Bþ �; ðEq 1Þ

W ¼W0 þ bcmc
m þ bn n

o þ ba a
o þ bco c

o

where the first equality proposition captures the regression of the revised estimate onto the

compromise between my estimate and others’ estimate with a regression coefficient W,

whereas the second captures the moderation of W by the four moderators (the potential accu-

racy cues cm, n˚, a˚, and c˚) with the corresponding moderation coefficients βcm, βn, βa, and

βco. B, an intercept term, was used to capture a constant shift from SPM̂ to SPR̂ that cannot be

regressed onto SPô � SPm̂ (e.g., a tendency to revise the SP slightly in a positive direction, even

when SPô is equal to SPm̂). W0, a coefficient term, reflects the baseline degree of accepting
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Fig 1. Example illustrations of the SP revision task and possible modulatory contributions of accuracy cues to SP

revision. (a-c) The three steps of the task. (a) My SP estimation. On each trial, participants viewed a piece of visual

artwork and estimated its rank, then betting coins on the estimated rank (SPm̂, triangle; coins are also betted on nearby

rankings but not shown here, see Materials and Methods). The height of the betted coins corresponded to the value of

“my confidence” (cm) on that estimated rank, and was a potential cue for “my SP estimation accuracy”, as illustrated in

the right-hand panel. (b) Exposure to others’ SP estimates. Participants were exposed to the initial SP estimates that

were made by a few selected others (three others in this example), along with the visual artwork. My estimate was not

shown, and the mean of others’ estimates (circle) was considered as “others’ estimate” (SPô) in the regression model.

As illustrated in the right-hand panel, the number of others’ estimates, reciprocal spread among their estimates, and

average betting on the estimates correspond to the values of “number of others” (n˚), “agreement” (a˚), and “others’

confidence” (c˚), respectively, each of which is a potential cue for the accuracy of mean of others’ SP estimation. (c) SP

revision. After being exposed to others’ estimates, participants were given a second chance to rate the SP of the artwork

again (SPr̂ , square). As represented by the direction and length of the arrow, SP revision (the square) can be

conceptualized by how much participants shifted their initial SP estimate (triangle) toward the SP estimates of others

(circle). (d) Schematic illustration of the modulatory effects of the accuracy cues on SP revision according to a

regression model. Using the regression model described in the text (Eq 1), we quantified the degree of accepting

others’ SP estimates with the regression coefficient W, which is shown by the black arrow. Importantly, we quantified

the modulatory effects of the accuracy cues (cm, n˚, a˚, c˚) with the coefficients (βcm, βn, βa, βco) of the regression model;

sum of the modulatory effects (βcmcm + βnn° + βaa° + βcoc°) comprise W by adding to W0, which represents the mean

degree of acceptance across trials. The colored arrows show a hypothetical set of modulatory effects of the accuracy

cues for the example shown in (a-c). In this example, participants modulated the degree of acceptance less than the

average (W<W0) because the total sum of the effects of moderators was negative.

https://doi.org/10.1371/journal.pone.0240997.g001
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others’ SP estimates when the moderators on W are set to zero. ε is a noise term of the regres-

sion model. Superscripts indicate whether the given terms (SP estimates or accuracy cues) are

associated with my (m) or others’ (o) estimates.

This regression model allowed us to intuitively interpret the coefficients (Fig 1D). The value

of W can be considered as the “degree of acceptance”, whereby values of 0 and 1 represent “I
retain my initial opinion and do not consider the opinions of others at all” and “I completely

accept the opinions of others while discarding my own opinion”, respectively. Accordingly, the

β value can be considered as the extent to which a given moderator modulates the degree of

accepting the opinions of others (the value of W). Also, given that the variable SPô is the mean

of others’ SP estimates (when the number of others is more than one), W can be interpreted as

a degree of conformity to the average of others’ estimates.

Using this regression model, we evaluated the concurrent contributions of my subjective

confidence (cm), the number of estimates from others (n˚), the agreement of estimates between

others (a˚), and the subjective confidence of others (c˚) to the compromise between the my SP

estimate (SPm̂) and others’ SP estimates (SPô). First, we evaluated the predictive validity of the

four candidate cues for SP estimation accuracy by examining whether their trial-to-trial values

could predict the accuracy of trial-to-trial my (or others’) SP estimates. More specifically, we

tested whether cmij contained information about the accuracy of SPm̂
ij (where i indicates the

individual and j indicates the identity of an item) and whether n˚ij, a˚ij, and c˚ij contained

information about the accuracy of SPô
ij. We found that all four cues carried moderate but sig-

nificant degrees of accuracy information. In other words, they could predict how close the SP

estimate for a given item would be to the actual SP of that item. Next, having confirmed the

predictive validity of the accuracy cues, we checked whether the accuracy cues have ‘utility’

and quantified the ideal way of using those cues for SP revision by conducting an ‘ideal-

learner’ analysis. This analysis computes the values of the moderation coefficients that should

be assigned to those accuracy cues to benefit maximally from the social revision of SP esti-

mates, i.e., to maximize the resultant accuracy of the revised SP estimates (SPr̂
ij). These ‘ideal’

values of βcm, βn, βa, and βco allowed us to interpret the utility and ideal use of the accuracy

cues in two important ways, as follows: (i) qualitatively, any non-zero ideal values of β indicate

that a given accuracy cue has ‘utility’ because it means that the revised estimate will be more

accurate if the degree of acceptance is modulated by the accuracy cue (β 6¼ 0) than if not (β =

0); (ii) quantitatively, a specific ideal value of β sets the ‘criterion’ for the most effective usage

of a given accuracy cue, such that any deviation from the ideal value of β implies a suboptimal

use of that accuracy cue. As a final step, we characterized how people used the accuracy cues

by fitting the regression model to their actual social revision of SP estimates, and evaluated

how effectively people used the accuracy cues by comparing the fitted values of βcm, βn, βa, and

βco with their respective ideal criteria.

Predictive validity of the cues for SP estimation accuracy

To evaluate the predictive validity of the four candidate cues for SP estimation accuracy, we

needed to define the actual values of SP and an error metric for SP estimation. Participants

were informed that the actual SP values had been determined by the preferences expressed by

many people, who had not participated in the same experiment. In line with the instruction,

we ran an online survey from an independent population of participants to acquire the average

preference score for each item (See Materials and Methods for details). And based on those

scores, we determined the ranking scores of the items in each genre, and took those as the

actual SP values of the items. Next, to quantify the accuracy of an SP estimate, we calculated
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the absolute amount of its deviance from the actual SP value (SPj) as follows: Dm
ij ¼

jSPm̂
ij � SPjj for my estimates and Do

ij ¼ jSPô
ij � SPjj for the averages of others’ estimates (Fig

2A). Previous studies have primarily used this deviance value, often dubbed “absolute error”,

as the error metric for social revision of opinions [23,24,30,31]. Squared errors can be consid-

ered as an alternative error metric, but we opted not to use them because they are sensitive to a

small number of extreme values [32]. Simply put, the smaller a deviance is, the more accurate

an SP estimate is, which means that the value of a given SP estimate, either of mine (SPm̂
ij) or

of others (SPô
ij), becomes closer to the actual value of SP estimate (SPj). To avoid confusion,

we will denote the deviance measures for my and others’ SP estimates as Dm
ij and D˚ij, respec-

tively. However, for the sake of simplicity, i(individual) and j (item) will be omitted when they

are obvious from the context.

Having defined the actual value of SP (SP) for each item and the errors for SP estimates (Dm

and D˚) on each trial, we evaluated the predictive validity of the accuracy cues by testing

whether Dm is dependent on the values of cm and whether D˚ is dependent on the values of n˚,

a˚, and c˚.

We evaluated the dependency of the errors of my SP estimates (Dm) on my confidence (cm)

in the following procedure. First, within each individual, we split all SP estimates into two

groups depending on whether the values of cm were lower or higher than their median value.

This ‘median split’ discretization of cm within each participant was adopted to normalize the

raw values of cm because the psychological scaling of subjective confidence is likely to be non-

linear [29]. Second, we pooled together the Dm values across participants within each of the

two groups of discretized binary cm values and contrasted the pooled distributions of Dm values

between the two groups by plotting their complementary cumulative distribution functions

(1-CDF; Fig 2B). The complementary CDF of a variable allowed us not only to visualize how a

variable was geometrically distributed, but also to summarize its expected value using the area

under the curve (AUC) [33]. Visual comparison of the AUCs between the two confidence con-

ditions revealed that the mean deviance of my SP estimates from actual SP values was signifi-

cantly larger when my confidence was low (E(Dm|cm = low) = 5.34, 95% CI = [5.23, 5.46]) than

when it was high (E(Dm|cm = high) = 5.08, 95% CI = [4.95, 5.20]; one-sided permutation test,

p< 0.01; Fig 2D). This indicates that the changes in accuracy of my SP estimation across trials

can be predicted by my confidence.

The procedure for evaluating the predictive validity of the accuracy cues for others’ SP esti-

mation (n˚, a˚, and c˚) was identical to that of my confidence (cm) for my SP estimation, except

for the first step, whereby the raw measures of accuracy cues were differently preprocessed. As

for the number of others (n˚), the original three discrete values (1, 2, and 3) were used without

any transformation. The expected value of D˚ significantly decreased as the number of others

increased (E(D˚|n˚ = 1) = 5.02, 95% CI = [5.07, 5.36]; E(D˚|n˚ = 2) = 4.58, 95% CI = [4.46,

4.70]; E(D˚|n˚ = 3) = 4.25, 95% CI = [4.12, 4.36]; one-sided permutation tests for each pair,

p< 0.001 for all possible pairs; Fig 2E). As for the agreement between others (a˚), we normal-

ized the raw measures of a˚ij by categorizing them into high(er than the median) and low(er

than the median) values within each of the two respective pools of a˚ij. This normalization was

applied separately for the trials in which the number of others (n˚) was 2 or 3 to orthogonalize

the levels of a˚ against the levels of n˚ so that the predictive validity of a˚ for the accuracy of

others’ SP estimation could be evaluated independently of the levels of n˚. The expected value

of D˚ was significantly smaller when conditioned on the high level of a˚(E(D˚|a˚ = high) =

3.98, 95% CI = [3.85, 4.09]) than on the low level of a˚ (E(D˚|a˚ = low) = 4.87, 95% CI = [4.76,

4.99]; one-sided permutation test, p< 0.001; Fig 2E). As for others’ confidence (c˚), the same

preprocessing procedure was applied as for my confidence (cm), i.e., the raw values of c˚ were
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Fig 2. Validity and utility of the accuracy cues. (a) Error metric for SP estimation. For a given individual i, two

estimation errors were defined for a given item j, one quantifying the absolute deviance of my (i.e., individual i’s) SP

estimate from the actual SP value of the item (Dm
ij ¼ jSP

m̂
ij � SPjj), and the other quantifying the absolute deviance of

others’ SP estimate from the actual SP value of the item (Do
ij ¼ jSPô

ij � SPjj). (b, c) Complementary CDFs of absolute

estimation errors according to accuracy cue levels. (b) Complementary CDFs of the absolute errors of my estimates

(Dm) for the low (blue) and high (red) levels of my confidence (cm). (c) Complementary CDFs of the absolute errors of

others’ estimates (D˚) for the different levels of number of others (n˚; left panel), agreement between others (a˚; middle

panel), and others’ confidence (c°; right panel). (d, e) Means of absolute estimation errors for accuracy cue levels. Error

bars show the 95% confidence interval of means according to non-parametric bootstrapping. (d) Means of the absolute

errors of my estimates for low (blue) and high (red) levels of my confidence. (e) Means of the absolute errors of others’

estimates for the different levels of the number of others (n˚; left panel), agreement between others (a˚; middle panel),

and others’ confidence (c˚; right panel) (f, g) Means of relative estimation errors for accuracy cue levels. Error bars

show the 95% confidence interval of means according to non-parametric bootstrapping. (f) Means of the relative

errors of others’ estimates to my estimates (DRel) for the low (blue) and high (red) levels of my confidence. (g) Means of

the relative errors of others’ estimates to my estimates for the different levels of number of others (n˚; left panel),

agreement between others (a˚; middle panel), and others’ confidence (c˚; right panel). The small marks above the

horizontal brackets indicate the significance of the difference between two data points (•, p<0.1; �, p<0.05; ��, p< 0.01;
���, p<0.001). CDF: Cumulative density function.

https://doi.org/10.1371/journal.pone.0240997.g002
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categorized into high(er than the median) and low(er than the median) values within each

individual. The expected value of D˚ was significantly smaller when conditioned on a high

level of c˚ (E(D˚|c˚ = high) = 4.57, 95% CI = [4.47, 4.67]) than on a low level of c˚ (E(D˚|c˚ =

low) = 4.96, 95% CI = [4.83, 5.09]; one-sided permutation test, p< 0.001; Fig 2E).

In sum, all of the candidate accuracy cues significantly predicted the deviance of my SP esti-

mation (cm) or others’ SP estimation (n˚, a˚, and c˚) from the actual SP values. In other words,

the four accuracy cues were all informative about the accuracy of given SP estimates.

Utility of the cues for SP revision

As mentioned earlier, a given accuracy cue can be said to have ‘utility’ only when people can

benefit from appropriately modulating the degree of accepting others’ SP estimates across tri-

als based on that cue. While the results described above (Fig 2B–2E) indicate that the cues

carry predictive information about the accuracy of SP estimates themselves, this does not nec-

essarily imply that those cues have ‘utility’ for SP revision. The utility of any given cue in SP

revision can only be guaranteed when the cue carries information about the ‘relative accuracy’

of others’ SP estimates (SPô) compared with my SP estimates (SPm̂) across trials. We can imag-

ine some hypothetical situations in which a certain cue has validity for SP estimation accuracy

but has no utility for SP revision. In one such situation, a spurious association between an

accuracy cue and estimation accuracy may arise from the across-item variability in difficulty.

For example, when a given item is easy for estimation, my estimation and confidence tend to

be accurate and high, respectively. In turn, this will mean my confidence is capable of predict-

ing the accuracy of my estimation. However, others’ estimation accuracy also tends to be high

for an easy item. As a result, my confidence is related to the accuracy of both my estimation

and others’ estimation, but may not carry any information about the relative accuracy between

my estimation and others’ estimation. As shown in this example, the fact that a given cue can

predict the accuracy of my or others’ SP estimates does not guarantee that the same cue can

predict the relative accuracy between my and others’ SP estimates. For this reason, we assessed

the utility of the accuracy cues by evaluating whether they can predict the relative accuracy

between my and others’ SP estimates across trials. To do so, we defined an additional error

metric that reflects ‘relative accuracy’, DRel = Dm–D˚, which quantifies the proximity of others’

SP estimate to the actual SP relative to the proximity of my SP estimate to the actual SP. In

other words, this value indicates ‘how other’s estimate(s) is(are) more accurate than my esti-

mate when others and I work on the same item.’ Thus, if this value is high, we should accept

others’ estimates to a high degree.

Except for the number cue, the remaining three accuracy cues all failed to significantly pre-

dict DRel (Statistical significance was evaluated using the one-sided permutation test; see Mate-

rials and Methods for details). The relative accuracy was not significantly higher when my
confidence was lower than when it was higher (E DRelj cm ¼ lowð Þ = 0.642, 95% CI = [0.438,

0.766]; (E DRel jcm ¼ highð Þ = 0.536, 95% CI = [0.373, 0.695]; one-sided permutation test,

p> 0.1; Fig 2F); also others’ confidence level was not significantly related to relative accuracy.

(E DRel jco ¼ lowð Þ = 0.457, 95% CI = [0.277, 0.640]; E DRel jco ¼ highð Þ = 0.542, 95% CI =

[0.407, 0.68]; one-sided permutation test, p> 0.05; Fig 2G). The agreement between others

predicted relative accuracy to a moderate extent (E DRel jao ¼ lowð Þ = 0.694, 95% CI = [0.514,

0.876]; E DRel jao ¼ highð Þ = 0.940, 95% CI = [0.777, 1.11]; one-sided permutation test, p< 0.1;

Fig 2G).

Unlike the other cues, relative accuracy significantly increased as the number of others

increased (E DRel jno ¼ 1ð Þ = 0, 95% CI = [-0.180, 0.176]; E DRel jno ¼ 2ð Þ = 0.671, 95% CI =

[0.496, 0.846], E DRel jno ¼ 3ð Þ = 0.980, 95% CI = [0.802, 1.15]; one-sided pairwise permutation
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tests, p< 0.001 for n = 1> n = 2 and for n = 1> n = 3; p< 0.05 for n = 2> n = 3; Fig 2G). To

summarize the results so far, whereas the four accuracy cues were all significantly informative

about the accuracy of SP estimation, this informativeness was not so much useful in SP revi-

sion per se for the confidence and agreement cue as for the number cue.

Ideal-learner analysis

Next, we carried out an ideal-learner analysis to define the ideal way of using the accuracy cues

to modulate the degree of accepting others’ SP estimates. Here, the ideal way refers to one that

maximizes the benefit of social revision of SP estimation, i.e., one that minimizes the absolute

deviation of revised SP estimates from actual SP values. We defined the ideal way of using the

accuracy cues by finding the ‘ideal’ regression coefficients for the four moderators cm, n˚, a˚,

and c˚ in the regression model described previously (Eq 1). To simplify interpretation and

comparison of their coefficient values, we assigned the following dummy values to the modera-

tors’ categorical states: -0.5 to ‘lower half’, +0.5 to ‘higher half’, and 0 to ‘median’ for cm, a˚ and

c˚; -1 To fairly compare the effects of modulators in magnitude, we assigned the dummy vari-

ables to n˚ such that they reflects the variance in a way comparable to that of the other modula-

tors: -0.5 to ‘n = 1’, 0 to ‘n = 2’, and 0.5 to ‘n = 3’ for n˚ (see Materials and Methods for details).

To find the ideal regression coefficients, we first created an ideal agent (instead of an actual

participant) who ‘ideally translates the observed values of my SP estimation (SPm̂
ij) and others’

SP estimation (SPô
ij) into revised SP estimates (ideal SPr̂

ij) by strictly following our revision

model without any random noise in behavior (ε = 0). Note that we refer to the outcomes of

this ideal revision as ideal SPr̂
ij to distinguish it from those of human participants (SPr̂

ij). Sec-

ond, we identified the ideal set of model parameters (W0
�, βcm�, βn�, βa�, βco�, and B�) that

would minimize the absolute deviation of the revised SP estimates of the ideal agent

(ideal SPr̂
ij) from the actual SP values (SPj) as follows:

½W0
�; bcm

�; bn
�; ba

�; bco
�;B�� ¼ Argmin

X

i;j

�
�SPj � ideal SPr̂

ij

�
� ðEq 2Þ

where i and j indicate an individual and an item, respectively, which means that the data

acquired from all experimental trials (n = 6,840) contributed to the cost function. Finally, we

interpreted the coefficient parameters for the four moderators in Eq 2 (βcm�, βn�, βa�, and βco�)
as the ‘ideal’ leverages that should be assigned to the four accuracy cues (cm, n˚, a˚, and c˚),

respectively, to maximize the benefit of social revision of SP estimation.

The directions of the ideal leverage values were consistent with the utility results, whereby a

significant positive shift was found for the number of others (βn� = 0.257), but the degree of

shifts were quite smaller for the other cues than for the number cue: others’ agreement (βa� =

0.071), own confidence (βcm� = −0.049) and others’ confidence (βco� = 0.026) (Fig 3A). These

results indicate that a rational agent who aims to maximally benefit from SP revision should

modulate the degree of accepting others’ SP estimates based on the accuracy cues as instructed

by the directions and magnitudes of the ideal leverage values. Note that the leverage value

assigned to the number cue is substantively greater than those assigned to the remaining cues,

which is consistent with the results of the utility analysis. This means that the ideal learner

should modulate the degree of acceptance mostly based on the number of the others but not

much so based on the remaining cues. In what follows, we used these ideal leverage values as

the ideal criteria for evaluating how effectively participants use the accuracy cues in SP

revision.
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Human use of the cues for SP revision

As the final step, we evaluated how effectively people use the accuracy cues for SP revision by

inspecting how closely human use of the accuracy cues followed the ideal. This was assessed

using the ideal-learner analysis described in the previous section. Basically, to capture how par-

ticipants modulated the degree of accepting others’ SP estimates based on the accuracy cues,

we used the same regression model (Eq 1) as was applied in the ideal-learner analysis. How-

ever, we introduced the following additional assumptions to address noisy responses and indi-

vidual differences that were present in the data. First, the noise term ε, which was set to zero in

the ideal-learner analysis, was assumed to be non-zero because, unlike the ideal learner, a

human learner is likely to exhibit random variability in revision behavior (e.g., revising differ-

ently when the same trial is repeated). Specifically, we assumed that such noise would be dis-

tributed across trials in a beta binomial distribution rather than in a Gaussian distribution,

which is typically assumed in conventional regression models. The beta binomial distribution

is appropriate for the current study because the response variable (ranking scores) is bounded

between 1 and 24, and because the error distribution shape tended to be skewed around the

boundaries (see S1 Text for details). Second, to take into account the idiosyncratic differences

in coefficient and responses bias across individuals, we built a hierarchical regression model

(HRM; See S1 Text for details) by extending the basic regression model such that the coeffi-

cients of individuals were assumed to be random samples from a normal distribution with a

mean, called a ‘fixed effect’. The fixed effects in the HRM allowed us to quantify the typical

way in which human participants, on average, use the accuracy cues to modulate the degree of

accepting others’ SP estimates.

The modulatory coefficients for the accuracy cues, which were estimated as the fixed effects

in the HRM using a Bayesian estimation method [34] (see S1 Text for details), were as follows:

βcm = −0.103, βco = −0.012, βa = 0.150, and βn = 0.168(Fig 3A). The estimated coefficients all

significantly deviated from zero, except for the subjective confidence of others; the 95% CI of

the coefficient only included zero for βco ([−0.041,0.055]), and not for βcm([−0.147,−0.055]), βn
([0.045,0.120]), or βa ([0.093,0.201]). When compared with the ideal learner’s behavior, partic-

ipants’ actual usage of the accuracy cues was different in several aspects (Fig 3A). First, people

used the number cue in the right direction, but the degree of acceptance modulation fell short

to reach the ideal one. Second, people over-modulated the degree of acceptance based on the

agreement cue and their own confidence cue compared to their respective ideal degrees of

modulation. The only good correspondence between the ideal learners and human partici-

pants was found when using the cue of others’ confidence: neither the ideal learner nor human

participants modulated the degree of acceptance based on the others’ confidence cue.

We also found that the coefficient for the overall acceptance of others’ SP estimate (W0 =

0.49, 95% CI [0.490, 0.532]) was significantly smaller than its ideal value (W0
� = 0.63). W0

would be close to 2/3, since on average, participants were exposed to two others’ estimates, if

participants gave equal weights to all estimates, including their own and individual estimates

of others. However, 0.49 was significantly smaller than 2/3. This result is consistent with the

well-known egocentric bias in opinion revision, whereby we sub-optimally give a greater

weight to our own opinions than to those of others [16,17,35].

Replication of main findings

When using alternative methods to analyze our data, we found that the main findings were

not qualitatively affected. First, we estimated the modulatory effects of accuracy cues by fitting

the basic regression model (Eq 1) with the deviation minimization method (Eq 2) for the ideal

learner, and by fitting the HRM (see S1 Text for details) with the Bayesian estimation method
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Fig 3. Comparison between ideal and human SP revisions. (a) Results of the regression analyses. Green and orange

circles represent the model parameters estimated by the ideal-learner analysis (Eq 2) and the human data analysis (See S1

Text for details). Error bars are the 95% confidence intervals of the parameters, which were estimated by a Bayesian

method (95% interval of posterior distribution of each parameter; see S1 Text for details). (b) An illustrative summary of

the comparison between ideal and human SP revisions. Top, we conceptualized SP revision as the extent to which people

accept others’ SP estimate (black circle) by shifting their initial SP estimate (black triangle) to somewhere in between the

initial and others’ estimates (black square). Middle, using the ideal-learner analysis, we identified the optimal way of

revising SP by quantifying the overall shift (W�
0
; length of green line) and the direction and magnitude of acceptance

modulation for each of the accuracy cues βcm�, βn�, βa�, and βco�; red and blue arrows). Bottom, the human data analysis

revealed that the human way of revising SP estimates is different from the ideal way of using the accuracy cues in social

revision of SP estimates. Especially, the extent to which human individuals use their own confidence cue and the

agreement cue much exceeded their respective ideal extents. Also, people showed a smaller degree of overall acceptance

(orange horizontal line) than the optimal degree (green horizontal line).

https://doi.org/10.1371/journal.pone.0240997.g003
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for the human participants. Although the HRM is simply an extended version of the basic

model that incorporates noisy responses and individual differences, it is possible that the

observed mismatches between the ideal and human coefficients were a result of the use of dif-

ferent regression models and estimation methods. To address this possibility, we estimated the

modulatory effects of accuracy cues for the human participants using the same equation and

procedure as those used in the ideal-learner analysis. Specifically, we replaced the actual SP

value (SP) with the observed, revised SP estimates of human participants (SPr̂) in Eq 2 to find

the modulatory coefficients that would be used by a hypothetical, noise-free learner whose SP

revision behavior best matched the human SP revision. We refer to this alternative way of

assessing human use of the accuracy cues as the ‘noise-free human-learner analysis’ (see S2

Text for details). Thus, the coefficients in the noise-free human-learner analysis can be consid-

ered as capturing the representative human use of accuracy cues without taking noisy

responses and individual differences into account. The conclusion drawn from the coefficients

acquired with the noise-free human-learner analysis did not qualitatively differ from our origi-

nal conclusion that was based on the coefficients acquired with the HRM and Bayesian estima-

tion method (see S2 Text).

Second, in the current regression models, we converted the raw values ({1, 2, 3}) of the

accuracy cue of ‘the number of others’ (n˚) into {-0.5,0,0.5} and evaluated its influence with a

single coefficient (βn). Although this procedure was adopted to be consistent with the proce-

dure in which the other accuracy cues were converted and evaluated, it cannot reflect a poten-

tial nonlinearity in influence that might occur as the number of others increases. Specifically, a

greater change in influence is expected when the number of others increases from 1 to 2 than

when it increases from 2 to 3, according to previous work [23]. To address this nonlinearity,

we modified the regression models such that the modulatory effects of the change from 2 to 1

and of that from 2 to 3 others were separately captured by two different regressor variables (see

S2 Text). When these modified regression models were applied, the modulatory effect of the

change in number from 2 to 1 was indeed greater than that from 2 to 3, both in the ideal-

learner analysis and in the human use analysis. More importantly, the main findings concern-

ing the utility and use of the remaining accuracy cues (βcm, βn, and βa) were unaffected by use

of the alternative regression models.

Finally, previous studies on advice-taking have often descriptively quantified the acceptance

of others’ advice using an index called “weight on advice” (WOA) [17,36], which measures a

scaled shift of an individual’s opinion toward others’ advice on a trial-to-trial basis ((final esti-

mate–initial estimate)/(advisor recommendation–initial estimate)). Thus, a WOA measure

can be considered as corresponding to the coefficient W in our regression models. By treating

WOA as W, we evaluated the influence of the accuracy cues on WOA measures by examining

whether the mean WOAs differed between the trial groups corresponding to the high and low

levels of each of the accuracy cues, then, by regressing the WOA measures onto the accuracy

cues in a multiple linear regression model. The results from both analyses supported our main

findings: participants used ‘my own confidence’, ‘agreement between others’, and ‘the number

of others’, but did not use ‘others’ confidence’ in SP revision, as summarized in Fig 3A (see S4

Text).

Discussion

The current study investigated i) whether the candidate accuracy cues (number, agreement,

and confidence) have ‘utility’ for optimal revision of opinions on problems with ‘socially cor-

rect’ answers and ii) whether people effectively use those cues in such revisions. As for the first

question, we found that, while all those cues validly predicted the accuracy of SP estimates,
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only the number cue had a significant utility for SP revision, but the remaining cues had only

moderate or negligible degrees of utility compared to the number cue. So, for optimal revision,

the degree of acceptance should be modulated mainly by the number of others, but only mod-

erately or almost none by the other remaining cues. As for the second question, we found that

people used the number cue in a manner consistent with the optimal way. But we found that

people also used both of the agreement cue and own confidence cue significantly during social

revision to the extent to which they used the number cue, despite the fact that the utilities of

the agreement and confidence cues were a lot less than the utility of the number cue.

Our contribution is novel in that the ‘number’, ‘agreement’, and ‘confidence’ cues were

concurrently evaluated for their utility and use in social revision for problems with socially

correct answers, such as SP. Our contribution is also important in that social revision is con-

sidered as the most typical, if not the only, way to improve the accuracy of personally formed

estimates on problems with socially correct answers, whereas there are many methods other

than social revision that can be used to improve accuracy for problems with factually correct

answers (e.g., acquiring additional information by referring to non-human sources). In what

follows, for each of the accuracy cues, we will compare our findings with previous ones, and

discuss how the utility and use of accuracy cues differ between different types of problem.

Utility and use of the number-of-estimates cue

Our findings on the utility of the number cue are consistent with previous findings on other

types of problem [23,25,37], both qualitatively and quantitatively. Qualitatively, the relative

accuracy of the mean of others’ SP estimates to individual’s initial SP estimate increased as the

number of estimates increased. Quantitatively, the magnitude of modulating the acceptance of

others’ SP estimates was greater when the number changed from 2 to 1 than when it changed

from 2 to 3 (S2 Text). That difference in magnitude found in our study is consistent with previ-

ous findings, in that it closely followed the well-known ideal revision rule in which the optimal

degree of accepting the averaged estimates of others (in our study, SPô) is determined by n/(n
+ 1), where n is the number of estimates. Likewise, our findings on the human use of the num-

ber cue are also consistent with those of previous studies [23,29,38], in that people decreased

and increased the acceptance of others’ SP estimates as the number decreased and increased,

respectively. Put together, the number of opinions or estimates appear to be general accuracy

cues that have utility and are used by people robustly, regardless of the types of problem.

However, the above conclusion about the effective human use of the number cue does not

indicate that participants showed the optimal degree of accepting others’ SP estimates across

trials in an absolute sense. To make this claim, people must have both overall acceptance and

modulatory effects that are matched to the ideal effects. However, according to our results,

people showed significantly smaller overall acceptance (W0 in our model) than the ideal,

which suggests that they gave a significantly smaller weight to others’ opinions (i.e. ego-centric

discounting [11,16,35]) than the optimal weight. Thus, by “effective use” of the number cue for

SP revision, we mean that people modulate the degree of accepting others’ estimates in a rela-

tive sense, assigning a higher weight to others’ estimates when the number is relatively larger

despite the overall egocentric bias. In other words, if the egocentric bias can be overcome or

mitigated, e.g., by taking other people’s perspectives on board [39], people are potentially capa-

ble of regulating their SP revision based on the number cue in a near-optimal fashion in an

absolute sense. This issue of distinguishing between the absolute optimality in weighting and

the effective use of modulatory cues should also be applied to our interpretations about the

human use of the other accuracy cues in the text below.
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Utility and use of the agreement-between-estimates cue

Compared to the number cue, it is less obvious whether the agreement cue has utility. It is pos-

sible that an agreement between people’s estimates does not indicate the accuracy of those esti-

mates but instead signals the presence of ‘shared blind spots’ that arise from shared

experiences or prior interactions, which lead to shared errors [18,40–42]. On the other hand, it

makes sense that an agreement between others’ estimates is likely to indicate the accuracy of

those estimates [43], probably because people tend to provide similar opinions when problems

of interest are relatively easy, and thus those estimates are closer to the true answer [44]. How-

ever, if the association between the agreement cue and other’s estimation accuracy is merely

due to the across-item variability of problem difficulty, the agreement cue is also associated

with my initial estimation accuracy to a similar degree. Then, the agreement cue becomes irrel-

evant to the accuracy of others’ estimate relative to my estimate, which means that the associa-

tion between estimation accuracy and the agreement cue is not sufficient for the agreement

cue to have utility in social revision. Despite the marginal statistical significance (p~0.05), the

agreement cue had a slight degree of utility in our data. Then, what possibly makes the agree-

ment cue have utility in social revision?

From a statistical standpoint, the work by Yaniv and colleagues [24,25] has suggested that

the shape of the distribution of individuals’ estimates around the true value is critical for deter-

mining whether agreement between estimates has utility for social revision. In particular, the

authors found that discounting opinions that deviate from the mean is an effective strategy for

improving the accuracy of social revision when the distribution of estimates has thicker tails

than would be expected under a normal distribution. It makes sense to use the strategy of devi-

ant discounting because such distributions imply the prevalence of outlying estimates, which

is known to occur frequently in various types of human estimation [26]. In our data, the kurto-

sis of error distribution was larger than three (3.2), which means that the error distributions

had slightly thicker tales than would be expected under a normal distribution. For this reason,

the agreement cue might have a slight—but statistically insignificant—degree of utility.

Despite its weak and insignificant degree of utility, people’s use of the agreement cue in our

task was very clear. The degree to which people accepted others’ opinions was significantly

affected by the agreement between others estimates, and the acceptance degree was comparable

to that of the number cue. People’s use of the agreement cue (e.g., deviant discounting) has

been reported in many different kinds of tasks, including not just advice-taking tasks [24,25,45],

but also those involving numerical or emotional integration [46,47]. In this regard, the current

findings extend those previous findings by showing that people use the agreement cue for prob-

lems with socially correct answers. Here an interesting question is whether the degree of using

the agreement cue (or deviant related behavior) varies across problem domains. We conjecture

that people’s use of the agreement cue could be more pronounced in our task because of the

‘social’ nature of SP estimation, which may prompt people to conform to ‘socially agreed’ esti-

mates while avoiding ‘socially deviant’ estimates. Further work is required to investigate this

possibility by, for example, comparing human use of agreement cues between problems with

‘socially correct’ answers and those with ‘factually correct’ answers.

Utility and use of the subjective-confidence cue

Previous work has suggested that the utility and use of confidence cues are highly dependent

on the type of problems. Both the utility and human use of confidence cues are evident in

revising opinions for problems with ‘objectively correct’ answers, so called “intellective prob-

lems” (e.g., a mathematical question), but are very weak or negligible for problems with ‘sub-

jectively correct’ answers, so called “judgmental problems” (e.g., rating a movie) [13,28]. On
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the other hand, some studies have suggested that confidence cues carry valid information

about the accuracy of an estimation for problems that involve ‘social prediction’ (e.g., predict-

ing peers’ responses to hypothetical daily events) [48,49]. We found that the confidence cue

has significant information about estimation accuracy of SP estimation per se but has only a

negligible degree of utility for social revision of SP estimates. This result indicates that people

have the metacognitive ability of predicting whether their own estimation about ’how other

people like a given item’ is accurate or not, but that they are not supposed to decide to accept

other’s opinions based on their subjective feeling of confidence for optimal revision. More spe-

cifically put, an SP estimate with higher levels of confidence surely indicates that the estimate

on a given item is more accurate than the estimates on other items with lower levels of confi-

dence, but they do not warrant that their own SP estimates are more accurate than the other

people’s estimates about the same item.

The lack of confidence utility is different from previous reports, where confidence has util-

ity during social revision for solving problems that have ‘factually correct’ answers [24,50]. We

think that, in such kinds of problems, trial-to-trial changes in confidence have a stronger rela-

tionship with accuracy, and this relationship remains useful even when accuracy is defined in

a relative manner. More specifically, when solving problems with factually correct answers, the

trial-to-trial variability in confidence is likely to indicate how accurate an estimate on a given

item is compared to the other people’s estimates on the same item. But this seems to be not the

case for solving problems with socially correct answers, as those used in our study.

One of the most intriguing findings of the current study is the asymmetry in the use of the

confidence cue; although both individual’s own and others’ confidence have negligible degrees

of utility for SP revision, people substantively modulated the acceptance of others’ SP estimates

based on their own confidence, but not at all based on others’ confidence. To our knowledge,

this is the first report of the asymmetric use of confidence for social revision. Previous advice-

taking or group-decision-making studies have mainly focused on whether people use others’

(e.g. advisor’s) confidence to adjust the acceptance of others’ advice or decisions [17,21,44,51].

One possible contributor to the asymmetric use of confidence found in our study could be the

low degree of ‘demonstrability or persuasibility’ of problems with ‘socially correct’ answers

[20]. According to this idea, problems differ along a spectrum in demonstrability, which is the

extent to which people can persuasively demonstrate to others that their answer is the correct

one, with intellective and judgmental problems at each end of spectrum. Problems with

‘socially correct’ answers, such as SP estimation (e.g., “Which movie do Korean people prefer

most?”) seem slightly more ‘demonstratable’ than judgmental problems (e.g., “Which movie is

funnier?”), but a lot less ‘demonstrable’ than intellective problems (e.g., “What is the probabil-

ity of rolling two fives in a row with one die?”). If so, ‘confident’ estimates for socially correct

or judgmental problems are less acceptable than those for intellective problems. This idea is in

line with previous reports that people modulate the acceptance of others’ opinions based on

others’ confidence when dealing with intellective problems, but not so much when dealing

with judgmental problems [13,28]. By contrast, we suggest that people modulate the accep-

tance of others’ SP estimates based on their own confidence because there is no need for ‘dem-

onstration’ or ‘persuasion’ about the accuracy of their own estimates.

Limitations and future directions

Our results about the human use of accuracy cues are a population-level summary of how peo-

ple, on average, use those cues for social revision, and do not address the issues of individual

differences or inter-trial behavioral variability, which were treated as nuisance variables (ran-

dom effects and noise) in our regression model (the HRM). Thus, our results do not
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necessarily indicate that every person modulates the degree of accepting others’ SP estimates

based on the accuracy cues to the extents indicated by the modulatory regression coefficients

(βcm, βn, βa, and βco) on every single trial. Our data suggest that individuals differ considerably

in how consistent their use of the accuracy cues is with the ideal use, and that there is consider-

able trial-to-trial variability in modulatory behavior. While these interesting research topics

were beyond the scope of the current work, they could be the subject of future work.

Another remaining issue is related to the fact that we asked people to estimate the ranking

of items within a given set of items [31,52]. We opted to do so mainly because people’s prefer-

ences for sociocultural items are typically expressed on an ordinal scale (e.g., “This song is

ranked at number 3”). Furthermore, rank estimates are naturally normalized within each indi-

vidual and thus can be easily shared between people. By contrast, other not-naturally-normal-

ized estimates such as ratings are not readily sharable between people because the estimation

criterion might differ between individuals; this makes it unclear as to whether observed differ-

ences in estimation are due to differences in item properties or differences in estimation crite-

rion. Despite these merits, the ranking method we used has one drawback; due to its bounded

nature, the extremity of estimates tends to covary with subjective confidence or agreement

between others’ estimates. In particular, estimates that are close to the extreme values tend to

be accompanied by higher confidence measures than do estimates in an intermediate range.

This link between confidence and extremity in estimation makes it difficult to determine

whether the observed utility or use of a confidence cue should be ascribed to subjective confi-

dence itself or, alternatively, to extremity in estimation. This issue limits our conclusions about

the utility and use of the confidence cue for social revision and calls for the use of an alternative

method of acquiring SP estimates other than the ranking method in future studies. Nonethe-

less, considering that SP values are prevalently ranked in our daily social life, and that confi-

dence and extremity in bounded-scale estimation (in our case, ranking) are naturally coupled

with each other [29,53], we believe that our conclusions about the utility and asymmetric use

of confidence still contribute to our understanding of the contributions of subjective confi-

dence to social revision of SP in real-world situations.

Materials and methods

Participants

A total of 80 undergraduate students at Seoul National University volunteered to participate in

the 90-minute experiment in exchange for a compensation of 13 USD. Participants all had

normal or corrected-to-normal vision and were recruited via the SONA system, which is a

cloud-based participant management software (https://snucube.sona-systems.com/). Written

informed consent was obtained from all participants before the experiment, which was per-

formed in compliance with the safety guidelines for human experimental research, as approved

by the Institutional Review Board of Seoul National University. Written informed consent was

obtained from all participants before the experiment, which was performed in compliance

with the safety guidelines for human experimental research, as approved by the Institutional

Review Board of Seoul National University. (IRB No. 1604/003-014).

We carried out a total of 20 experimental sessions; in each session, four participants were

asked to perform an experimental task as a group. All four volunteers showed up for 17 ses-

sions, but one volunteer did not show up for the remaining three sessions. As a result, a total

of 77 volunteers (36 female; aged 18–27 years; mean age, 21.7 years; standard deviation, 2.46

years) participated in the experiment, 68 as part of a four-person unit and 9 as part of a three-

person unit. Although participants signed up for experimental sessions independently and at

their convenience, there were sessions in which two participants happened to know each other
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before participating in the experiment. Otherwise, none of the participants in the same unit

had met before the experiment.

Experimental setup and stimuli

Each experimental session was carried out in a quiet room. Four participants (and three partic-

ipants for the exceptional three sessions as described earlier) sat facing each other around a

round table (radius, 0.45 m) such that they could hear the key strokes made by their partners;

this setup was intended to promote social presence (Fig 4B). However, the monitors and

response boxes were arranged such that individual participants could not see their partners’

responses.

On each trial, participants viewed a visual artwork on a computer screen (Fig 4A) and

guessed how it would be ranked in popularity for a given genre of visual art by betting virtual

coins on a certain range of ranks. They were told that they would only win coins invested at

the actual rank (blue bar in Fig 4C). A monitor display (1280 x 1024 pixels at 60 Hz refresh

rate, LG Flatron L1954TP_PF, LG Electronics, Nanjing, China) and a number pad were

assigned to each participant. Each participant performed the task twice on each of the total 120

artworks; they initially guessed the rank without knowing what their partners had guessed (ini-

tial-round trials, Fig 4D), and then had a second chance to guess the rank after seeing their

partners’ guesses (revision-round trials, Fig 4D).

We chose artworks that varied considerably in subjective task difficulty so that betting

responses would vary not only between artworks, but also between participants. We did so to

generate sufficient trial-to-trial variability in subjective confidence and reduces the trial-to-

trial co-variability between my confidence and others’ confidence. If not, it would have been

difficult to observe the effects of confidence due to its small variability, and difficult to differen-

tiate the effects of my confidence and those of others’ confidence due to the co-variability

between the two variables. To create sufficient degrees of variability in difficulty across both

artworks and participants, we selected artworks using the following procedure. First, 24 art-

works from five genres of visual art were selected, namely, ‘architecture’, ‘fashion design’,

‘industrial design’, ‘painting’, and ‘sculpture.’ We chose these genres under the assumption

that the participants (undergraduate students) would have varying degrees of knowledge about

them. Second, we created variability in the task difficulty between artworks within a given

genre. For this, we asked five graduate students who were majoring in fine art to recommend

25 to 60 items that would fit into one of three aesthetic categories (‘negative’, ‘neutral’, and

‘positive’ subjective feeling). We chose the final 24 artworks for each genre according to prefer-

ence surveys completed by students who did not major in any arts, such that their averaged

preferences were roughly evenly distributed.

Task

At the beginning of each experimental session, we told participants the following: “You are

going to see 24 visual artworks, which have been exhibited at an online gallery for a month.

More than a thousand people have visited the gallery and expressed their preferences by click-

ing on either a ‘like’ or ‘dislike’ button for each item. By subtracting the number of ‘dislike’

marks from the number of ‘like’ marks for each item, we ranked the artworks in the order of

popularity by assigning ‘1’ to the most preferred item and ‘24’ to the least preferred item. You

will be asked to guess these rankings.” Participants then completed five blocks of trials, one

block for each genre. Each block comprised two rounds of trials, including 24 initial-round tri-

als followed by 24 revision-round trials.
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Fig 4. Experimental setup, stimuli, and task. (a) Two modes of stimulus view. Left (“betting mode”), only the target

item on a current trial was shown with the betting axes. Participants expressed their bets about what the actual SP

ranking of the item was on the axis at the bottom on both initial-round and revision-round trials, and viewed their

partners’ bets on the axes above their own on revision-round trials. Right (“review mode”), the target item (demarcated

with a red box) was shown together with an entire set of items within a given genre. Participants could switch between

the two modes by pressing a key. (b) Top view of the experimental setup. Four participants in a single session unit were

seated around a round table such that they could not see each other’s responses. (c) An example bet distribution.

Participants stacked the coins, which were visualized as a histogram on the betting axis. Participants were told that they

would only win coins that had been bet on the actual SP (blue bar), which was unknown to them during the

experiment. The ranking at the peak of the bet distribution was taken as a measure of SP estimation (ŜP ). (d) An

example pair of bets in the initial and revision rounds. Left, although all four participants initially expressed their own

SP estimate, they only saw their own SP estimate (gray histograms), but not the others’ (empty histograms), during the

initial round. Right, participants were exposed to none or a few (0–3) of the others’ SP estimates and given a second

chance to make their bet. In this example, two randomly chosen SP estimates of others (gray histograms on the second

and third rows) were revealed. The original artwork images were replaced with hand-drawing images for an illustrative

purpose in here.

https://doi.org/10.1371/journal.pone.0240997.g004
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On each initial-round trial, four participants within a given unit viewed an artwork for as

long as they wanted; they indicated their best guess (rbest)of the item’s ranking by placing the

maximal bet at that rank and expressing the confidence in their guess by piling their bets

around the best guess. The coins betted over ranks were displayed to participants as a histo-

gram, which will henceforth be referred to as a “bet distribution” (as illustrated in Fig 4C). The

sum of coins was always fixed at 100, and the bet distribution approximately followed a discre-

tized normal distribution over 24 ranks, which means the coins that betted on the ranking (r:

1~24) is as follows:

Betted coins at r ¼ C
1
ffiffiffiffiffiffiffiffiffiffi
2ps2
p e�

ðr� rbestÞ
2

2s2

where r is a rank ranging between 1 and 24, rbest is the rank with the maximal bet, σ is the stan-

dard deviation of the distribution, and C is the normalization factor that makes the sum of

coins 100. Participants manipulated the location and width of the bet distribution by adjusting

rbest using the “4” and “6” keys on the number pad, and σ using the “2” and “8” keys, respec-

tively. Participants could adjust σ as one of the 19 values: 0 or 1 / (2.5 � (1–0.05 � k)), where

integer k ranged from 1 to 18. When the level of σ was 0, all coins had been betted at rbest. We

treated rbest as an SP estimate, ŜP. When adjusting the location and width of the bet distribu-

tion, participants were permitted to review the entire set of 24 artworks within a given genre

(as shown in Fig 4B), which helped them to rank a given artwork by comparing it with all

other artworks within the genre by clicking on a “review” button whenever needed. In the ini-

tial round, however, participants were neither allowed to see their partners’ screens nor were

they informed of their partners’ bets. Each trial was completed when all four participants had

finalized their bets, and the next trial then began, resulting in a mean trial duration of 14.3 s

(standard deviation = 9.5 s).

The procedure for the revision-round trials was identical to that for the initial-round trials

except that participants were, in most of the trials, informed of the coin distributions made by

their partners in the preceding initial round. To investigate how participants’ updating of their

SP estimates depended on the number of others’ SP estimates, we varied the number of bet dis-

tributions revealed to participants over trials by showing one, two, three, or no (zero) distribu-

tions at an equal proportion (25%). The no-distribution condition was included to

characterize the changes of each individual’s personal estimation that may have occurred due

to repeated guesses made on the same artwork (but these data were not used in this study). We

also controlled the frequency of exposure of any given partner not to be larger than those of

other partners across trials (see S1 Table for details).

The presentation order of the 24 artworks was randomized separately and independently

across participants in the same session. However, within each participant, the order of item

presentation was identical between the initial round and the revision round. Once participants

had completed the initial and revision rounds within a given genre, we informed them of their

overall performance by showing them how many coins they had won so far. This helped them

to remain motivated to perform the task as well as they could. The next session with a new

genre then began. The presentation order of genres was randomized across session units.

Definition of actual SP

To define the actual SP values of the individual items used in the main experiment, we con-

ducted an online survey in which many (100) people provided their own personal preferences

for each item. Those who participated in this survey did not participate in our main experi-

ment and were paid 10,000 KRW for their participation in the survey. They indicated their
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preference for a given item by choosing one of the integer scores ranging from 0 to 10. For

normalization across participants and genres, they were asked to scale their preference scores

such that the least preferred item to be 0 and the most preferred item to be 10 in each genre

(24 items). We ranked the items based on the across-individual average of preference scores

such that actual SP values of 1 (top rank) and 24 (bottom rank) were assigned to the items with

the greatest and smallest average preference scores, respectively. This procedure was imple-

mented separately for each of the five genres.

To confirm the validity of the scores acquired via the online survey, we also gathered per-

sonal preference data from a separate population of participants via an offline survey. A total

of 225 people who visited a local museum participated in this offline survey upon request.

They saw the 24 items of each genre simultaneously and marked the 5 most preferred items

and the 5 least preferred items. For each item, we calculated the preference score by subtract-

ing the number of people who disliked the item from the number of the people who liked it.

Then, we took the ranking of the preference scores as the actual SP values. The rankings deter-

mined by the offline survey were highly correlated with those by the online survey (Spearman

r = 0.885). More importantly, the main results regarding the utility of the accuracy cues were

consistent between the online and offline surveys (see S3 Text for details).

Regression model for social revision of SP estimates

To quantitatively capture the contributions of the accuracy cues to the modulation of accepting

others’ SP estimates, we built a basic regression model, as defined in Eq 1 in the Results section.

For the sake of simplicity, Eq 1 lacks several details, including the subscripts that represent

individuals (i) and items (j), and the dummy values that were assigned to the accuracy cues.

The full description of the basic regression model is as follows:

SPr̂
ij ¼ SPm̂

ij þWij ðSP
ô
ij � SPm̂

ijÞ þ B þ �ij;

Wij ¼W0 þ bcm cmij þ bn n
O
ij þ ba a

O
ij þ bco c

O
ij

where the dummy values of the accuracy cues were defined as follows:

cmij ; c
o
ij 2 f� 0:5; 0; 0:5g; aoij 2 f� 0:5; 0; 0:5g; no

ij 2 f� 0:5; 0; 0:5g

We determined the dummy values for the confidence accuracy cues (cmij, c˚ij) by assigning

-0.5 to the raw measurements of confidence that were smaller than their median value, 0 to

those that were equal to the median value, and +0.5 to those greater than the median value.

Here, the median value was defined from the raw confidence measurements within each indi-

vidual. These assignments allowed us to directly interpret the regression coefficients βcm (and

βco) as the difference in acceptance modulation between the trials in which individual (others’)

confidence was smaller than the median and those in which individual (others’) confidence

was greater than the median. The dummy values for the agreement accuracy cues (a˚ij) were

determined by a similar procedure to that used for the confidence accuracy cues, by assigning

-0.5, 0, and +0.5 to the measurements smaller than, equal to, and greater than the median

value, respectively. However, this procedure was different from the value assigning for confi-

dence in two important aspects. First, the dummy values could be assigned only in trials in

which the number of others’ SP estimates was more than one. Second, the median value was

not defined by using the raw agreement measurements within each individual, but by using

raw agreement measurements across individuals within each of the two number of others con-

ditions (n = 2 or n = 3) because the median of standard deviations (reciprocals of agreement)

depends on the number of samples (3.18 for n = 2 and 4.16 for n = 3). Unlike the confidence
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and agreement cues, the number cue has categorical values and thus did not require the

median-split procedure. Instead, we assigned -0.5, 0, and 0.5 for n = 1, 2, and 3, respectively.

These assignments allow βn to be interpreted as the change in the difference in acceptance

modulation as the number of others’ SP estimates increases by 2 steps.

Permutation test for differences in mean between two groups

To evaluate the validity and utility of the accuracy cues, we tested whether the means of devi-

ances significantly differed between two subgroups of a single population, split by the value of

one of the accuracy cues. For example, we wanted to test whether the mean deviance in high-

confidence trials is smaller than that of low-confidence trials (Fig 2D–2G). For statistical test-

ing, we considered two things. First, we expected the difference in mean deviance between the

two groups of trials to be in a particular direction, such that the mean deviance would be

smaller in the subgroup with a high (level) accuracy cue (e.g. high-confidence trials) than in

the subgroup with a low (level) accuracy cue (e.g. low-confidence trials). Thus, we used one-

tailed p-value to assess statistical significance. Second, we expected that within-group data

were unlikely to be normally distributed, which means that a two-sample t-test was not appro-

priate. Thus, we carried out a non-parametric one-tailed permutation test by approximating

the sampling distribution of differences between means, and calculated the p-values from that

distribution using the following steps. First, the subgroup labels were randomly re-assigned

(permutated) for all trials. Second, the difference in mean deviance between the re-assigned

subgroups was calculated, which resulted in a sample of the sampling distribution. Third, the

first and second steps were repeated until a sufficiently large number of samples (10,000 times)

was obtained. Finally, the p-value for the observed mean difference was calculated from the

sampling distribution as follows:

p value ¼
Number of samples in sampling distribution larger than observed difference between means þ 1

Total number of samples in sampling distributionþ 1
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1. Hönekopp J. Once more: Is beauty in the eye of the beholder? Relative contributions of private and

shared taste to judgments of facial attractiveness. J Exp Psychol Hum Percept Perform. 2006; 32: 199–

209. https://doi.org/10.1037/0096-1523.32.2.199 PMID: 16634665

2. Kameda T, Tindale RS, Davis JH. Cognitions, Preferences, and Social Sharedness: Past, Present, and

Future Directions in Group Decision Making. In: Schneider SL, Shanteau J, editors. Emerging Perspec-

tives on Judgment and Decision Research. Cambridge: Cambridge University Press; 2003. pp. 458–

485. https://doi.org/10.1017/CBO9780511609978.016

3. Leder H, Goller J, Rigotti T, Forster M. Private and Shared Taste in Art and Face Appreciation. Front

Hum Neurosci. 2016;10. https://doi.org/10.3389/fnhum.2016.00010 PMID: 26869898

4. Clement RW, Krueger J. The primacy of self-referent information in perceptions of social consensus. Br

J Soc Psychol. 2000; 39: 279–299. https://doi.org/10.1348/014466600164471 PMID: 10907100

5. Gagnon-Bartsch TM. Inferential Errors in Social Learning and Markets. UC Berkeley. 2014.

6. Ross L, Greene D, House P. The “false consensus effect”: An egocentric bias in social perception and

attribution processes. J Exp Soc Psychol. 1977; 13: 279–301. https://doi.org/10.1016/0022-1031(77)

90049-X

7. Mitchell JP. Social psychology as a natural kind. Trends Cogn Sci. 2009; 13: 246–251. https://doi.org/

10.1016/j.tics.2009.03.008 PMID: 19427258

8. Boyd R, Richerson PJ, Henrich J. The cultural niche: Why social learning is essential for human adapta-

tion. Proc Natl Acad Sci. 2011; 108: 10918–10925. https://doi.org/10.1073/pnas.1100290108 PMID:

21690340

9. Harvey N, Fischer I. Taking Advice: Accepting Help, Improving Judgment, and Sharing Responsibility.

Organ Behav Hum Decis Process. 1997; 70: 117–133. https://doi.org/10.1006/obhd.1997.2697

10. Tomasello M, Kruger AC, Ratner HH. Cultural learning. Behav Brain Sci. 1993; 16: 495–511.

11. Yaniv I. Receiving other people’s advice: Influence and benefit. Organ Behav Hum Decis Process.

2004; 93: 1–13. https://doi.org/10.1016/j.obhdp.2003.08.002

12. Davis LL, Miller FG. Conformity And Judgments Of Fashionability. Home Econ Res J. 1983; 11: 337–

342. https://doi.org/10.1177/1077727X8301100403

13. Van Swol LM. Forecasting another’s enjoyment versus giving the right answer: Trust, shared values,

task effects, and confidence in improving the acceptance of advice. Int J Forecast. 2011; 27: 103–120.

https://doi.org/10.1016/j.ijforecast.2010.03.002

14. Bednarik P, Schultze T. The effectiveness of imperfect weighting in advice taking. Judgm Decis Mak.

2015; 10: 12.

15. Winkler RL. Combining Probability Distributions from Dependent Information Sources. Manag Sci.

1981; 27: 479–488.

PLOS ONE Social learning of crowd preferences

PLOS ONE | https://doi.org/10.1371/journal.pone.0240997 October 28, 2020 23 / 25

https://doi.org/10.1037/0096-1523.32.2.199
http://www.ncbi.nlm.nih.gov/pubmed/16634665
https://doi.org/10.1017/CBO9780511609978.016
https://doi.org/10.3389/fnhum.2016.00010
http://www.ncbi.nlm.nih.gov/pubmed/26869898
https://doi.org/10.1348/014466600164471
http://www.ncbi.nlm.nih.gov/pubmed/10907100
https://doi.org/10.1016/0022-1031(77)90049-X
https://doi.org/10.1016/0022-1031(77)90049-X
https://doi.org/10.1016/j.tics.2009.03.008
https://doi.org/10.1016/j.tics.2009.03.008
http://www.ncbi.nlm.nih.gov/pubmed/19427258
https://doi.org/10.1073/pnas.1100290108
http://www.ncbi.nlm.nih.gov/pubmed/21690340
https://doi.org/10.1006/obhd.1997.2697
https://doi.org/10.1016/j.obhdp.2003.08.002
https://doi.org/10.1177/1077727X8301100403
https://doi.org/10.1016/j.ijforecast.2010.03.002
https://doi.org/10.1371/journal.pone.0240997


16. Soll JB, Mannes AE. Judgmental aggregation strategies depend on whether the self is involved. Int J

Forecast. 2011; 27: 81–102. https://doi.org/10.1016/j.ijforecast.2010.05.003

17. Bonaccio S, Dalal RS. Advice taking and decision-making: An integrative literature review, and implica-

tions for the organizational sciences. Organ Behav Hum Decis Process. 2006; 101: 127–151. https://

doi.org/10.1016/j.obhdp.2006.07.001

18. Rader CA, Larrick RP, Soll JB. Advice as a form of social influence: Informational motives and the con-

sequences for accuracy. Soc Personal Psychol Compass. 2017; 11: e12329. https://doi.org/10.1111/

spc3.12329

19. Tzioti SC, Wierenga B, van Osselaer SMJ. The Effect of Intuitive Advice Justification on Advice Taking:

Effect of Intuitive Advice Justification. J Behav Decis Mak. 2014; 27: 66–77. https://doi.org/10.1002/

bdm.1790

20. Laughlin PR, Ellis AL. Demonstrability and social combination processes on mathematical intellective

tasks. J Exp Soc Psychol. 1986; 22: 177–189.

21. Van Swol LM, Sniezek JA. Factors affecting the acceptance of expert advice. Br J Soc Psychol. 2005;

44: 443–461. https://doi.org/10.1348/014466604X17092 PMID: 16238848

22. Sniezek JA, Van Swol LM. Trust, Confidence, and Expertise in a Judge-Advisor System. Organ Behav

Hum Decis Process. 2001; 84: 288–307. https://doi.org/10.1006/obhd.2000.2926 PMID: 11277673

23. Mannes AE. Are We Wise About the Wisdom of Crowds? The Use of Group Judgments in Belief Revi-

sion. Manag Sci. 2009; 55: 1267–1279. https://doi.org/10.1287/mnsc.1090.1031

24. Yaniv I. Weighting and trimming: Heuristics for aggregating judgments under uncertainty. Organ Behav

Hum Decis Process. 1997; 69: 237–249.

25. Yaniv I, Milyavsky M. Using advice from multiple sources to revise and improve judgments. Organ

Behav Hum Decis Process. 2007; 103: 104–120. https://doi.org/10.1016/j.obhdp.2006.05.006

26. Micceri T. The unicorn, the normal curve, and other improbable creatures. Psychol Bull. 1989; 105: 156.

27. Bornstein BH, Zickafoose DJ. “I know I know it, I know I saw it”: The stability of the confidence-accuracy

relationship across domains. J Exp Psychol Appl. 1999; 5: 76–88. https://doi.org/10.1037/1076-898X.5.

1.76

28. Zarnoth P, Sniezek JA. The Social Influence of Confidence in Group Decision Making. J Exp Soc Psy-

chol. 1997; 33: 345–366. https://doi.org/10.1006/jesp.1997.1326 PMID: 9247369

29. De Martino B, Bobadilla-Suarez S, Nouguchi T, Sharot T, Love BC. Social Information Is Integrated into

Value and Confidence Judgments According to Its Reliability. J Neurosci. 2017; 37: 6066–6074. https://

doi.org/10.1523/JNEUROSCI.3880-16.2017 PMID: 28566360

30. Soll JB, Larrick RP. Strategies for revising judgment: How (and how well) people use others’ opin-

ions. J Exp Psychol Learn Mem Cogn. 2009; 35: 780–805. https://doi.org/10.1037/a0015145 PMID:

19379049

31. Van Swol LM. The Effects of Confidence and Advisor Motives on Advice Utilization. Commun Res.

2009; 36: 857–873. https://doi.org/10.1177/0093650209346803

32. Armstrong JS. Principles of forecasting: a handbook for researchers and practitioners. Springer Sci-

ence & Business Media; 2001.

33. Gallager RG. Stochastic processes: theory for applications. Cambridge University Press; 2013.
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