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Abstract
We are moving towards a future where Artificial Intelligence (AI) based agents make many decisions on behalf of humans. 
From healthcare decision-making to social media censoring, these agents face problems, and make decisions with ethical 
and societal implications. Ethical behaviour is a critical characteristic that we would like in a human-centric AI. A common 
observation in human-centric industries, like the service industry and healthcare, is that their professionals tend to break 
rules, if necessary, for pro-social reasons. This behaviour among humans is defined as pro-social rule breaking. To make AI 
agents more human-centric, we argue that there is a need for a mechanism that helps AI agents identify when to break rules 
set by their designers. To understand when AI agents need to break rules, we examine the conditions under which humans 
break rules for pro-social reasons. In this paper, we present a study that introduces a ‘vaccination strategy dilemma’ to human 
participants and analyzes their response. In this dilemma, one needs to decide whether they would distribute COVID-19 
vaccines only to members of a high-risk group (follow the enforced rule) or, in selected cases, administer the vaccine to a 
few social influencers (break the rule), which might yield an overall greater benefit to society. The results of the empirical 
study suggest a relationship between stakeholder utilities and pro-social rule breaking (PSRB), which neither deontological 
nor utilitarian ethics completely explain. Finally, the paper discusses the design characteristics of an ethical agent capable 
of PSRB and the future research directions on PSRB in the AI realm. We hope that this will inform the design of future AI 
agents, and their decision-making behaviour.
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1 Introduction

Humankind is going through the fifth industrial revolution 
(Pathak et al. 2019). As a result, many aspects of human 
life like healthcare, governance, industry, and social life 
are intertwined with Artificial Intelligent (AI) systems that 
will make decisions on our behalf, or help us make deci-
sions (Vinuesa et al. 2020). A few examples of these are 
social media censorship using AI (Cobbe 2021), autono-
mous vehicles (Fagnant and Kockelman 2015), AI systems 

in acute care medicine (Lynn 2019) and autonomous combat 
drones (US Defense 2017). In the future, we can expect more 
sophisticated AI agents that will replace humans in most 
organisational/societal roles.

While these roles can be fulfilled more efficiently with 
AI agents, studies have shown that decisions made by these 
artificial agents will have social and ethical implications 
(Mittelstadt 2019; Vinuesa et al. 2020). Therefore, for some 
applications like combat drones, the military might want 
these agents to abide by a set of rules to ensure that they 
follow the “Laws of War” (Arkin 2008). In other cases like 
recruitment (Upadhyay and Khandelwal 2018), we need 
agents that maximise utility for everyone. However, we do 
not want to create AI agents that prioritise themselves, or 
their goals, over human needs and values.

Influenced by several major ethical principles in moral 
philosophy, several models of ethical agents have been 
implemented to accommodate these requirements (see 
Sect. 2). Nevertheless, following these principles may not 
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satisfy all the requirements we have for an AI agent. In some 
human-centric industries like healthcare and hospitality, 
where guidelines and policies exist to guarantee people’s 
quality of service, professionals (still) break rules when it 
is beneficial for social good. For example, it has been found 
that most emergency medical service professionals are will-
ing to deviate from codified procedures for the benefit of 
the patient (Borry and Henderson 2020). This behaviour, 
where one breaks existing rules for an increased pro-social 
outcome, has been identified as Pro-Social Rule Breaking 
(PSRB) (see Sect. 2.3).

This paper aims to make a case for implementing 
PSRB behaviour in artificial agents. We argue that current 
approaches to AI cannot guarantee ethical behaviour in 
most real-world applications like autonomous driving and 
healthcare robots. We contend that implementing PSRB is 
a good way to overcome the shortcomings of current ethical 
AI approaches and enhance their ethical performance (see 
Sect. 3). However, to create agents that know ‘when’ and 
‘how’ to break rules ethically, we need a better understand-
ing of ‘when’ and ‘how’ humans break rules for pro-social 
gains. Therefore, as the first step in this direction, this paper 
investigates the ‘when’—i.e., when do human beings break 
rules for pro-social reasons?

To this end, we create an artificial ethical dilemma called 
the ‘Vaccine Strategy Dilemma’ and conduct an empirical 
study about decsion-making in an environment with enforced 
rules. In this dilemma, a person needs to decide between giv-
ing a vaccine to a candidate in a high-risk group (thereby fol-
lowing a rule), or to a celebrity promoter (thereby breaking a 
rule). The celebrity may be able to change the attitudes of a 
large number of people towards the vaccine, thereby reduc-
ing the anti-vaccine sentiment prevailing in the population, 
which will ultimately benefit the entire society (Sect. 4).

Finally, from the results of the experiment, we capture 
some essential observations on the dynamics of the rela-
tionship between PSRB and external stakeholder utilities 
(Sect. 5). We combine these observations with the existing 
literature on PSRB, to propose the design characteristics of 
a PSRB capable agent (Sect. 6).

2  Related work

2.1  Current approaches to ethical AI

Over the last two decades, we have seen a rise in concerns 
over AI and its implementations among the public and sci-
entific community. These concerns are based on unethical 
incidents (Beran 2018; Dressel and Farid 2018; Kirchner 
et al. 2016; Levin 2017) people encountered when we, as a 
society, interfaced with AIs. Mittelstadt et al. (2016) catego-
rise these ethical concerns into six categories: inconclusive 

evidence, inscrutable evidence, misguided evidence, unfair 
outcomes, transformative effects, and traceability. These 
concerns lead to issues such as transparency, unjustified 
actions, algorithmic prejudice, discrimination, privacy vio-
lation and moral responsibility.

Computer scientists turned to philosophy to find solutions 
to ethical issues like unjustified actions and moral respon-
sibility. There are two major classes of ethical theories that 
computer scientists have focused on: consequentialist ethics 
and deontological ethics. Consequentialist ethical theories 
like act utilitarianism and rule utilitarianism (Sinnott-Arm-
strong 2019) claim that in any situation, the ethical action 
is the action that leads to consequences that produce the 
highest overall benefit in the world. In contrast, Deonto-
logical ethics argues that an action itself has ethical value, 
not its consequences. Hence, whether an action is good or 
bad depends solely on whether it abides by a specific set of 
rules or not. Kant’s Categorical Imperative (Kant 1785) and 
the doctrine of double effect (McIntyre 2019) are two good 
examples of the prominent deontological theories in modern 
philosophy.

Some implementations, influenced by rule-based theories, 
consist of agents that can follow a given set of rules which 
allow and/or avoid a set of actions. Bringsjord’s implementa-
tion of an ‘Ethically correct robot’ (Bringsjord et al. 2006) 
is one example of an AI agent that follows a deontic ethi-
cal code that a human operator has bestowed upon it. Sys-
tems like these are desirable in safety–critical applications 
because we can predict and constrain their result. However, 
one major issue in rule-based deontological approaches is 
that they can only be implemented in small, closed systems 
where the system designers can work out all the possible 
world states at the system’s design phase. Otherwise, the AI 
will fail to perform ethically in situations where their code 
of conduct does not define right and wrong. In addition, 
system designers need to be careful to ensure that there are 
no conflicts in the deontological code they provide to the 
AI. This is very hard to guarantee when the number of rules 
increases. Most high critical applications like autonomous 
cars and autonomous attack drones are not operating in small 
closed environments.

Other implementations have attempted to use utilitarian 
ethics when making ethical agents. A well-known imple-
mentation of this type of agent uses a consequence simu-
lation engine (inspired by the simulation theory of cogni-
tion (Hesslow 2012)) to determine the consequences of its 
actions (Vanderelst and Winfield 2018). This agent uses 
a utilitarian calculation based on Asimov’s Three Laws 
of Robotics (Asimov 1950) to identify the ethical action 
based on the consequences provided by the simulation 
engine. The more complex the simulation model becomes, 
the more realistic the consequences of the actions would 
become. However, designing an agent’s utility function 
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that gives values to each outcome of the world should be 
done carefully, because a simple miscalculation by the 
designer could lead to abnormal behaviours by the agent. 
Problems like reward hacking and adverse side effects have 
been identified as potential safety concerns with poor util-
ity function design in AI agents (Amodei et al. 2016).

2.2  Ethical agency of an AI

Ethical agents are typically divided into two main catego-
ries depending on the type of ethical agency they dem-
onstrate (Dyrkolbotn et al. 2018; Moor 2006). The first 
category is implicit ethical agents. These do not have any 
understanding of ethics, but their designers design them 
in such a way that agents cannot choose unethical actions. 
Usually, this is done by removing the unethical option 
from the action space in a given situation (by deontic rules 
or predefined utilitarian calculations). The second cate-
gory is explicit ethical agents. According to Dyrkolbotn 
et al. (2018), an explicit ethical agent should know what 
is ethical in a given situation to choose that action while 
having enough autonomy to choose an unethical action. In 
this way, there is a chance that an explicit ethical agent can 
perform unethical actions according to some policy, but it 
must have a good reason to justify that action.

These two types of ethical agents are connected to 
the top-down and bottom-up approaches to engineering 
morality (Wallach et al. 2008). The top-down engineering 
approach uses pre-specified moral theories (such as Kan-
tian, utilitarian, divine command, legal codes) to guide the 
design of an agent. Therefore, all agents designed by this 
approach are implicit ethical agents by definition. These 
agents are designed such that their behaviour is always 
guaranteed to be ethical. However, this guarantee can only 
be given in closed systems because their predefined code 
of conduct might not accommodate all the possibilities 
available in open systems.

The bottom-up approach, on the other hand, is not guided 
by any ethical theory. In this approach, engineers model the 
cognitive and social processes of agents and expect that the 
agent will learn what is ethical (or not) from the interactions 
of those processes with the environment, or from supervi-
sion. The agents developed using this approach are explicit 
ethical agents by definition. However, there is no guarantee 
that these agents will behave ethically all the time. In addi-
tion, to learn a complex social structure like ethics, these 
agents need efficient knowledge representation models, 
complex interacting models of mental and social processes, 
lots of data and complex simulation worlds to experiment 
with (Dennis and Fisher 2018). Due to these uncertainties, 
most current ethical AI implementations are implicit ethi-
cal agents.

2.3  Pro‑social rule breaking

Both approaches, rule-based as well as bottom-up, fail to 
provide a satisfactory framework on which to build ethi-
cally competent AI agents. Bottom-up approaches provide 
no rigorous mechanism to test whether an agent is ethical. 
While being more rigorous, Rule-based approaches often 
prove inadequate to handle real-world scenarios. Perhaps, 
this can be the cause of rule-breaking by human beings 
(Bench-Capon and Modgil 2017).

Generally, rule-breaking is viewed as deviant behaviour 
exercised by destructive or self-interested individuals (Vardi 
and Weitz 2003). However, because of the imperfectness of 
rule-based systems, in some cases, we observe that people 
intentionally break rules for altruistic and practical reasons. 
Morrison (2006) identified this behaviour and labelled it 
as pro-social rule breaking (PSRB). According to her, pro-
social rule breaking has two parts: (1) One should inten-
tionally violate the policy, regulation or prohibition (inten-
tionality). (2) The intention behind the violation should 
be to promote the welfare of one or more stakeholders 
(other-focus).

PSRB behaviour in humans can be observed from small 
rule violations such as breaking a road rule to avoid an acci-
dent, to larger violations like whistle-blowing against gov-
ernments. Morrison identified that 60% of the rule-breaking 
cases reported in her study were pro-socially motivated. 
The motivations behind these varied between increasing 
efficiency, helping a colleague/subordinate, and providing 
better customer service. Furthermore, Borry and Hender-
son (2020) conducted a study among emergency medical 
personnel and found that participants were likely to deviate 
from their standard protocols when the rules and patients’ 
immediate needs did not match, or when breaking the rule 
was likely to cause improved patient outcomes.

3  Pro‑social rule breaking and AI

Human PSRB behaviour raises some interesting questions: 
Do we need AI agents that intentionally break rules? If so, 
when should AI agents break these rules? How should PSRB 
behaviour in AI agents be implemented and validated? In 
this section, we plan to discuss the first question, why do we 
need PSRB behaviour implemented in AI agents?

The central task of an AI-based system should be to 
increase the utility for humans. Sometimes, following a 
given rule-set might not suffice to achieve this goal. A good 
example comes from autonomous driving. Autonomous 
vehicles should follow the road rules in the ideal case. How-
ever, if the only way to avoid harm to the vehicle, passen-
gers, and/or pedestrians is to cross a double white line, then, 
in this case, breaking the rule is the only way to increase 



 AI & SOCIETY

1 3

utility for all stakeholders (Censi et al. 2019). Yet, utilitar-
ian agents that break rules for every small increase in utility 
would result in reckless driving (Bench-Capon and Modgil 
2017; Vanderelst and Winfield 2018). Although one could 
envisage creating exceptions to rules, it is almost impossible 
to anticipate every possible scenario that would require an 
exception. Therefore, we argue that understanding when to 
break rules is a better mechanism for AI agents that deal 
with open environments.

The inability to foresee all possible states in open envi-
ronments is not a new problem in society. In large organi-
sations, rules and processes that reduce the efficiency and 
effectiveness of a workplace (“red tape”) is a well-known 
problem (Feeney 2012). People work around these problems 
by practising PSRB (Borry and Henderson 2020). Similarly, 
implementing a PSRB mechanism could help these implicit 
ethical agents the same way, and assist them in navigating 
complex and uncertain environments.

Furthermore, PSRB can even help an implicit ethical AI 
by acting as a mechanism to understand the shortcomings of 
a system from the bottom up. When we deploy or simulate 
a system, we can observe the behaviour of the PSRB pro-
cess. If the PSRB process tries to override the rule-based 
decision-making multiple times, it could be a signal that the 
rule set which governs the decision system is incomplete or 
needs modification. Rule-based systems may also limit the 
efficacy of learning agents that may find better solutions. 
For example, a self-driving car that learned to drive from 
data gathered by actual drivers might know how to avoid an 
accident by breaking a traffic rule. However, the car’s ethical 
governor (a rule-enforcing mechanism) may not permit the 
car to break traffic rules. In this situation, that car’s better 
ethical behaviour is held back by the decision-making sys-
tem that enforces the rules of the road. By having a PSRB 
process in the agent, the ‘intelligence’ of that agent has a 
mechanism to contest the rule system enforced onto it by its 
human designers. We speculate that all of this may lead to 
more efficient and effective rule-based systems.

PSRB can also be helpful in situations where one or 
more goals or rules conflict with each other. For example, 
an eldercare agent may have multiple goals: ensuring the 
safety of the elderly patient and respecting their privacy. 
Consider a situation where the agent cannot decide whether 
the elderly patient is asleep, or in an unconscious state. The 
agent encounters a conflict of interest between protecting the 
patient’s privacy and the patient’s wellbeing. These types of 
conflicts can be resolved by implementing PSRB behaviour, 
wherein it will break the rule of privacy when it is more 
pro-social to do so. This outcome of PSRB can lead to more 
people trusting AI to do the right thing at the right time.

Given the reasons stated above, we believe PSRB behav-
iour should be a part of an ethical agent. Moreover, we do 
not suggest that PSRB alone can make an AI agent ethical, 

rather we posit that the PSRB can enhance the ethical abili-
ties of implicit ethical AIs. However, adding PSRB to AI-
enabled systems is challenging. The very first obstacle is to 
identify the design approach we need to use for PSRB.

One way is by setting predefined conditions where it 
is permissible to break the rules and make PSRB behav-
iour completely explicit. For example, in the previously-
described eldercare agent, a possible condition where it is 
permissible to break the rule of privacy could be if the elder 
does not show any body movements for 10 min continuously. 
Nevertheless, this method faces the same shortcomings 
as the discussed deontological agents (Censi et al. 2019). 
Therefore, we believe that it is essential to have bottom-up 
cognitive processes interacting in the PSRB process to chal-
lenge the recommendations of the top-down rules.

There are many implementations of top-down rule-based 
governing systems (Nallur 2020), which can be used as the 
rule-enforcing element of the PSRB process. Therefore, 
the first step towards implementing a PSRB behaviour is 
to understand the cognitive processes behind it. We divide 
these processes into two sets: the cognitive processes that 
decide when to break the rules and the cognitive processes 
that decide how to break the rules. This paper will explore 
the former, i.e., the cognitive processes that decide when to 
break the rules.

3.1  Factors behind “When”

To understand the factors behind deciding when to break 
rules, we look into the factors that drive human PSRB 
behaviour. We can divide these factors into two groups: 
internal factors and external factors. The internal factors can 
be defined as the characteristics or properties of agent behav-
iour. In the case of humans, these are shaped by upbringing, 
social influence, or education. On the other hand, exter-
nal factors are affected by the environment, making them 
contextual.

Internal factors behind PSRB are well researched since 
most available research on the PSRB phenomena was done 
in an organisational behaviour context. Morrison (2006) 
explored the relationship of autonomy and risk-taking 
propensity with PSRB and found a positive relationship 
between them. Conscientiousness—being diligent and 
orderly—has been identified as a personal trait that nega-
tively affects PSRB behaviour (Dahling et al. 2012). Fur-
thermore, employees who show organisational citizenship 
behaviour were also found to be more inclined to practice 
PSRB frequently (Liu et al. 2019).

Another focus of PSRB research was to identify which 
external factors lead people to engage in PSRB so that 
organisations could control the PSRB behaviour in their 
respective workplaces. Some of the environmental vari-
ables of PSRB are job demand, co-worker behaviour, 
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ethical leadership, organisational virtuousness and the 
ethical climate of the workspace (Dahling et al. 2012; 
Vardaman et al. 2014; Zeng 2018; Zhu et al. 2018).

In an AI context, Awad et al. (2020) attempt to under-
stand and model how, why and when humans switch 
between various ethical approaches. They look at the 
acceptability of a rule-breaking incident with regard to 
the reasons behind rule-breaking and the environment in 
which the incident took place. Concerning the ethics of 
standing in a line, they find that the reason behind line 
cutting is correlated to the evaluation variables (EV), like 
the utility of the first person in the line and the utility 
of the cutter. Some EVs are influenced by the environ-
ment where the rule-breaking occurred (i.e., airport, deli, 
restroom in a concert venue). In some cases, as they point 
out, location can be sufficient to tell whether the line cut-
ting is acceptable or not.

Universalisation is another factor that might affect 
PSRB in particular moral dilemmas, categorised as 
threshold problems. Threshold problems are defined as 
problems where an action is harmful only if the number 
of people performing it is higher than a particular thresh-
old (Levine et al. 2020). Some rule-breaking situations 
like picking flowers from a public garden can be catego-
rised as a threshold problem. The logic of universalisa-
tion states that an action is permissible only if there is no 
harm when everyone feel free to do it and has the means 
to do it did it.

To the best of our knowledge, there is no research on 
understanding the effects of external stakeholder utilities 
on the PSRB behaviour, although it is one of its most 
important factors. Research on one-shot public good 
games has explained altruistic behaviour, where people 
take more ethical action even though there is a chance that 
it is harmful to themselves if the expected social benefit 
is high enough (Goeree et al. 2002). Nevertheless, these 
findings mainly focused on humans, who have a concern 
about self-worth. When it comes to the applied AI realm, 
the notion of self-worth should not apply. For an ethical 
AI, the return is always external.

The rest of this paper bridges this gap in the litera-
ture and outlines the effects of external stakeholder utili-
ties on PSRB behaviour. However, the set of frequently 
used dilemmas in AI literature (Bjørgen et al. 2018) is 
very limited in complexity. To understand when humans 
engage in PSRB, we need an ethical dilemma that is more 
complex and more realistic than the trolley-problem-
based ethical dilemmas we usually find in AI literature. 
Therefore we introduce a constructed ethical dilemma that 
captures a real-life ethical dilemma that current society 
faces with the COVID-19 pandemic.

4  Vaccination strategy dilemma

Experts estimate that about 60–70% of the population 
will need to be vaccinated to achieve vaccination-induced 
immunity in a population (Kwok et al. 2020) to benefit 
those who cannot receive a vaccine successfully, e.g., peo-
ple with compromised immune systems. However, there 
is public scepticism about the vaccine. For example, the 
intent-to-get-vaccinated against COVID-19 is 53%, 43% 
and 40% in South Africa, Russia and France, respectively 
(IPSOS 2020). In contrast, it is also observed that celeb-
rity promoters can influence the public to overcome these 
doubts. One good example of this is the study that found 
that public opinion on COVID-19 shifted drastically after 
news that American celebrity Tom Hanks had been diag-
nosed with Coronavirus (Myrick and Willoughby 2021).

In our experiment, participants are given a hypothetical 
scenario to make an ethically demanding decision. Par-
ticipants are asked to imagine working as a volunteer in 
the local coronavirus vaccination centre. This volunteer’s 
duties include, among other things, allocating the limited 
doses each day and working in compliance with the local 
government regulations. The government plan is to roll out 
vaccines to different groups of people according to the risk 
their group is facing. The defined risk groups are:

(1) frontline healthcare workers (highest risk group),
(2) people over age 75,
(3) people between age 50–75,
(4) general public below age 50 (lowest risk group).

The volunteer has received a call from an official local 
government representative who tells them about an out-
reach initiative. The initiative allows their centre to give 
some doses of the vaccine to a group of selected local 
celebrities (aged 20–40), who will promote the vaccine 
and influence more people to be vaccinated. It is the vol-
unteer’s decision whether to follow the outreach initiative 
or not. They know that the publicly announced schedule 
determines a strict supply of doses for the people in the 
risk group. They need to allocate the doses at the begin-
ning of the day to follow the outreach initiative. Other-
wise, vaccines will be distributed according to the regu-
lar schedule. Three hundred people in the region cannot 
receive the vaccine due to a compromised immune system. 
Those people would benefit from more people in the com-
munity being vaccinated.

To clarify, the rule here is the government announced 
schedule—created to protect the people belonging to 
high-risk groups. Since this rule is public, the volun-
teer is deliberately breaking this social rule by following 
the outreach initiative. Although the volunteer will not 
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personally benefit or suffer harm in any way, they have 
to decide whether they are willing to risk the people in 
risk groups to gain the societal benefits of the celebrity 
outreach program.

In the experiment, we consider three scenarios: high-risk, 
medium-risk, and low-risk. In the high-risk scenario, the 
vaccination rollout is in the first stage (frontline healthcare 
workers). Due to the high infection rate of the country, a 
frontline healthcare worker is at high risk if her vaccina-
tion date is postponed by two weeks. In the medium-risk 
scenario, the country is in the second stage of vaccination 
rollout (people over age 75). Since the country still has 
movement restrictions, there is a low chance of these peo-
ple getting infected by the virus. However, if they do get 
infected, there is a high chance of death. Finally, in the low-
risk scenario, vaccination rollout is in the 50–75 age group 
stage. People in this age group have a low chance of getting 
the virus and a slightly higher chance of death from the virus 
than the 50 > age group.

There are two utilities at play in this dilemma. The first 
is the (negative) utility of the people in the risk group who 
will be missing vaccines because of the outreach initiative. 
Since the COVID-19 infection rate is high in the country, 
these people will be exposed to some risk of dying because 
they have to wait two more weeks to get the vaccine due to 
the limited supply. The second is the utility of society. In 
particular, the three hundred people that cannot get a vaccine 
due to compromised immune systems will benefit from the 
increased social uptake of vaccines. If the volunteer chooses 
to follow the outreach initiative, it will help create a positive 
public opinion on the COVID-19 vaccine, which will help 
society reach a good coverage of vaccinated people.

4.1  Relationship of stakeholders utilities with PSRB

When an AI agent performs explicit ethical decision-making 
tasks that affect the real world, we believe it is vital to have 
some notion of the benefits and harms caused by its actions, 
towards its stakeholders. This is an important feature to have, 
especially if we want that agent to perform PSRB behav-
iours. Although many works in the AI realm highlight the 
importance of stakeholder utilities in ethical decsion-making 
(Awad et al. 2020; Censi et al. 2019; Thornton et al. 2017; 
Wallach et al. 2008) there is no research on identifying the 
dynamics of the relationship between pro-social rule-break-
ing and external stakeholder utilities.

The actions of an agent, regardless of whether it follows 
the rules or not, can affect different sets of stakeholders in 
different ways. Therefore, it is vital to understand how the 
utilities of each stakeholder affect the PSRB behaviour. The 
recent incident on the Harvard vaccine allocation algorithm 
is an excellent example of an ethical issue caused by an 
algorithm that did not consider stakeholder utilities. This 

algorithm used a rule-based system that did not consider the 
stakeholders’ risk of exposure to COVID-19 patients when 
deciding whom to prioritise first, which trivialised a group 
of people who are actually at high risk (Guo and Hao 2020). 
Like vaccine allocation, there is a lot of space for AI applica-
tions to take over decsion-making processes that have ethical 
implications in the healthcare industry (Giordano et al. 2021; 
Lynn 2019; Martinez-Martin et al. 2018).

This study tries to understand how PSRB behaviour var-
ies with the external stakeholder utilities. The vaccination 
strategy dilemma focuses on two main stakeholders: people 
who are getting rescheduled and society as a whole, includ-
ing the immunocompromised individuals. In this experi-
ment, we manipulate the harm done to a person by resched-
uling that person by changing the social group the vaccine is 
given to in the current stage of the rollout. Then we measure 
the stakeholder utilities that people think are acceptable if 
they are to break the rule, and how likely people break a rule 
in those conditions.

4.1.1  Harm to rescheduled risk‑group individuals

First, the participant has to decide the maximum percentage 
of individuals to reschedule (MPRI—maximum percentage 
of rescheduled individuals) to give those vacant vaccine 
doses to celebrity promoters. According to the pro-social 
rule-breaking definition, people break a rule when they see 
the benefits gained by some stakeholders is greater than the 
harm caused to the other stakeholders. The harm done to 
rescheduled individuals as a group is directly proportional 
to the size of the group, and the harm they face while they 
wait to get the vaccine shot. The harm an individual in a 
risk group faces when they wait is given in the scenario 
text. Hence, the MPRI acts as an indicator for the maximum 
harm of one stakeholder(s) (in this case, it is the group of 
rescheduled individuals) that the participant is willing to 
trade to benefit the other stakeholder(s) (in this case it is the 
society as a whole).

Research Question 1: What is the relationship of the 
maximum acceptable percentage of rescheduled individu-
als (MPRI) with the risk faced by rescheduled individuals 
(RRI)?

4.1.2  Benefit to society

The second stakeholder in our scenario is society as a whole. 
By deciding to break the rule and give the vaccine to celeb-
rity promoters, the participant can accelerate achieving herd 
immunity. This leads to an increase in utility for society. In 
this experiment, participants have to decide the minimum 
acceptable percentage of previously sceptical people that 
celebrities should be able to convince (MPCP—Minimum 
percentage of convinced people), to give the vaccine doses 
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to celebrities. This value acts as an indicator of the partici-
pant’s threshold of minimum utility gain the society should 
have, to perform a PSRB behaviour.

Research Question 2: What is the relationship between 
the minimum acceptable percentage of convinced individu-
als (MPCP) and the risk faced by rescheduled individuals 
(RRI)?

4.1.3  PSRB score

Although the participants state the acceptable threshold 
conditions that they would engage in PSRB, that does not 
mean they actually will engage in PSRB in those condi-
tions. Hence, we use the PSRB score (Morrison 2006) to 
measure the participants’ likelihood of deciding to engage in 
pro-social rule-breaking in a given scenario. In this paper’s 
context, the participants engage in PSRB to achieve a more 
beneficial outcome for more people, i.e. herd immunity.

Research Question 3: What is the relationship between 
the likelihood of deciding to engage in PSRB (PSRB score) 
and the risk faced by rescheduled individuals (RRI)?

5  Empirical evaluation

5.1  Methods

To answer our three research questions, we presented par-
ticipants with our vaccination dilemma, and after reading it, 
the participants were asked to respond to a set of questions. 
In the beginning, the survey questionnaire asks the partici-
pants to decide the setting where they think it is acceptable 
to break the rule. Two questions define the setting, which 
relates to RQ1 and RQ2, respectively.

(Q1) “In your opinion, what is the highest acceptable per-
centage of scheduled individuals you would reschedule, 
to give that vaccine dose to celebrity promoters?”.
(Q2) “In your opinion, what is the least percentage of 
people in the community that these celebrity promoters 
should convince about taking the vaccine?”.

Allowed inputs for both these questions are numbers 
between 1 and 100. Notably, this creates a forced-choice 
design in which the participants cannot refrain from break-
ing the rule. Then the questionnaire includes the pro-social 
rule breaking scale introduced by Morrison (2006). It is a 
6 item scale that assesses the likelihood of the participant 
breaking the rule. The original structure of this questionnaire 
is preserved, but some changes were made in the way that 
the questions were phrased, to make them more relevant 
to the scenario described. Apart from these questions, we 
have included some test questions, which allow us to filter 

out inattentive or scamming responders. Moreover, we have 
included questions on risk propensity, utility weighting and 
preferences for precepts implied in moral theories. The anal-
ysis and results of the latter three items remain unobserved 
since they are irrelevant for the purpose of this research and 
will be observed in future work. Measuring the PSBR scores 
and setting parameters are sufficient to answer our research 
questions. The complete questionnaire can be found here 
(https:// bit. ly/ 3hCV1 ov).

We recruited participants from the crowdsourcing plat-
form Amazon Mechanical Turk as well as social media. 
Each participant on mTurk was paid $0.40 for their response. 
To have at least 50 responses per condition, some additional 
responses were collected from voluntary participants on 
social networks (Facebook, Reddit, etc.). All participants 
provided consent, and an ethics declaration has been pro-
vided at the end of this paper. The experiment follows a 
between-subject design in which each person provides a sin-
gle response to one of the three conditions (high, medium 
and low risk).

We formulated three hypotheses:

1st hypothesis regarding RQ1, on correlation: MPRI with 
RRI

H0 - There is no significant difference between the 
three RRI conditions and the percentage of resched-
uled individuals.
H1 - There is a significant difference between the three 
RRI conditions and the percentage of rescheduled indi-
viduals (with the higher risk groups showing a lower 
percentage of rescheduled individuals than the low-
risk groups).

2nd hypothesis regarding RQ2, on correlation: MPCP 
with RRI

H0 - There is no significant difference between the 
three RRI conditions and the percentage of convinced 
individuals.

3rd hypothesis regarding RQ3, on correlation: PSRB 
Score with RRI

H0 - There is no significant difference between the 
three RRI conditions and the PSRB score.
H1 - There is a significant difference between the three 
RRI conditions and the PSRB score (with the higher 
risk groups showing a lower PSRB score than the low-
risk groups)

We have directed hypotheses for the first and third 
hypotheses because we seek to understand how the PSRB 
behaviour changes with the RRI. However, MPCP should be 

https://bit.ly/3hCV1ov
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the same throughout all the risk levels because one can argue 
that there is no point in putting people at risk and allocating 
doses to celebrity promoters if that option does not increase 
the expected societal utility. Therefore we expect the  H0 of 
the second hypothesis to hold.

For each hypothesis, we compare the correlations of the 
answers to the respective questionnaire items in the three 
conditions. We each apply a Levene test for homoscedastic-
ity (Brown and Forsythe 1974) for those answers. Show-
ing equal variance across the three conditions allows us to 
conduct an analysis of variance (ANOVA). Unless one or 
more of the distributions are highly skewed or the variances 
are very different, the ANOVA is a reliable statistical ana-
lytic measure. If the ANOVA indicates significant differ-
ences between the conditions, we conduct a post-hoc t-test 
to investigate the correlations, which will inform our hypoth-
esis tests. For the first and third RQs, we have a directed 
hypothesis, hence the test is one-sided with respect to the 
confidence interval. For the second RQ, there is no directed 
hypothesis, and the test is two-sided. To account for the 
multiple testing, we use a Bonferroni correction for each 
ANOVA and provide the effect size Cohen’s D (Hedges and 
Olkin 1985).

5.2  Analysis

We collected a total of N = 156 responses. The average age 
of respondents was 33 years (Std. deviation 10 years), with 
99 male and 57 female respondents.

For the correlation of MPRI and RRI, the low-risk 
group showed a mean score of μ = 49.824% (σ = 29.188), 
the medium-risk group showed μ = 34.717% (σ = 29.338) 
and the high-risk group μ = 22.442% (σ = 29.065). These 
results have been summarised in Table 1 and visualised 
in Fig. 1. The Levene test for the MPRI across the three 

conditions showed no significant differences in the variance 
(test statistic W = 1.550, p value = 0.2156). The ANOVA 
showed a significant difference between the conditions 
(p = 0.000031). The one-sided post-hoc t-test shows a sig-
nificant difference between low-risk and medium-risk condi-
tions as much as between low-risk and high-risk conditions. 
There is no significant difference between the medium and 
high-risk conditions:  HighRiskpsbr <  LowRiskpsbr (Cohen’s 
D = − 0.931 ~ large effect size) with p < 0.001 (Bonfer-
roni corrected).  LowRiskpsbr >  MediumRiskpsbr (Cohen’s 
D = 0.511 ~ medium effect) with p = 0.016 (Bonferroni cor-
rected). The results of this analysis have been summarised 
in Table 2. Therefore we can reject the  H0 and also accept 
the  H1 for the 1st hypothesis.

For the correlation of MPCP and RRI, the low-risk 
group showed a mean score of μ = 43.608% (σ = 24.853), 
the medium-risk group showed μ = 42.642% (σ = 30.192) 
and the high-risk group μ = 32.846% (σ = 26.398) as shown 
in Table 1 and visualised in Fig. 2. The Levene test for 
the MPCP across the three conditions showed no signifi-
cant differences in the variance (test statistic W = 0.8690, p 
value = 0.4214). However, ANOVA showed no significant 
difference between the conditions (p = 0.0918). Therefore 
we cannot reject the  H0 for hypothesis 2.

For the correlation of PSRB score and RRI, the low-
risk group showed a mean score of μ = 3.023 (σ = 0.81), 
the medium-risk group showed μ = 2.472 (σ = 0.839) and 
the high-risk group μ = 2.096 (σ = 0.849). These results 
have been summarised in Table 1 and visualised in Fig. 1. 
The Levene test for the PSRB score across the three con-
ditions showed no significant differences in the variance 
(test statistic W = 0.8690, p value = 0.4214). The ANOVA 
showed a significant difference between the conditions 
(p = 5.814*10–7). The one-sided post-hoc t-tests between 
conditions show that there are significant differences 

Table 1  Descriptive statistics, homoscedasticity test and significance test results for variables

µ = Mean, σ = Standard deviation, W = Levene statistic, SS = Sums of squares, DF = Degrees of freedom, S = Mean squares, F = F-values, 
ηp2 = Partial eta-squared effect sizes

High risk Medium risk Low risk Homoscedasticity (Levene test) ANOVA

µ σ µ σ µ σ

MPRI 22.442% 29.065 34.717% 29.338 49.824% 29.188 True (W = 1.550, p value = 0.2156) Significant difference
(p = 0.000031, SS = 19,361.366, 

DF = 2, S = 9680.683, F = 11.137, 
ηp2 = 0.127)

MPCP 32.846% 26.398 42.642% 30.192 43.608% 24.853 True (W = 0.8690, p 
value = 0.4214)

No significant difference
(p = 0.0918, SS = 3680.116, DF = 2, 

MS = 1840.058, F = 2.426, 
ηp2 = 0.031)

PSRB Score 2.096 0.849 2.472 0.839 3.023 0.81 True (W = 0.8690, p 
value = 0.4214)

Significant difference
(p = 5.814*10–7, SS = 2.355, 

DF = 2, MS = 11.178, F = 15.794, 
ηp2 = 0.172)



AI & SOCIETY 

1 3

between all three conditions:  HighRiskpsbr <  LowRiskpsbr 
(Cohen’s D = − 1.106 ~ large effect size) with p < 0.001 
(Bonferroni corrected), LowRiskpsbr > MediumRiskpsbr 
(Cohen’s D = 0.662 ~ medium effect) with p = 0.002 (Bon-
ferroni corrected) and MediumRiskpsbr > HighRiskpsbr 
(Cohen’s D = − 0.441 ~ medium effect) with p = 0.039 (Bon-
ferroni corrected). The results of this analysis have been 
summarised in Table 2. Therefore we can reject the  H0 and 
also accept the  H1 for the 3rd hypothesis.

6  Discussion

The results of the study show that the likelihood of peo-
ple engaging in PSRB exhibits a significant difference 
between the three risk conditions. Moreover, we can see 
that the likelihood of engaging in PSRB decreases as the 
RRI increases. Hence, we can conclude that, at least in the 

vaccine strategy dilemma, humans are more likely to break 
rules to gain a higher utility for some stakeholders when 
the harm done to another set of stakeholders (by breaking 
the rule) is lower. First, this confirms that the PSRB behav-
iour exists in responses to the vaccine strategy dilemma. 
Secondly, we can agree that implementing PSRB behav-
iour, which enables bending rules when the harm caused 
by it is very low, and pro-social benefit of it is high, is a 
good way (and more human way) to increase the wellbeing 
of the society around an artificial agent.

The analysis shows that the RRI has a significant rela-
tionship with the MPRI. Furthermore, we can see that 
when the risk increases, the MPRI drops. In the experi-
ment, when the RRI varied from low to high, the chances 
of harm done by rule-breaking is getting higher. Therefore, 

Fig. 1  Results of the questionnaire (Means with the standard error 
of the means). Left: Pro-Social Rule-Breaking Score is significantly 
higher in the low-risk condition than in the medium or high-risk con-

dition. Right: MPRI is significantly higher in the low-risk condition 
than in the medium or high-risk condition. (*—Significant difference 
with α < 0.05)

Table 2  Results of one-sided post-hoc t-test

Cohen’s D values with Bonferroni corrected p values

High risk Medium risk

MPRI High risk –
Medium risk − 0.416 (p = 0.053) –
Low risk − 0.931 (p < 0.001) 0.511 (p = 0.016)

PSRB score High risk –
Medium risk − 0.441 (p = 0.039) –
Low risk − 1.106 (p < 0.001) 0.662 (p = 0.002)

Fig. 2  MPCP shows no significant difference with RRI. The mini-
mum is 32.846% in the worst case
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we can conclude that, at least in the vaccine strategy con-
text, when the possible harm caused by rule-breaking gets 
lower, the risks humans are willing to take to gain high 
pro-social benefit is greater. A suggestion we can derive 
from this insight is that a PSRB-capable agent should 
increase its effort to improve social gains when the price 
for breaking a social rule is low.

The results of the MPCP showed that it does not change 
significantly with the RRI. This observation, which is new 
to PSRB and AI literature, suggests that for participants, 
the utility they try to achieve by PSRB does not increase 
or decrease with the possible harm of rule breaking. How-
ever, on average, participants’ average minimum thresh-
old needed to break the rule is more than 32%, even in 
the worst case. Therefore we can deduce that the partici-
pants do not break the rule unless there is a relatively high 
benefit.

To the best of our knowledge, this is the first study that 
provides evidence for these three relationships in PSRB 
behaviour and stakeholder utilities. The result of the exper-
iment provides further support for the concept of PSRB, 
which states that under certain conditions, people are will-
ing to break rules for pro-social gains. In addition, from the 
results, we can further say that the rationale behind PSRB is 
not only to increase the overall utility but to do that in a way 
that the negative utility caused by the rule-breaking is shal-
low. This is a new and significant finding because it differ-
entiates the PSRB behaviour from pure utilitarian behaviour.

For example, a hypothetical scenario where letting one 
person die so that their organs can be utilised to save five 
other people would be acceptable to a purely utilitarian, 
medical decision-making agent. This is because the pure 
utilitarian argument considers only the total welfare gain 
resulting from the action. Since our scenario states that 
more than 300 immune-compromised people are present, 
the purely utilitarian answer for this question should be to 
give all the 100 doses to celebrities, in all three scenarios 
to increase the chance of society reaching the desired per-
centage of vaccinated people. However, our results show 
that when humans decide to break rules, the intention is 
not only to increase the total utility but to do so in a way 
that does as little harm to the stakeholders as possible. 
Therefore, any PSRB process implemented into a human-
centric machine should never allow an outcome where 
the utility gain is achieved by causing significant harm to 
some of its stakeholders.

Results for RQ2 lead us to consider that an AI should 
not perform PSRB for every small utility gain. It should 
only perform PSRB for relatively high pro-social gains. 
This makes intuitive sense. For example, an autonomous 
vehicle should not break road rules for every little harm it 
foresees. If the only loss foreseen by following the rule is the 

passenger being late to work, it should choose to abide by 
the rule of staying within the double white lines.

Although we used very simplified scenarios that had pre-
defined decisions and consequences, to convey our argument 
clearly, the systematic limitations we discussed associated 
with rule systems (both utilitarian and deontological) are the 
same in the larger systems. However, as shown in the PSRB 
literature (Borry and Henderson 2020; Morrison 2006), this 
behaviour can be valuable in many real-world open systems 
to enhance their efficiency. Unlike the examples we used, 
when systems scale up, the number of variables related to 
stakeholder utilities increases. Therefore, in some cases, it 
might be not feasible to identify all the stakeholders involved 
in the scenario and their utilities. However, as Vanderelst 
and Winfield (2018) point out, human cognitive processes 
also have the same limitation and prioritise a few stakehold-
ers and a few utilities, to understand the dynamics of utilities 
in a given scenario, at least when it is time-critical. There-
fore, we believe that making decisions on partial knowledge 
is acceptable as long as the agent can use the new knowledge 
gained by the said experience in future decsion-making. 
Therefore, we believe that the findings and conclusions of 
this experiment may be relevant for more complex scenarios 
as well. And we believe, to verify whether these dynamics 
of PSRB are true in every system, these findings should be 
tested again in multiple studies in multiple domains with 
more sophisticated scenarios. One of the main objectives of 
this paper is to encourage research in this direction.

The scenarios described in the paper are also designed to 
have only two choices, one of following the rule and one of 
breaking it. This is done to reduce the scope and simplify the 
experiment. The results and conclusions from this experi-
ment might not be true if a third option such as ‘doing noth-
ing’ were available for the agent. Technologically, AI is cur-
rently not at a stage where actually novel decisions/actions 
can be expected from such a system. Hence, implementers 
of AI-based systems are forced to work within action spaces 
that are known (Dennis et al. 2016; Vanderelst and Winfield 
2018).

To summarise our findings:

 (i) PSRB capable agents should break rules when the 
harm caused by rule breaking is low, and the pro-
social gains are high.

 (ii) PSRB capable agents should put more effort to 
increase the pro-social gains when the harm done by 
rule breaking is considerably low.

 (iii) PSRB capable agents should break a rule only when 
the expected pro-social gain from rule breaking is 
significantly high.

Furthermore, although we proved that stakeholder utili-
ties play a big part in deciding ‘when’, we believe that for an 
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AI, the exact utility thresholds of ‘when’ should be contex-
tual and cannot be decided using only stakeholder utilities. 
It should also depend on the other environmental variables 
like universalisation, the behaviour of other virtuous agents 
and the likelihood of the event occurring in a given world. 
Moreover, it should also depend on the characteristics of 
the agent performing PSRB, like the agent’s role, intentions 
and values, as identified by the previous research on human 
PSRB behaviour. Therefore, more research needs to be done 
on these variables in the future to understand their contribu-
tion to PSRB behaviour.

7  Future work

Understanding ‘how’ to break rules is as important as under-
standing ‘when’ to break rules. “When an AI has multiple 
ways to perform PSRB, what method should it choose?”, 
“How should the PSRB process behave in an ethical dead-
lock?” are some of the open questions the academic commu-
nity has yet to address. A proper understanding of how we 
perform PSRB will inform the engineers and system design-
ers to determine the requirements when implementing these 
processes in AIs.

Identifying stakeholders is critical in PSRB. An action of 
an agent can affect different sets of stakeholders depending 
on the context. For example, when an AI telepresence robot 
operating in an elder care facility tries to make a video call 
to a patient’s family member, while the patient is in their 
room, the only stakeholders are the patient and the family 
member. However, if the patient is socialising with other 
agents in the lounge, the other patients in the same lounge 
become stakeholders of that agent’s action because it can 
affect their privacy preferences. Thus, we believe identifying 
relevant stakeholders for a situation is a research direction 
we should explore more.

Universalisation is another principle that plays a signifi-
cant part in PSRB. However, there is no research done on 
implementing universalisation in artificial agents. Although 
it only affects threshold problems, understanding a threshold 
problem in runtime to apply the universalisation principle is 
still computationally challenging. In addition, how to meas-
ure the effects of an action on a large scale (to answer the 
question “What if everyone who wants to do it, did it?”) is 
still an open problem in machine ethics.

Another area of research is to understand how to imple-
ment these processes in socio-technical AI systems. For that, 
we need to understand the feasibility of the current tech-
nologies to implement PSRB behaviour. We believe that the 
technologies used to implement PSRB should have the abil-
ity to learn the environment changes over time and learn to 
react appropriately. In addition, we speculate that the PSRB 

process having the ability to adapt to the preferences of its 
stakeholders will help the agents to tune their PSRB behav-
iour according to them.

Another critical aspect of the feasibility analysis of 
technologies should be explainability. In our opinion, the 
PSRB process should have a way to explain the reasoning 
behind its decision to break the rule. It can help to predict 
the agents’ behaviour and increase the trust between AI and 
its users. Simultaneously, it helps developers to identify and 
debug the problems of AI’s decsion-making proactively.

Finally, we need to find ways to evaluate the PSRB abil-
ity of AI agents embedded in socio-technical contexts. We 
should evaluate the agents on multiple scenarios and multi-
ple contexts within the same application to properly under-
stand whether the behaviour is not negatively affecting the 
final goal of the socio-technical system. However, as we 
mentioned earlier, the set of frequently used dilemmas in AI 
literature (Bjørgen et al. 2018) is very limited in complex-
ity. Therefore, there is a need to develop more dilemmas to 
benchmark PSRB behaviour that can test the behaviour of 
an AI in multiple situations and contexts.

8  Conclusion

In this paper, we discussed the notion of the ethical agency 
of an AI. We examined the mainstream approaches to imple-
ment ethical agency in machines and identified some of their 
shortcomings. We then introduced the idea of pro-social rule 
breaking in AI. This can aid machines to be more ethical by 
helping to overcome the limitations caused by theory. To 
be clear, we do not suggest that implementing PSRB alone 
would result in ethical agents. However, we suggest that, 
PSRB plays a crucial part in making an agent ethical. There-
fore, this paper advocates more research on PSRB for AI.

To understand PSRB and the cognitive processes lead-
ing to it, we looked into research on human PSRB. In this 
paper, we explored when humans break rules for pro-social 
reasons. We hope that this informs the development of future 
AI agents, by modelling their decision-making accordingly. 
To do this, we introduced a new ethical dilemma called 
the vaccination strategy dilemma. Using this dilemma, we 
explored the relationship between external stakeholder utili-
ties and PSRB. We found that the stakeholder utilities have 
a significant effect on human PSRB behaviour at least in 
the vaccine strategy dilemma. In addittion, the experiment 
proved that PSRB behaviour could not be categorised as a 
complete utilitarian behaviour. However, more research is 
needed to understand the relationship of PSRB with other 
external variables and internal variables mentioned in this 
paper.



 AI & SOCIETY

1 3

Funding Open Access funding provided by the IReL Consortium.

Declarations 

Conflict of interest The authors have no conflicts of interest to dis-
close.

Ethical approval The presented study has been granted exemption from 
requiring ethics approval by the Ethics Committee of the authors’ uni-
versity, University College Dublin, Ireland, under the protocol number 
UCD HREC-LS, Ref.-No.: LS-E-21-54-Ramanayake-Nallur. The study 
has been granted exemption as it included an anonymous survey that 
did not involve identifiable data or any vulnerable groups. All par-
ticipants voluntarily participated in the study, thus agreeing with the 
terms and conditions of the platform Amazon Mechanical Turk. All 
procedures performed were per the ethical standards of the institutional 
and national research committee (UCD HREC-LS, Ref.-No.: LS-E-
21-54-Ramanayake-Nallur) and with the 1964 Helsinki declaration and 
its later amendments or comparable ethical standards.

Open Access This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are 
included in the article's Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article's Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http:// creat iveco mmons. org/ licen ses/ by/4. 0/.

References

Amodei D, Olah C, Steinhardt J, Christiano P, Schulman J, Mané D 
(2016) Concrete Problems in AI Safety. http:// arxiv. org/ abs/ 1606. 
06565

Arkin RC (2008) Governing lethal behavior: embedding ethics in a 
hybrid deliberative/reactive robot architecture—Part I: motivation 
and philosophy. In: HRI 2008—Proceedings of the 3rd ACM/
IEEE international conference on human-robot interaction: liv-
ing with robots, pp 121–128. https:// doi. org/ 10. 1145/ 13498 22. 
13498 39

Asimov I (1950) I, Robot. Bantam Books. https:// books. google. ie/ 
books? id= MD0GA QAAIA AJ

Awad E, Levine S, Loreggia A, Mattei N, Rahwan I, Rossi F, Talam-
adupula K, Tenenbaum J, Kleiman-Weiner M (2020) When is 
it morally acceptable to break the rules? A preference-based 
approach. In: 12th multidisciplinary workshop on advances in 
preference handling (MPREF 2020)

Bench-Capon T, Modgil S (2017) Norms and value based reasoning: 
justifying compliance and violation. Artif Intell Law 25(1):29–
64. https:// doi. org/ 10. 1007/ s10506- 017- 9194-9

Beran O (2018) An attitude towards an artificial soul? responses to 
the “Nazi Chatbot.” Philos Investig 41(1):42–69. https:// doi. 
org/ 10. 1111/ phin. 12173

Bjørgen EP, Madsen S, Bjørknes TS, Heimsæter FV, Håvik R, 
Linderud M, Longberg PN, Dennis LA, Slavkovik M (2018) 
Cake, death, and trolleys: dilemmas as benchmarks of ethical 
decision-making. In: AIES 2018—proceedings of the 2018 

AAAI/ACM conference on AI, ethics, and society, pp 23–29. 
https:// doi. org/ 10. 1145/ 32787 21. 32787 67

Borry EL, Henderson AC (2020) Patients, protocols, and prosocial 
behavior: rule breaking in frontline health care. Am Rev Public 
Adm 50(1):45–61. https:// doi. org/ 10. 1177/ 02750 74019 862680

Bringsjord S, Arkoudas K, Bello P (2006) Toward a general logicist 
methodology for engineering ethically correct robots. IEEE 
Intell Syst 21(4):38–44. https:// doi. org/ 10. 1109/ MIS. 2006. 82

Brown MB, Forsythe AB (1974) Robust tests for the equality of vari-
ances. J Am Stat Assoc 69(346):364. https:// doi. org/ 10. 2307/ 
22856 59

Censi A, Slutsky K, Wongpiromsarn T, Yershov D, Pendleton S, Fu 
J, Frazzoli E (2019) Liability, ethics, and culture-aware behavior 
specification using rulebooks. In: 2019 International Conference 
on Robotics and Automation (ICRA), 2019-May, pp 8536–8542. 
https:// doi. org/ 10. 1109/ ICRA. 2019. 87943 64

Cobbe J (2021) Algorithmic censorship by social platforms: power 
and resistance. Philos Technol 34(4):739–766. https:// doi. org/ 
10. 1007/ s13347- 020- 00429-0

Dahling JJ, Chau SL, Mayer DM, Gregory JB (2012) Breaking rules 
for the right reasons? An investigation of pro-social rule break-
ing. J Organ Behav 33(1):21–42. https:// doi. org/ 10. 1002/ job. 
730

Dennis L, Fisher M (2018) Practical challenges in explicit ethical 
machine reasoning. In: International symposium on artificial 
intelligence and mathematics, ISAIM 2018. http:// arxiv. org/ abs/ 
1801. 01422

Dennis L, Fisher M, Slavkovik M, Webster M (2016) Formal verifica-
tion of ethical choices in autonomous systems. Robot Auton Syst 
77:1–14. https:// doi. org/ 10. 1016/j. robot. 2015. 11. 012

Dressel J, Farid H (2018) The accuracy, fairness, and limits of predict-
ing recidivism. Sci Adv 4(1):eaao5580. https:// doi. org/ 10. 1126/ 
sciadv. aao55 80

Dyrkolbotn S, Pedersen T, Slavkovik M (2018) On the distinction 
between implicit and explicit ethical agency. In: Proceedings of 
the 2018 AAAI/ACM conference on AI, ethics, and society, pp 
74–80. https:// doi. org/ 10. 1145/ 32787 21. 32787 69

Fagnant DJ, Kockelman K (2015) Preparing a nation for autonomous 
vehicles: opportunities, barriers and policy recommendations. 
Transp Res Part a: Policy Practice 77:167–181. https:// doi. org/ 
10. 1016/j. tra. 2015. 04. 003

Feeney MK (2012) Organizational red tape: a measurement experi-
ment. J Public Adm Res Theory 22(3):427–444. https:// doi. org/ 
10. 1093/ jopart/ mus002

Giordano C, Brennan M, Mohamed B, Rashidi P, Modave F, Tighe 
P (2021) Accessing artificial intelligence for clinical decision-
making. Front Dig Health 3:65. https:// doi. org/ 10. 3389/ fdgth. 
2021. 645232

Goeree JK, Holt CA, Laury SK (2002) Private costs and public ben-
efits: unraveling the effects of altruism and noisy behavior. J Pub-
lic Econ 83(2):255–276. https:// doi. org/ 10. 1016/ S0047- 2727(00) 
00160-2

Guo E, Hao K (2020) This is the Stanford vaccine algorithm that left 
out frontline doctors | MIT Technology Review. Technologyre-
view. https:// www. techn ology review. com/ 2020/ 12/ 21/ 10153 03/ 
stanf ord- vacci ne- algor ithm/

Hedges LV, Olkin I (1985) Statistical methods for meta-analysis. In: 
Statistical methods for meta-analysis. Elsevier. https:// doi. org/ 10. 
1016/ C2009-0- 03396-0

Hesslow G (2012) The current status of the simulation theory of cogni-
tion. In: Brain Research, vol 1428. Elsevier, pp 71–79. https:// doi. 
org/ 10. 1016/j. brain res. 2011. 06. 026

IPSOS (2020) Global attitudes on a COVID-19 vaccine: Ipsos survey 
for the World Economic Forum. https:// www. ipsos. com/ en/ global- 
attit udes- covid- 19- vacci ne- decem ber- 2020

http://creativecommons.org/licenses/by/4.0/
http://arxiv.org/abs/1606.06565
http://arxiv.org/abs/1606.06565
https://doi.org/10.1145/1349822.1349839
https://doi.org/10.1145/1349822.1349839
https://books.google.ie/books?id=MD0GAQAAIAAJ
https://books.google.ie/books?id=MD0GAQAAIAAJ
https://doi.org/10.1007/s10506-017-9194-9
https://doi.org/10.1111/phin.12173
https://doi.org/10.1111/phin.12173
https://doi.org/10.1145/3278721.3278767
https://doi.org/10.1177/0275074019862680
https://doi.org/10.1109/MIS.2006.82
https://doi.org/10.2307/2285659
https://doi.org/10.2307/2285659
https://doi.org/10.1109/ICRA.2019.8794364
https://doi.org/10.1007/s13347-020-00429-0
https://doi.org/10.1007/s13347-020-00429-0
https://doi.org/10.1002/job.730
https://doi.org/10.1002/job.730
http://arxiv.org/abs/1801.01422
http://arxiv.org/abs/1801.01422
https://doi.org/10.1016/j.robot.2015.11.012
https://doi.org/10.1126/sciadv.aao5580
https://doi.org/10.1126/sciadv.aao5580
https://doi.org/10.1145/3278721.3278769
https://doi.org/10.1016/j.tra.2015.04.003
https://doi.org/10.1016/j.tra.2015.04.003
https://doi.org/10.1093/jopart/mus002
https://doi.org/10.1093/jopart/mus002
https://doi.org/10.3389/fdgth.2021.645232
https://doi.org/10.3389/fdgth.2021.645232
https://doi.org/10.1016/S0047-2727(00)00160-2
https://doi.org/10.1016/S0047-2727(00)00160-2
https://www.technologyreview.com/2020/12/21/1015303/stanford-vaccine-algorithm/
https://www.technologyreview.com/2020/12/21/1015303/stanford-vaccine-algorithm/
https://doi.org/10.1016/C2009-0-03396-0
https://doi.org/10.1016/C2009-0-03396-0
https://doi.org/10.1016/j.brainres.2011.06.026
https://doi.org/10.1016/j.brainres.2011.06.026
https://www.ipsos.com/en/global-attitudes-covid-19-vaccine-december-2020
https://www.ipsos.com/en/global-attitudes-covid-19-vaccine-december-2020


AI & SOCIETY 

1 3

Kant I (1785) Groundwork for the Metaphysics of Morals. Yale Uni-
versity Press

Kirchner L, Mattu S, Larson J. Angwin J (2016) Machine Bias—Pro-
Publica. Propublica. https:// www. propu blica. org/ artic le/ machi 
ne- bias- risk- asses sments- in- crimi nal- sente ncing

Kwok KO, Lai F, Wei WI, Wong SYS, Tang JWT (2020) Herd immu-
nity—estimating the level required to halt the COVID-19 epidem-
ics in affected countries. J Infect 80(6):e32–e33. https:// doi. org/ 
10. 1016/j. jinf. 2020. 03. 027

Levin S (2017) Facebook allowed advertisers to target “Jew haters.” 
The Guardian. https:// www. thegu ardian. com/ techn ology/ 2017/ 
sep/ 14/ faceb ook- adver tising- jew- hater- antis emiti sm

Levine S, Kleiman-Weiner M, Schulz L, Tenenbaum J, Cushman F 
(2020) The logic of universalization guides moral judgment. Proc 
Natl Acad Sci 117(42):26158–26169. https:// doi. org/ 10. 1073/ 
pnas. 20145 05117

Liu T, Liu C, Zhou E (2019) Influence of organizational citizenship 
behavior on prosocial rule breaking: moral licensing perspective. 
Soc Behav Personal Int J 47(6):1–9. https:// doi. org/ 10. 2224/ sbp. 
8079

Lynn LA (2019) Artificial intelligence systems for complex decision-
making in acute care medicine: a review. Patient Saf Surg 13(1):1–
8. https:// doi. org/ 10. 1186/ s13037- 019- 0188-2

Martinez-Martin N, Dunn LB, Roberts LW (2018) Is it ethical to use 
prognostic estimates from machine learning to treat psychosis? 
AMA J Ethics 20(9):E804-811. https:// doi. org/ 10. 1001/ amaje 
thics. 2018. 804

McIntyre A (2019) Doctrine of double effect. In Zalta EN (ed) The 
{Stanford} Encyclopedia of Philosophy (Spring 201). Metaphys-
ics Research Lab, Stanford University

Mittelstadt B (2019) Principles alone cannot guarantee ethical 
AI. Nat Mach Intell 1(11):501–507. https:// doi. org/ 10. 1038/ 
s42256- 019- 0114-4

Mittelstadt BD, Allo P, Taddeo M, Wachter S, Floridi L (2016) 
The ethics of algorithms: mapping the debate. Big Data Soc 
3(2):205395171667967. https:// doi. org/ 10. 1177/ 20539 51716 
679679

Moor JH (2006) The nature, importance, and difficulty of machine 
ethics. IEEE Intell Syst 21(4):18–21. https:// doi. org/ 10. 1109/ MIS. 
2006. 80

Morrison EW (2006) Doing the job well: an investigation of pro-social 
rule breaking. J Manag 32(1):5–28. https:// doi. org/ 10. 1177/ 01492 
06305 277790

Myrick JG, Willoughby JF (2021) A mixed methods inquiry into the 
role of Tom Hanks’ COVID-19 social media disclosure in shaping 
willingness to engage in prevention behaviors. Health Commun. 
https:// doi. org/ 10. 1080/ 10410 236. 2020. 18711 69

Nallur V (2020) Landscape of machine implemented ethics. 
Sci Eng Ethics 26(5):2381–2399. https:// doi. org/ 10. 1007/ 
s11948- 020- 00236-y

Pathak P, Pal PR, Shrivastava M, Ora P (2019) Fifth revolution: applied 
AI & human intelligence with cyber physical systems. Int J Eng 
Adv Technol 8(3):23–27

Sinnott-Armstrong W (2019) Consequentialism. In: Zalta EN (ed) The 
{Stanford} Encyclopedia of Philosophy (Summer 201). Meta-
physics Research Lab, Stanford University

Thornton SM, Pan S, Erlien SM, Gerdes JC (2017) Incorporating ethi-
cal considerations into automated vehicle control. IEEE Trans 
Intell Transp Syst 18(6):1429–1439. https:// doi. org/ 10. 1109/ TITS. 
2016. 26093 39

Upadhyay AK, Khandelwal K (2018) Applying artificial intelligence: 
implications for recruitment. Strateg HR Rev 17(5):255–258. 
https:// doi. org/ 10. 1108/ SHR- 07- 2018- 0051

US Defense (2017) Department of Defense Announces Successful 
Micro-Drone Demonstration. https:// www. defen se. gov/ Newsr 
oom/ Relea ses/ Relea se/ Artic le/ 10448 11/ depar tment- of- defen se- 
annou nces- succe ssful- micro- drone- demon strat ion/

Vanderelst D, Winfield A (2018) An architecture for ethical robots 
inspired by the simulation theory of cognition. Cogn Syst Res 
48:56–66. https:// doi. org/ 10. 1016/j. cogsys. 2017. 04. 002

Vardaman JM, Gondo MB, Allen DG (2014) Ethical climate and pro-
social rule breaking in the workplace. Hum Resour Manag Rev 
24(1):108–118. https:// doi. org/ 10. 1016/j. hrmr. 2012. 05. 001

Vardi Y, Weitz E (2003) Misbehavior in organizations: theory, research, 
and management. Psychology Press

Vinuesa R, Azizpour H, Leite I, Balaam M, Dignum V, Domisch S, 
Felländer A, Langhans SD, Tegmark M, Fuso Nerini F (2020) The 
role of artificial intelligence in achieving the Sustainable Devel-
opment Goals. Nat Commun 11(1):233. https:// doi. org/ 10. 1038/ 
s41467- 019- 14108-y

Wallach W, Allen C, Smit I (2008) Machine morality: bottom-up and 
top-down approaches for modelling human moral faculties. AI 
Soc 22(4):565–582. https:// doi. org/ 10. 1007/ s00146- 007- 0099-0

Zeng X (2018) Development of framework linking organizational 
virtuousness and pro-social rule breaking: from the perspective 
of social information processing. Open J Soc Sci 06(06):80–89. 
https:// doi. org/ 10. 4236/ jss. 2018. 66008

Zhu J, Xu S, Ouyang K, Herst D, Farndale E (2018) Ethical lead-
ership and employee pro-social rule-breaking behavior in 
China. Asian Bus Manag 17(1):59–81. https:// doi. org/ 10. 1057/ 
s41291- 018- 0031-0

Publisher's Note Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
https://doi.org/10.1016/j.jinf.2020.03.027
https://doi.org/10.1016/j.jinf.2020.03.027
https://www.theguardian.com/technology/2017/sep/14/facebook-advertising-jew-hater-antisemitism
https://www.theguardian.com/technology/2017/sep/14/facebook-advertising-jew-hater-antisemitism
https://doi.org/10.1073/pnas.2014505117
https://doi.org/10.1073/pnas.2014505117
https://doi.org/10.2224/sbp.8079
https://doi.org/10.2224/sbp.8079
https://doi.org/10.1186/s13037-019-0188-2
https://doi.org/10.1001/amajethics.2018.804
https://doi.org/10.1001/amajethics.2018.804
https://doi.org/10.1038/s42256-019-0114-4
https://doi.org/10.1038/s42256-019-0114-4
https://doi.org/10.1177/2053951716679679
https://doi.org/10.1177/2053951716679679
https://doi.org/10.1109/MIS.2006.80
https://doi.org/10.1109/MIS.2006.80
https://doi.org/10.1177/0149206305277790
https://doi.org/10.1177/0149206305277790
https://doi.org/10.1080/10410236.2020.1871169
https://doi.org/10.1007/s11948-020-00236-y
https://doi.org/10.1007/s11948-020-00236-y
https://doi.org/10.1109/TITS.2016.2609339
https://doi.org/10.1109/TITS.2016.2609339
https://doi.org/10.1108/SHR-07-2018-0051
https://www.defense.gov/Newsroom/Releases/Release/Article/1044811/department-of-defense-announces-successful-micro-drone-demonstration/
https://www.defense.gov/Newsroom/Releases/Release/Article/1044811/department-of-defense-announces-successful-micro-drone-demonstration/
https://www.defense.gov/Newsroom/Releases/Release/Article/1044811/department-of-defense-announces-successful-micro-drone-demonstration/
https://doi.org/10.1016/j.cogsys.2017.04.002
https://doi.org/10.1016/j.hrmr.2012.05.001
https://doi.org/10.1038/s41467-019-14108-y
https://doi.org/10.1038/s41467-019-14108-y
https://doi.org/10.1007/s00146-007-0099-0
https://doi.org/10.4236/jss.2018.66008
https://doi.org/10.1057/s41291-018-0031-0
https://doi.org/10.1057/s41291-018-0031-0

	Immune moral models? Pro-social rule breaking as a moral enhancement approach for ethical AI
	Abstract
	1 Introduction
	2 Related work
	2.1 Current approaches to ethical AI
	2.2 Ethical agency of an AI
	2.3 Pro-social rule breaking

	3 Pro-social rule breaking and AI
	3.1 Factors behind “When”

	4 Vaccination strategy dilemma
	4.1 Relationship of stakeholders utilities with PSRB
	4.1.1 Harm to rescheduled risk-group individuals
	4.1.2 Benefit to society
	4.1.3 PSRB score


	5 Empirical evaluation
	5.1 Methods
	5.2 Analysis

	6 Discussion
	7 Future work
	8 Conclusion
	References




