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Abstract
The article analyzes experimentally and theoretically the influence of microscope parameters on the pinhole-assisted Raman
depth profiles in uniform and composite refractivemedia. The main objective is the reliable mapping of deep sample regions. The
easiest to interpret results are found with low magnification, low aperture, and small pinholes. Here, the intensities and shapes of
the Raman signals are independent of the location of the emitter relative to the sample surface. Theoretically, the results can be
well described with a simple analytical equation containing the axial depth resolution of the microscope and the position of the
emitter. The lower determinable object size is limited to 2–4 μm. If sub-micrometer resolution is desired, high magnification,
mostly combined with high aperture, becomes necessary. The signal intensities and shapes depend now in refractivemedia on the
position relative to the sample surface. This aspect is investigated on a number of uniform and stacked polymer layers, 2–160 μm
thick, with the best available transparency. The experimental depth profiles are numerically fitted with excellent accuracy by
inserting a Gaussian excitation beam of variable waist and fill fraction through the focusing lens area, and by treating the Raman
emission with geometric optics as spontaneous isotropic process through the lens and the variable pinhole, respectively. The
intersectional area of these two solid angles yields the leading factor in understanding confocal (pinhole-assisted) Raman depth
profiles.

Keywords ConfocalRamanmicro-spectroscopy .Ramandepthprofiling .Thicknessdetermination .Refractive indexmismatch .
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Introduction

Scanning Raman micro-spectroscopy is an elegant tool for the
chemical characterization and localization of small objects,
especially when they are distributed in two dimensions on a
planar substrate [1–3]. The lateral resolution can reach values
in the < 100-nm scale by means of near-field techniques such
as tip enhancement [4, 5]. Diffraction-limited microscopy

achieves in the best case a lateral resolution of about 200 nm
[6, 7].

It is a challenge to transfer the two-dimensional resolution
into the volume of three-dimensional samples. In the axial
direction, the spatial resolution is limited with conventional
microscopy in the visible region to 2wZ ≈ 600 nm (FWHM)
[8]. Up to this limit, the thickness of objects can directly be
determined with high accuracy from the intensity of the
Raman signal [9, 10]. This method is also applicable at the
expense of depth resolution to thicker layers, but at some stage
the signal height begins to saturate, even for quasi-collimated
irradiation [11]. There are many reasons for saturation like
aperture, magnification or pinhole size on the microscope
side, thickness, depth inhomogeneity, surface refraction and
total internal reflection, surface roughness, bulk absorption, or
elastic scattering on the sample side. The saturation level of
the signal height depends on the position of the microscope
focus relative to the sample surface. Therefore, a depth scan of
the sample can deliver, among others, the axial resolution of
the setup, the thickness of the complete sample, and the
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positions of its components, as well as the angular and radial
intensity distribution of the irradiation source. These parame-
ters are covered in this article investigating polymer samples
with coplanar smooth phase boundaries and negligible elastic
scattering power. Despite these ideal properties, the saturation
level falls off, like in many examples of the literature [12–28]
with the in-focal depth position due to the aberration of
confocality as a consequence of refractive index mismatch
(RIM). The article therefore aims to reduce the drop of inten-
sity as much as possible so that even deeply located objects
can be correctly analyzed in terms of chemical composition,
size, and shape. The experimental results are accompanied by
theoretical calculations based on literature work on electro-
magnetic diffraction [20–27], Gaussian beam [26, 28], and
geometric optics approaches [29, 30]. The level of calculation
which is necessary to reliably reproduce the experiments de-
pends on the sample thickness and the microscope objective.
We will show that deep layer regions of thickness ≥ 10 μm
can be correctly assigned with a single formal equation con-
taining only the effective depth resolution of a small aperture
objective, whereas large apertures require more advanced the-
oretical effort taking into account a finite-sized irradiation
waist, the width of the laser beam cross section through the
irradiation lens, and the pinhole diameter as variables. Our
numerical evaluation methods are in good agreement with
the experiments, with the side effect that unexpected discrep-
ancies can be assigned to irregularities of the sample, like
surface roughness or elastic bulk scattering. These properties
will be described in a follow-up contribution.

Materials and methods

Materials

Experiments are carried out on the following materials: a crys-
talline silicon disk, provided byWITec GmbH; a commercial-
ly available planar transparent polystyrene sheet; a glycerol/
water mixture (86/14, w/w); a polystyrene rigid foam sheet
with macroscopically turbid appearance; a standard colorless
transparent adhesive tape; and a multilayer polymer film for
food packaging, provided by Peter Ludwig from K-Pack
Folien GmbH. Table 1 lists some of the geometric and optical
properties of the materials used in this study.

Confocal Raman measurements

A confocal Raman microscope alpha300 SR from WITec
GmbH is used for the acquisition of the Raman depth profiles.
Line maps in the axial direction are collected using a precision
motorized stage with a z-axis controller including a piezo ta-
ble. The best axial resolution is 0.1 μmwithin the range of the
piezo table. The specimens are irradiated for Raman excitation

by a frequency doubled Nd:YAG laser with wavelength λ =
532 nm. The radiation is transferred to the microscope via a
single-mode optical fiber with a 3.5-μm core diameter. The
laser beam is first expanded and then collimated and hits as
parallel beam the rear side of the objective and further irradi-
ates the sample.

Raman depth scans are carried out with variable angular
aperture. For this purpose, we use three Carl Zeiss objectives
with different apertures and magnification factors, as detailed
in Table 2.

The Raman radiation emanating from the samples is col-
lected by the objectives and then coupled into a multimode
optical fiber with a core diameter of D = 25 μm, acting as
detection pinhole. Subsequently, the Raman signal is spectral-
ly analyzed with a UHTS 300 spectrometer. The Raman spec-
trum is recorded from Δν = 0–3600 cm−1 with a spectral
resolution of 2 cm−1.

The depth profiles have been acquired in a single run, using
a motorized sample stage for thick samples (Δz = 0.25 – 1 μm,
maximal scan range −100 to +100 μm) and a high-resolution
piezo-driven scan stage for thin samples (Δz = 0.1–0.25 μm,
maximal scan range −10 to +10 μm).

Extraction of the experimental depth profiles

For Raman depth profiling, we select Raman bands
which are specific for the material. In the case of mul-
tilayer samples, the selected Raman bands do not over-
lap with each other. Subsequently, the depth profiles are
obtained by numerical integration of the characteristic
Raman band intensities at distinct depths, after back-
ground subtraction of the spectra. An overview on the
characteristic bands used for the extraction of the depth
profiles is given in Table 1.

Modeling

The double-objective optics of the confocal Raman micro-
scope is modeled here by a single collecting lens (radius RL,
focal length zF) combined with a circular pinhole (diameterD)
mounted at variable positions zP on the optical z-axis (x,y = 0)
of the lens. On the sample side, the pinhole forms an image at
z0 with radius wP that depends on zP, zF, and D. The width of
wP includes diffraction broadening. The radiation source for
Raman excitation is built into the microscope and imaged
confocally at z0 to the circular area πw0

2 centered within the
pinhole image.

Basic quantities for the analysis of the expected Raman
signals are the Field of Vision (FV, area) and the Field of
EXcitation (FX, number of photons area−1time−1). The prod-
uct of these two quantities forms the Field of detection (FD).
The backscattered Raman signal XR is obtained by summing
up all contributions to FD over the sample volume. Upon

7094 Boldrini B. et al.



conservation of cylindrical symmetry, i.e., perfect alignment
of the laser with the pinhole image, one obtains

XR∼∫FDdV ¼ ∫FV*FX 2πr dr dz ð1Þ
where r = (x2 + y2)1/2 is the radial distance from the optical
axis, and dz ranges over the sample thickness d. The field of
vision describes the detection probability density of every po-
tentially emitting point G(r,z) in the sample volume. In this
contribution, traditional geometric optics for spontaneous, i.e.,
incoherent emission, is applied with the additional assumption
that G emits isotropic. In the case of refractive index match,
the local FV(r,z) is proportional to the intersectional area of
two solid anglesΩL × ΩP with G at the apex, one through the
lens (ΩL) and one through the pinhole and the pinhole image
(ΩP), respectively. The results of the model are summarized in
Fig. 1 as 3D projections of FV in the vicinity of the pinhole
image. The left half stands for the refractive index n = 1, the
right half for n = 1.6. In the latter case, the pinhole image is
localized either in front of or directly at the refractive sample
surface zS = z0 (pre-focal range). The results are separated into
four partial regions A–D.

Region A yields the highest detection probabilities for
the emitters. Since ΩL < ΩP and wP << z, the FV is

proportional to ΩL and in practice independent of the
local position in A

FV∼ΩL ¼ 4π sin2 θL=4ð Þ ð2Þ
where θL is the aperture of the lens, θL = 2 arctan(RL/
z).

Region B forms a conewith the aperture of the lens (for n =
1). Since now ΩP < ΩL, the FV is proportional to ΩP which
intersects fully with ΩL but depends strongly on the local
coordinates r and |z -z0| of G.

θP ¼ arctan
wP þ r
z−z0

� �
þ arctan

wP−r
z−z0

� �
ð3Þ

Region C forms a cone mantle of radial width 2wP around
region B. The FV is still proportional to ΩP. However, the
intersection with ΩL changes from complete at the BC-
boundary with a sigmoidal decline [34, 35] to zero at the
CD-boundary (half-shadow region).

Region D acts in transparent layers as sink for Raman ex-
citation with no chance to be detected. In turbid systems, re-
gion D additionally acts as a potential source of Raman radi-
ation via backscattering into A, B, or C (details in a follow-up
publication).

Table 1 Geometric and optical properties of the materials used in this study

Material Layer thicknessdreal, μm Refractive indexnD
20 Characteristic Raman

shiftΔν(cm−1)
Assignment

Silicon disk ~800 3.96 520 Si-Si

Polystyrene

(a) Transparent layer 124 1.59 1001 Benzene ring breathing mode
(b) Rigid foam [11] 1400 1.59 1001

Glycerol/water (86/14, w/w) →∞ 1.45 1450 δ CH2

Adhesive tape, consisting of:

Polypropylene backbone (PP)
Adhesive acrylic resin (PMA)

Total
40

1.49
1.48 [31]

399
1730

ω CH2 & δ CH [32]
ν C=O

Packaging film, stack of

Polyamide
Polyethylene
Poly-ethylene-vinyl alcohol (EVOH)
Polyethylene

Total
72

1.53
1.51
1.53
1.51

1623
2860
825 sh, 850
2860

Amide I
ν CH
γr CH2, ν CC [33]
ν CH

Table 2 Specific parameters of
the Carl Zeiss objectives Objective EC Epiplan

20×/0.4

EC Epiplan

50×/0.7

EC Epiplan-Neofluar

100×/0.9

Magnification factor,M 20× 50× 100×

Numerical aperture, NA 0.4 0.7 0.9

Front lens (sample side) diameter (mm) 4.0 3.1 1.6

Rear lens (tube side) diameter (mm) 6.5 6.1 4.1

Working distance (mm) 3.1 1.1 0.31
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The influence of refractive index mismatch

The model sample forms a microscopically planar phase
boundary at zS. We distinguish two positions relative to z0.

(a) The pre-focal range zS ≥ z0. According to Snell’s law,
the apertures of all point emitters in A are reduced to
sin(θA) = sin(θL)/n. The A-field of vision is therefore
reduced to FVA(n) = FVA(1)/n

2 (see Eq. (2)). On the
other hand, the A-field expands more into the z-direction.
The apertures of the point emitters in B or C do not
change with n (compare the amplitudes in the deep z-
regions of the left and right halves in Fig. 1), but the
aperture of the whole cone (B + C) shrinks according to
Snell’s law, so that the integral FVB.C reduces in analogy
to FVA with n2. Experimentally, the FV is not “seen”
from the real depth position of G, but from the virtual
coordinate zvir, according to

zvir−zs
zem−zs

¼ tan φintð Þ
tan φextð Þ →

lim
φ→0 ¼ sin φintð Þ

sin φextð Þ ¼ n−1 ð4Þ

whereφ are the polar angles of radiation inside and outside the
layer, respectively. Hence, the real thickness dreal of a layer is
optically compressed to dexp by a factor of n or more. This
effect partly compensates the n−2 dependence of the detected
solid angles so that the total FV as well as the backscattered
Raman signal becomes approximately inversely proportional
to n.

(b) The in-focal range zS< z0.Optical refraction at the phase
boundary shifts the (z0-zS)-position of the pinhole image
to deeper z-values, for paraxial beams by a factor of n at
least, for large polar beam angles φ considerably more.
Hence, the pinhole image of a wide-angle objective be-
comes misaligned with the consequence of an extended
field of vision, especially into the direction of the +z-
hemisphere. Calculations can be carried out similar to
the index-matched situation. However, the distance of
the pinhole image against G depends now on φ, so that
the effective solid angle ΩP has to be determined as in-
tegral over d(cosφ).

Figure 2 shows FV curves for emitters G(0, z) locat-
ed at the optical axis in a medium with n = 1.6. The
pinhole image for n = 1 lies at z0-zS = 20 μm below
the sample surface. At low z-positions of G, FV is
formed from paraxial beams only, independent of the
NA of the lens. When approaching the effective pinhole
image position, also wider angles add to the signal
strength. The trace with NA = 0.4 reaches a short pla-
teau as in Fig. 1. Then, the signal decreases again with
increasing distance from the pinhole image. Wide angles
with their deeper z-positions of the pinhole image are
truncated by the limited aperture of the objective. The
objectives with NA = 0.7 and especially NA = 0.9
accept also deeper z-positions before truncation, but on-
ly wide angles of emission (for small angles, the

Fig. 1 Field of vision (FV) as function of the position of isotropically
emitting points G(rem, z-zS) inside the layer. Pinhole and pinhole image
radiuswP = 0.3μm (1:1 magnification), zP = z0 = 2zF = 1000μm. Lens

radius RL = 1000 μm. Left: index match, n = 1. Right: index mismatch,
n = 1.6. Pinhole projection at the surface (z0 = zS). Colored areas:
angular boundaries of the field of vision
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pinhole image is too far away). Consequently, the signal
of a deeply localized isotropic emitter will be only part-
ly detected. This effect becomes more and more impor-
tant for increasing z0-zS distances.

Figure 3 describes the FV of point emitters with arbitrary
distance r from the central axis, split into the calculated results
for NA = 0.4 (left half) and NA = 0.9 (right half), both for
index mismatch n = 1.6. The main differences between the
two apertures are found into the paraxial +z-direction, where
the FV with NA = 0.9 extends by +30 μm beyond the depth
of the vision maximum, whereas NA = 0.4 drops down after
+4 μm already. The extension differences become much
smaller in the sideway +z-vision branch, and the differences
vanish in the hemisphere directed to the irradiated surface.
The latter region is masked in the 3D projection (Fig. 3, top)
but becomes clearly visible in the contour plot (Fig. 3, bot-
tom). In total, the FV drops strongly with the r-distance from
the optical axis. The Raman signal, however, increases linear-
ly with r, see Eq. (1), so that the FV regions at small Δr, but
not at exactly r = 0 are the most important contributors to XR.
This fact was neglected in early publications but was clearly
pointed out by e.g.Maruyama et al. [21] who depicted contour
plots of FV as calculated for NA = 0.9 with scalar wave
optics. Their results are more detailed than ours, but in essence
equal to the geometric approximation in Fig. 3.

The Field of EXcitation is provided in the present work by
a coherent laser source with Gaussian TEM00-profile:

FX∼w−2exp −2 r=w
� �2� �

ð5Þ

First, the laser beam is expanded to fill an appreciable frac-
tion ff of the rear objective lens area. Then, the beam is con-
centrated through the objective to the z-dependent width

w zð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
w2
0 þ f f

RL

z0
z − z0ð Þ

� �2
s

ð6Þ

where w0 is the smallest spot radius that is obtainable at z0 for
a given magnification and aperture of the objective. The
weighted angular distribution of irradiation is given for large
distances from z0 by

tanφ ¼ RL

z0
exp −2 r=ff RL

� �2
� �

ð7Þ
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Fig. 2 z-profiles of the FV, index mismatch n = 1.6, for emitting points
G(0, z-zs) on the optical axis of the microscope. Compared to the arrange-
ment of Fig. 1, the sample surface is shifted by z0-zs = 20μm towards the
lens, and the lens radius RL is introduced as variable corresponding to NA
= 0.4 (black line), NA = 0.7 (blue line), NA = 0.9 (red line). Black curve
on top: effective pinhole image position as function of the emission angle
cos(φ) (scaling on the ordinate). The crosses indicate the maximum ac-
ceptance angle of emission for different NAs. The extreme values for
emission angle 0 and π/2 are shown on the ordinate scale

Fig. 3 z-profiles of the FV, as function of the position of an isotropically
emitting point G(rem, z-zs). Detection geometry as in Fig. 2. with the
additional off-axis variable rem as distance of G from the optical axis.
Left: NA = 0.4; Right: NA = 0.9. Top: representation as waterfall
diagram. Bottom: color-coded intensity of FV
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Close to z0, all angles change to normal incidence. We
insert tan φex(r, zRay) = 0 for |z - z0| ≤ w0.

The calculation of backscattered Raman radiation starts
with an ultra-thin layer (d➔ 0) located at z = z0. The detection
probability is given by Eq. (1). Then, the layer is moved into ±
z-direction. This procedure creates wider radial Gaussian dis-
tributions of excitation with equal integral flux but lower FV
of Raman emission. Mathematically, the detection probability
follows a Cauchy-Lorentz distribution. The latter is normal-
ized here to the distribution maximum (not to the area) yield-
ing for the z-dependent backscattered Raman signal XR the
proportionality

X R zð Þ∼ w2
z

z−z0ð Þ2 þ w2
z

αd for d≪wz ð8Þ

where α is the Raman scattering (or generation) coefficient
per unit length, and 2wZ is the full half width (FWHM) of the
Lorentz distribution curve, a parameter that describes the
depth resolution of the optical setup. The profile of Eq. (8)
depends on the pinhole diameter D, the numerical aperture
NA of the objective, and its magnification factor M. An em-
pirical relation was developed by Wilson [36].

wz ¼ 0:33λ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ AU2

n−
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2−NA2

p
s

where AU

¼ D � NA= 0:61λ �Mð Þ ð9Þ

The depth profiles of layers with arbitrary thickness d > 0
are accessible by summing up all contributions from the front
layer surface zS to the rear layer surface zS + d. The result
depends on the position of zS versus z0. An analytical solution
is obtained with Eq. (8) as integrand

X R z0;wz; dð Þ∼ arctan
d−z0
wz

� �
þ arctan

z0
wz

� �� �
αwZ ð10Þ

where the zero point of z is chosen at zS. All z0- and associated
mobile stage zM-positions are then counted negative in front of
the surface (pre-focal range), and positive inside the layer.

Evaluation procedures

According to Eq. (10) and Fig. 4, the systems under investi-
gation can be classified into

– thin layers with the reduced thickness dred = d / wZ < 1,
where the signal height increases linearly with the layer
thickness XR ~ d and the signal z-shape remains
Lorentzian with constant width FWHM = 2wZ.

– thick layers with the reduced thickness dred > 10, where
the signal height maximum is almost constant XR,max ≈
const and the signal z-width increases linearly with the

layer thickness FWHM = d. In addition, the normalized
pre-focal slope of the X(z)-curve enables the determina-
tion of wZ.

– medium layerswith 1 < dred < 10, where both XR,max and
FWHM vary with dred. The two variables wZ and d are
accessible from least squares fits of the experimental z-
scans. Alternatively, wZ is taken from thin or thick layers
so that d can be directly determined from the z-trace.

Equation (10) is designed primarily for index-match but, as
will be seen in the “Experimental results” section, can be used
for thin layers or small apertures also in the case of mismatch.
A more general description of the systems is obtainable by
numerical integration of Eq. (1) with the help of Eqs. (2–7).
Input parameters are RL, z0, n, and the variable position of the

0 1 2

Profile

height

R
a
m
a
n
in
te
n
s
it
y
[a
.u
.]

reduced thickness d
red

Profile

width

thin medium

0 5 10 15 20 25

R
a
m
a
n
in
te
n
s
it
y
[a
.u
.]

reduced thickness d
red

medium

thick

Fig. 4 Depth profile widths (FWHM, red curve) and depth profile
maximum heights (blue curve, arbitrary ordinate) as function of the
reduced layer thickness d/wz. Top: thin and medium layer regime.
Bottom: medium and thick layer regime
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layer surface zS during the z-scan. The potential emitters G(r,
z) are excited from zS to zS + dreal under different internal polar
angles and therefore different intensities according to Eqs. (5,
6, and 7). The excitation intensities include the influence of
focal aberration with increasing polar angle. The emitted in-
tensities follow the field of vision (vide supra), under consid-
eration of angular focal aberration, and refraction or total in-
ternal reflection at zS. The calculated XR(z)-traces are fitted to
the experimental results by variation of dnum, wP, and ff. The
layer thicknesses are labeled as detailed in Table 3. Inclusion
of w0 as the fourth variable makes fitting rather uncomfort-
able. The value of w0 was therefore taken with little loss of
accuracy from the radius of the Airy-disk for given NA and
magnification of the objective. The focused spot size was also
experimentally detected by mirror reflection to w0 =
0.345 μm (100×/0.90) [21] and to w0 = 0.32 μm (100×/
0.85) [28].

Experimental results

The thin layer regime

The geometrical or optical relevant layer thickness is lower
than the effective depth resolution 2wz of the micro-spectrom-
eter. The optical thicknesses of e.g. graphene or silicon follow
this criterion. According to the Si-absorption coefficients at
the excitation (k532 = 7.7·103 cm−1) and Raman emission
wavelengths (k547 = 6.9·103 cm−1), and the refractive index
n = 4.1 [37], the optical sampling depth dopt = (k532 +
k547)

−1n−1 = 170 nm is distinctly lower than the experimental
depth profiles measured with the three objectives. The profiles
of NA = 0.4 and NA = 0.7 exactly follow the Lorentzian of
Eq. (8), whereas NA = 0.9 slightly broadens in the central
region by convolution with the sampling depth of silicon.
Table 4 collects the experimental wz-values of the device.
The table also presents the model calculations according to
Eq. (10) which are in good agreement with the experiments.

Thin to medium layers

Styrodur is a rigid foam variant of polystyrene with, in our
sample, a specific density of 0.06 g cm−3. The material is
formed from densely packed, gas-filled bubbles of irregular
shape and size of ca. 120–220 μm in the long direction and
60–100 μm in the short direction. To the naked eye, the ma-
terial appears turbid with an effective elastic scattering coeffi-
cient of σ = 35 cm−1 that is almost independent of the wave-
length [11]. Microscopically, however, the bubbles are fairly
transparent, i.e., free of distortion by multiple scattering from
region D in Fig. 1. We analyzed the thickness of the bubble
walls via Raman z-scans focused at the outer material surface
and in the interior. Figure 5 presents typical z-traces and their

curve fits. As in the case of silicon, the trace with NA = 0.4
(M = 20×) falls into the thin layer regime and reflects the
depth resolution of the objective, whereas the trace with NA
= 0.9 (M = 100×) has to be treated as layer of medium
thickness yielding the outer wall thickness dexp = 1.4 μm
and, in a depth of z = 74 μm, the inner thickness dexp =
2.7 μm. The latter we tentatively interpret as intimate contact
of two adjacent bubbles (see inset Fig. 5, top right).

If the layer is below the depth resolution of the de-
vice, its thickness can be determined from the Raman
intensity. In this case, an intensity reference is required
in analogy to absorption spectroscopy. The following
example uses as internal reference the Raman active
matrix in which a thin interlayer is embedded that forms
a gap in the matrix. The gap produces a sink in the
Raman z-scan whose depth is a function of the gap
width. Figure 6 presents experimental and calculated
results in a polyethylene matrix with a Γreal = 5-μm
polyalcohol interlayer, located 30 μm below the matrix
surface. The interlayer causes an intensity attenuation of
30% (20×/0.4) and 65% (50×/0.7), respectively, and the
z-traces yield with Eq. (10) an optical gap width of
Γexp = 3–3.5 μm. The figure also shows clearly that
intra-material gap widths of Γ < 1 μm can be assigned
with low objective aperture, i.e., without intensity loss
and shape distortion in deep sample regions, using this
method.

Thick layers

The pre-focal range zS > z0

Due to the lack of angular aberration in z0 and the applicability
of Eq. (4) in its small-angle approximation, this range can be
treated with relatively simple mathematics. Figure 7 shows
some of our experimental XR(z)-profiles.

The data are normalized to the values at zS = z0. This
procedure eliminates the linear dependence on the Raman
generation coefficient as well as the reciprocal dependence
on the refractive index, and highlights the influence of the
pinhole magnification and objective aperture.

The full lines are fitted with Eq. (10) or with our numerical
procedure without revealing significant deviations from the
experiments. Slight deviations become recognizable only if
the overall fit is compared to the slope maximum of Eq. 10

dX R 0ð Þ
dz

¼ 2

πwz
with X R 0ð Þ ¼ 1 ð11Þ

Table 4 summarizes the fitted geometric parameters of the
device. It should be noted that the values of the thick layers
come very close to the thin layer limit which supports the
physical relevance of our data.
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The in-focal range

Figure 8 presents the complete z-scans of a transparent poly-
styrene layer with real thickness dreal = 124 ± 0.5 μm. The
small-aperture trace can be perfectly fitted over the whole
depth range with the analytical model of Eq. (10) yielding
wZ = 2.65 μm and the optical thickness dopt = 74.8 μm,
which is equal to the experimental thickness dexp =
74,75 μm obtained from the 1st derivative extremes of the

Table 4 Some calculated and
experimentally fitted geometric
parameters ofmicro-Raman depth
profiling

Microscope objective 20×/0.4 50×/0.7 100×/0.90

Effective depth resolutionwZ/μm

Calculated

Eqs. (8 and 10) n=1.59 D=25 μm wz=2.8 0.8 0.33

Experimental

Thin layer (silicon) 2.85 0.76 0.35

Thick layer (polystyrene)

pre-focal profiles, Fig. 7, Eq. (10)

2.7 0.65–0.7 0.27

Slope maximum at zS=z0, Eq. (11) 2.53 0.81 0.31

Overall profiles, Eq. (10), Fig. 8 2.65 n.a. n.a.

Effective pinhole image radiuswp/μm

Mechanical pinhole diameter

D=25 μm wP=1.35–1.4 0.85 0.35

D=200 μm [23] Fig. 9 1.6

D=400 μm [23] Fig. 9 2.5

Waist radius of excitationw0/μm w0=1.0–1.1 0.7 0.35

Objective fill factor of excitationff ff<0.45 0.45–0.55 0.75–0.85

Fig. 5 Raman depth profiles of thin bubble membranes in polystyrene
foam. Top: 20×/0.4 objective, bottom: 100×/0.9 objective. The distance
between the two maxima for both profiles is approximately 72 μm,
corresponding to the size of the first bubble. All intensity maxima are
normalized to unity. Crosses: experimental profiles with indication of
FWHM; lines: analytical fit with Eq. (10). Inset: schematic
representation of the measurement setup, with the excitation beam
(arrow) approaching the first bubble surface (*) and then the contact
surface (**) between the first and the second bubble
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20×/0.4. Bottom: 50×/0.7. Crosses: experimental profiles indicating an
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experimental trace. As described in a series of publications
[15, 16, 29, 38], the large-aperture traces deviate significantly
from the symmetry of Eq. (10). Our numerical fits, with the
pre-focalwP-values as base for FV, require the fill factor ff of
the excitation beam through the objective as important scaling
variable (see Eqs. (5 and 6)). A reasonable fit of the experi-
mental 100×/0.9 – trace in Fig. 8 is obtained with ff = 0.85,
whereas the curve with ff = 1 is clearly away from reality. The
other fitting parameters wp = w0 = 0.35 μm were inserted as
limit given by the Airy diffraction disk of wAiry = 0.61λ0.532/
NA = 0.36 μm. In total, the calculated overall z-scan profiles
are in excellent agreement with the experimental curves.
Systematic deviations are found only close to the rear sample
side where improvement could be achieved by addition of the
5% internal back reflection of the laser waist at the rear sample
surface.

Larger pinhole diameters D yield larger image diameters
with lower depth resolution but less intensity loss in the deep
regions. Figure 9 describes this behavior with the help of
experimental literature data [23], evaluated with the formalism
of the present work. The fitted image diameters are always

somewhat widened by diffraction against the geometric mag-
nification ratio 2wP > D/M.

Bi-layer stack

The central part of this work quantifies the depth-dependent
signal intensities and profile shapes in composite layers with
known thicknesses and depth positions of the individual com-
ponents. Application-oriented examples were found in high-
tech packaging materials where different polymers are stacked
in a multilayer film in order to achieve mechanical fracture
strength and low gas permeability. We measured several sam-
ples with promising results but limited data accuracy because
of local thickness variations in the range of 1–2 μm, and
residual elastic scattering at the internal phase boundaries.
We achieved the best results with an adhesive tape that was
stacked to form a two-component series ABABABAB, where
A = highly transparent polypropylene (PP) and B = adhesive
polymethacrylate (PMA) resin. The thickness of the tape AB
was determined optically by Raman x-scans along the flat face
of the intact tape roll, and mechanically by the thickness of the
complete roll with known tape length. Both methods yielded
an equal thickness of dAB,real = 40.2 ± 0.3 μm.

Figures 10 and 11 show z-scans of the stack evaluated at
the C=O Raman frequencyΔν = 1730 cm−1 which is present
only in the B-component, and at the skeleton Raman frequen-
cyΔν = 399 cm−1 which is present only in the A-component.

Fig. 7 Raman z-scans of a thick transparent polystyrene layer, measured
in the pre-focal and beginning in-focal range with three different objec-
tives. The experimental data (dots) are normalized at the sample surface to
unity. The solid lines represent depth fits using Eq. (10) with wz-values
summarized in Table 4. For better visualization, the data are displayed
with offset Δ = 1. The z-scan of glycerol (on top with offset Δ = 0.2)
shows that the normalized curve progression is independent of the refrac-
tive index n
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Fig. 8 Raman depth profiles of transparent polystyrene layers measured
with different optical setups 20×/0.4 (top) and 100×/0.9 (bottom). Black
crosses: experimental data; red lines: simulations of the experiments; blue
lines: numerical simulations for fill factor (a)ff = 0.001 and (b)ff = 2½
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The traces of the two components are well separable with all
objectives.

The z-profiles with NA = 0.4 (M = 20×) (Fig. 10) are
highly symmetric with constant maxima heights, minima
depths, and period widths over the whole stack. Hence, the
low-aperture device avoids information loss in the deep re-
gions of composite layers, at least for medium or thick
components.

Due to the agreement between the experimental and fitted
curves, reliable data about the virtual positions and dimen-
sions of the layer components were obtained, as presented in
Table 3. The comparison with the 1st derivatives shows clear-
ly that both methods deliver the same results, which supports
the quantitative applicability of Eq. (10).

Table 3 presents fitted results obtained with the formal
procedure of Eq. (10) and with the numerical geometric eval-
uation. In the separate fits of A and B (Fig. 10), the gaps
between A correspond exactly to the thickness of B and vice
versa. The global fit comes off a little worse because the two
traces are shifted against each other by Δz = 1.6 μm due to
chromatic aberration between the two detection wavelengths.
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Fig. 9 Raman z-scans of a thick transparent PS layer measured (black
crosses) with NA = 0.9 (M = 100×) objective and different pinhole
diameters D. Experimental data for D = 200 μm and 400 μm from
Esposito et al. [23] and 25 μm from authors’ measurements. Curve fits
(red, this paper) yield the effective pinhole image diameters 2wP in the
focal plane
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In contrast to the latter, the z-scans with NA = 0.9 (M =
100×) (Fig. 11) are highly asymmetric with intensity loss and
profile distortion in the deep layer regions. The numerical fit
of the first A-trace reproduces with dnum,A = 26.2 μm the
experimental curve very well. The thickness of the B-
component is then obtained as dB = dAB–dA = 40.2 – 26.2
= 14.0 μm.

This value was used to simulate, without further correc-
tions, the B-trace over the whole stack. As can be seen in
the middle part of Fig. 11, the agreement with the experiment
is extremely good, not only in the signal widths and heights,
but also in the asymmetric tailing that arises from the forward
component of the FV (see Fig. 2) which increases with the
depth position. The lower part of Fig. 11 offers a suggestion
how to reduce tailing and intensity loss under maintenance of
high depth resolution. The theoretical curve uses an additional
iris in the microscope tube in order to truncate wide emission
angles.

Discussion and conclusion

The experimental data of this work were collected from trans-
parent amorphous layers with very low to negligible elastic
scattering power. Under these conditions, it is possible to test
simple optical models that describe the depth response of con-
focal microscopic Raman or fluorescence experiments. The
model with the analytical solution of Eq. (10) requires focused
laser-irradiation with Gaussian radial intensity profile and
yields the formal depth resolution FWHM = 2wZ of the de-
vice, the virtual depth center zvir of the detected Raman signal,
as well as the virtual thickness dopt of the emitting layer. The
geometric model with numerical solution also requires fo-
cused irradiation, but can freely choose the radial intensity
profile. Figure 12 compares calculated Raman depth profiles
for homogeneous, Gaussian, and δ-irradiation.

The real depth position of the Raman emitter in a
refractive medium

Knowledge of the refractive index is the first prerequisite for
determining the emitter’s depth position. As a rule of thumb,
the virtual position, as defined for thin interlayers by the ex-
perimental emission maximum in the z-scan, has to be multi-
plied by n in order to get the real depth. A higher accuracy is
achieved if additionally, the focal aberration is considered as a
second correction factor. Table 5 presents the ratio of the real
to the n · virtual depth position of a thin object layer as calcu-
lated from the emission maximum for different apertures and
refractive indexes and shows clearly that this additional cor-
rection depends strongly on the refractive index of the matrix
and the objective aperture. Close to the sample surface, the

correction factor increases with depth, but the factor saturates
in deeper regions to the values as given in Table 5.

In the thick interlayer range, it is advisable not to define the
maximum, but the z-boundaries of the interlayer as a position
marker that can be obtained by e.g. the 1st derivative extremes
or the half-height values of the z-trace. As can be extracted
from the experimental data of the stacked adhesive tape, the
shape of the trace and the correction factor of Table 5 remain,
with NA = 0.4 (M = 20×), constant for all depth positions of
the components in the stack. Thus, the real positions can be
determined with an uncertainty of ±0.25 μm. One might ex-
pect that the accuracy should be even better with NA = 0.9
(M = 100×). However, the aberration correction depends in
this case on the position of the interlayer in the stack. The
uppermost A-component is experimentally determined from
the 1st derivative as dexp,A = 16.25 μm. The experimental
thickness increases in the deep region to dexp,A = 17.3 μm
because of the tailing of the lower z-boundary, whereas the
result with NA = 0.4 (M = 20×) stays constant with dexp,A =
16.5 ± 0.25 μm over the whole stack. A very similar behavior
is observed for the experimental thickness of the complete
AB-tape as function of its stack position, as can be extracted
from Table 3.

If deviations in the range of ±1 μm are accepted, the thick-
nesses extracted from NA = 0.4 and NA = 0.9 are substan-
tially equal. If sub-micrometer precision is required, the two
apertures yield slightly different results in the sense that the
first AB-component of the adhesive tape stack is optically
more compressed with NA = 0.9 than with NA = 0.4 (see
the experimental data). This result is a consequence of RIM
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Fig. 12 Modeled Raman depth profiles of an ultra-thin layer (d➔ 0) with
a signal maximum at z0 = 0, zF = 1000 μm. Black crosses: randomwalk
simulation for lens radius RL = 1000 μm, Gaussian irradiation through
full lens with irradiation waist radius w0 = 0.3 μm, pinhole at zp =
1000 μm with pinhole radius wP = 0.3 μm. Red line: best Lorentzian
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that shifts the origin of large emission angles virtually stronger
to the irradiated surface than small ones. The effect is partly
compensated in the deeper AB-components by the forward
tailing of the FV (Figs. 2 and 3) which increases the optical
thickness with NA = 0.9 but not with NA = 0.4. In total, the
effect is small and only a by-product against the main issue of
Table 3 to demonstrate that analytical methods are able to well
quantify deeply located layer components, provided the sys-
tem is free of elastic scattering.

The fill factor of excitation

Traditionally, the fill factor ff of a given area or volume is
normalized to unity for complete homogeneous occupation.

Upon collimated TEM00 irradiation of the lens area, this type
of normalization requires wide beam expansion or space fil-
tering with unrealistic intensity loss for the detection of the
weak Raman signals. On the other hand, a wide beam pro-
duces a small spot radius w0 with high spatial resolution but,
unfortunately, also with strong depth intensity loss in the case
of refractive index mismatch. In a reasonable compromise, the
beam is expanded only as wide as necessary so that the inten-
sity is reduced at the lens boundary to the ratio (fraction)e−n

relative to the center. According to the definitions in Eqs. (5)
and (6), the ratio e−1 corresponds to ff = 21/2, e−2 to ff = 1, e−4

to ff = 2–1/2, etc. The experimental ff-data of Table 4 are
obtained from the best fits of the z-scans. At the mo-
ment, it is not known how much the data are of phys-
ical reality and how much they are subject to the simple
model assumptions, especially to the neglect of the elec-
tromagnetic wave character of irradiation. A photometric
determination of the expanded laser cross section will
help. As can be seen from Fig. 8, the influence of ff
on the depth profiles is important. Since the diameters
of the objectives, but not of the excitation beam in-
crease with falling NA (see Table 2), the ff-value of
NA = 0.4 becomes low, a prerequisite for the symmet-
rical depth profiles measured with this objective.

Table 5 Ratio of the real to the n · virtual depth position of a thin object
layer, details in text

zreal−zSð Þ
n zvir−zSð Þ

n = 1.5 n = 2

NA 0.2 1.00–1.005 1.00–1.01

NA 0.4 1.03–1.04 1.06–1.07

NA 0.9 1.07–1.08 1.11–1.12

Table 3 Evaluation of the polystyrene z-scans of Fig. 8, and adhesive tape of Fig. 10 and Fig. 11; all length data in μm

Evaluation procedure

Layer system
Physical thickness, μm

Numerical Analytical, Eq.10 Experimental,
from 1st derivatives

dnum, μm dan, μm dexp, μm dreal/n·dexp
Polystyrene
dreal = 124 ± 0.5 μm

NA = 0.4
NA = 0.9

123.5 (a)

126 (b)
74.8
n.a.

74.75
75.75

1.043
1.03

Quadruple stack of adhesive tape AB
dreal = 4 x (40.2 ± 0.3) μm

NA = 0.4

AB-layer
average (*)

sum of #1 to #3

26.3±0.5 (*)

79.5

A-layer
gap between A’s

16.49
(**)

9.61
16.5 1.03

B-layer
gap between B’s

14.5 (a)

26.25
(a)

9.64
16.51

9.75

NA = 0.9

AB-layer #1
#2
#3
sum of #1 to #3

25.8
26.2
26.4
78.2

A-layer #1 26.2 (b) 16.25 1.047
B-layer #1 14.0 (b) 9.25

(a) Results with w0 = 0.8 μm, ff = 0.4 wP = 1.34 μm
(b) Results with w0 = 0.35 μm, ff = 0.85 wp = 0.35 μm

*() No trend with depth position

**() Results of least square fits. The quality of the fitting given as correlation coefficient is displayed in Fig. 10
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The spatial confinement of the detected signal

The spatial confinement of the detected signal offers a measure
for the local resolution of CRM. With normalization of the de-
tection field FD (photons × time−1) to its maximum value, the
integrated Eq. (1) delivers the detection volume Vc, often also
named confocal volume. Unfortunately, Vc cannot be described
by rigid boundaries since the shape of FD varies strongly with r
and z. Nevertheless, the volume is sometimes symbolized by a
rotational ellipsoid (rugby ball). A somewhatmore realistic shape
can be borrowed from an acoustic horn or from a Yo-Yo, since
the detectable photon distribution widens with the distance from
z0, but also loses density. In a logarithmic contour plot, the wid-
ening becomes clearly visible [21]. The region close to z0 offers a
simple description ofΔVc = a · πw0

2Δz, whereΔz < w0 is the
thickness of a thin layer around z0, and a takes into account the
radial profile of FD. AGaussian excitation profile yields a ≈ 0.5
with partial truncation through the pinhole if wP is not signifi-
cantly wider thanw0. The numerical evaluation over a thick layer
yields for indexmatchVc (100×/0.9) = 0.3μm3 andVc(20×/0.4)
= 12 μm3, respectively. Index mismatch increases both volumes
by more than a factor of n. In addition, the axial extension of Vc
(100×/0.9) increases significantly into the +z-direction with the
depth position, whereas Vc(20×/0.4) stays constant.

Therefore, the advantage of high versus low optical reso-
lution is increasingly lost in the deep hidden depth.

Acknowledgements We thank Dr. Thomas Dieing and Dr. Maxime
Tchaya from WITec GmbH for valuable discussions. We thank also
Ms. Sofia Anker for the graphical abstract.

Author contribution Conceptualization: B. Boldrini, E. Ostertag, K.
Rebner, D. Oelkrug

Data curation: B. Boldrini, D. Oelkrug
Formal analysis: B. Boldrini, D. Oelkrug
Funding acquisition: K. Rebner
Investigation: B. Boldrini, E. Ostertag, D. Oelkrug
Methodology: B. Boldrini, E. Ostertag, D. Oelkrug
Project administration: B. Boldrini, E. Ostertag, K. Rebner, D.

Oelkrug
Resources: B. Boldrini, K. Rebner, E. Ostertag
Software: B. Boldrini, D. Oelkrug
Supervision: B. Boldrini, D. Oelkrug
Validation: B. Boldrini, E. Ostertag, K. Rebner E, D. Oelkrug
Visualization: B. Boldrini, E. Ostertag, D. Oelkrug
Writing—original draft preparation: B. Boldrini, E. Ostertag, D.

Oelkrug
Writing—review and editing: B. Boldrini, E. Ostertag, K. Rebner, D.

Oelkrug

Funding Open Access funding enabled and organized by Projekt DEAL.

Declarations

Conflict of interest The authors declare no competing interests.

Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing, adap-
tation, distribution and reproduction in any medium or format, as long as
you give appropriate credit to the original author(s) and the source, pro-
vide a link to the Creative Commons licence, and indicate if changes were
made. The images or other third party material in this article are included
in the article's Creative Commons licence, unless indicated otherwise in a
credit line to the material. If material is not included in the article's
Creative Commons licence and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder. To view a copy of this
licence, visit http://creativecommons.org/licenses/by/4.0/.

References

1. Zoubir A. Raman imaging: techniques and applications: Springer;
2012.

2. Bettignies PD. Micro-Raman spectroscopy. In: P. Jürgen, M.
Thomas 2. Optics/instrumentation, De Gruyter, De Gruyter; 2020.
pp. 15–60.

3. Tan PH. Raman spectroscopy of two-dimensional materials.
Springer Singapore; 2018.

4. SackrowM, Stanciu C, LiebMA,Meixner AJ. Imaging nanometre-
sized hot spots on smooth Au films with high-resolution tip-en-
hanced luminescence and Raman near-field optical microscopy.
ChemPhysChem. 2008;9:316–20.

5. Dieing T. Resolution and performance of 3D confocal Raman im-
aging systems. Confocal raman microscopy, Springer, Springer;
2018. pp. 121-153.

6. Yeo B-S, Stadler J, Schmid T, Zenobi R, Zhang W. Tip-enhanced
Raman spectroscopy–its status, challenges and future directions.
Chem Phys Lett. 2009;472:1–13.

7. Toporski J, Dieing T, Hollricher O. Confocal Raman microscopy.
Springer; 2018.

8. Wagner S, Dieing T, Centeno A, Zurutuza A, Smith AD, Östling
M, Kataria S, LemmeMC. Noninvasive scanning Raman spectros-
copy and tomography for graphene membrane characterization.
Nano Lett. 2017;17:1504–11.

9. Liszka BM, Lenferink AT, Witkamp GJ, Otto C. Raman micro-
spectroscopy for quantitative thickness measurement of nanometer
thin polymer films. J Raman Spectrosc. 2015;46:1230–4.

10. Casiraghi C, Hartschuh A, Lidorikis E, Qian H, Harutyunyan H,
Gokus T, Novoselov KS, Ferrari A. Rayleigh imaging of graphene
and graphene layers. Nano Lett. 2007;7:2711–7.

11. Oelkrug D, Boldrini B, Rebner K. Comparative Raman study of
transparent and turbid materials: models and experiments in the
remote sensing mode. Anal Bioanal Chem. 2017;409:673–81.

12. Everall N. Depth profiling with confocal Ramanmicroscopy, part I.
Spectroscopy, 2004;19:22–33.

13. Everall N. Depth profiling with confocal Raman microscopy, part
II. Spectroscopy, 2004;19:16–27.

14. Everall NJ. Confocal Raman microscopy: why the depth resolution
and spatial accuracy can be much worse than you think. Appl
Spectrosc. 2000;54:1515–20.

15. Everall NJ. Confocal Ramanmicroscopy: performance, pitfalls, and
best practice. Appl Spectrosc. 2009;63:245A–62A.

16. Bruneel J, Lassegues J, Sourisseau C. In-depth analyses by confocal
Raman microspectrometry: experimental features and modeling of
the refraction effects. J Raman Spectrosc. 2002;33:815–28.

17. Tomba JP, Arzondo LM, Pastor JM. Depth profiling by confocal
Raman microspectroscopy: semi-empirical modeling of the Raman
response. Appl Spectrosc. 2007;61:177–85.

7105Exploring the hidden depth by confocal Raman experiments with variable objective aperture and magnification

http://creativecommons.org/licenses/by/4.0/


18. Tomba JP, EliçabeGE, de la PazMM, Perez CJ. Depth-profiling by
confocal Raman microscopy (CRM): data correction by numerical
techniques. Appl Spectrosc. 2011;65:342–8.

19. Baia L, Gigant K, Posset U, Petry R, Schottner G, KieferW, Popp J.
Confocal Raman investigations on hybrid polymer coatings. Vib
Spectrosc. 2002;29:245–9.

20. Egner A, Hell SW. Aberrations in confocal and multi-photon fluo-
rescence microscopy induced by refractive index mismatch.
Handbook of biological confocal microscopy, Springer, Springer;
2006. pp. 404–413.

21. Maruyama Y, Kanematsu W. Confocal volume in laser Raman
microscopy depth profiling. J Appl Phys. 2011;110:103107.

22. Sourisseau C, Maraval P. Confocal Raman microspectrometry: a
vectorial electromagnetic treatment of the light focused and collect-
ed through a planar interface and its application to the study of a thin
coating. Appl Spectrosc. 2003;57:1324–32.

23. Esposito R, Scherillo G, Pannico M, Musto P, De Nicola S,
Mensitieri G. Depth profiles in confocal optical microscopy: a sim-
ulation approach based on the second Rayleigh-Sommerfeld dif-
fraction integral. Opt Express. 2016;24:12565–76.

24. Sheppard C. Effects of specimen refractive index on confocal im-
aging. J Microsc. 1997;185:366–74.

25. Török P, Varga P, Laczik Z, Booker G. Electromagnetic diffraction
of light focused through a planar interface between materials of
mismatched refractive indices: an integral representation. JOSA
A. 1995;12:325–32.

26. De Grauw C, Sijtsema N, Otto C, Greve J. Axial resolution of
confocal Raman microscopes: Gaussian beam theory and practice.
J Microsc. 1997;188:273–9.

27. Hell S, Reiner G, Cremer C, Stelzer EH. Aberrations in confocal
fluorescence microscopy induced by mismatches in refractive in-
dex. J Microsc. 1993;169:391–405.

28. Chakraborty S, Kahan TF. A model for interpreting depth profiles
of confocal Raman measurements in reflective and transmitting
materials. J Raman Spectrosc. 2019;50:1763–76.

29. Everall NJ. Modeling and measuring the effect of refraction on the
depth resolution of confocal Raman microscopy. Appl Spectrosc.
2000;54:773–82.

30. Baldwin K, Batchelder D. Confocal Raman microspectroscopy
through a planar interface. Appl Spectrosc. 2001;55:517–24.

31. Polymer database.
32. De Baez MA, Hendra P, Judkins M. The Raman spectra of oriented

isotactic polypropylene. Spectrochim Acta A Mol Biomol
Spectrosc. 1995;51:2117–24.

33. Cooney T, Wang L, Sharma S, Gauldie R, Montana A. Raman
spectral study of solid and dissolved poly (vinyl alcohol) and
ethylene-vinyl alcohol copolymer. J Polym Sci B Polym Phys.
1994;32:1163–74.

34. Kratky K. The area of intersection of n equal circular disks. J Phys
A Math Gen. 1978;11:1017.

35. Librino F, Levorato M, Zorzi M. An algorithmic solution for com-
puting circle intersection areas and its applications to wireless com-
munications. Wirel Commun Mob Comput. 2014;14:1672–90.

36. Wilson T. Resolution and optical sectioning in the confocal micro-
scope. J Microsc. 2011;244:113–21.

37. Green MA, Keevers MJ. Optical properties of intrinsic silicon at
300 K. Prog Photovolt Res Appl. 1995;3:189–92.

38. Tomba JP, de la Paz MM, Perez CJ. Correction of optical distor-
t i ons in d ry dep th p ro f i l i ng wi th confoca l Raman
microspectroscopy. J Raman Spectrosc. 2011;42:1330–4.

Publisher’s note Springer Nature remains neutral with regard to jurisdic-
tional claims in published maps and institutional affiliations.

7106 Boldrini B. et al.


	Exploring the hidden depth by confocal Raman experiments with variable objective aperture and magnification
	Abstract
	Introduction
	Materials and methods
	Materials
	Confocal Raman measurements
	Extraction of the experimental depth profiles
	Modeling
	The influence of refractive index mismatch
	Evaluation procedures


	Experimental results
	The thin layer regime
	Thin to medium layers
	Thick layers
	The pre-focal range zS&thinsp;>&thinsp;z0
	The in-focal range

	Bi-layer stack

	Discussion and conclusion
	The real depth position of the Raman emitter in a refractive medium
	The fill factor of excitation
	The spatial confinement of the detected signal

	References


