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Power-law rheology controls 
aftershock triggering and decay
Xiaoming Zhang1 & Robert Shcherbakov1,2

The occurrence of aftershocks is a signature of physical systems exhibiting relaxation phenomena. They 
are observed in various natural or experimental systems and usually obey several non-trivial empirical 
laws. Here we consider a cellular automaton realization of a nonlinear viscoelastic slider-block model 
in order to infer the physical mechanisms of triggering responsible for the occurrence of aftershocks. 
We show that nonlinear viscoelasticity plays a critical role in the occurrence of aftershocks. The model 
reproduces several empirical laws describing the statistics of aftershocks. In case of earthquakes, the 
proposed model suggests that the power-law rheology of the fault gauge, underlying lower crust, and 
upper mantle controls the decay rate of aftershocks. This is verified by analysing several prominent 
aftershock sequences for which the rheological properties of the underlying crust and upper mantle 
were established.

Aftershocks are ubiquitous in nature. They are the manifestation of relaxation phenomena observed in various 
physical systems. In one prominent example, they typically occur after large earthquakes1–4. They also occur in 
other natural or experimental systems, for example, in solar flares5,6, in fracture experiments on porous materials7 
and acoustic emissions8, after stock market crashes9,10, in the volatility of stock prices returns11, in internet traffic 
variability12 and e-mail spamming13, to mention a few. The observed aftershock sequences usually obey several 
well-defined, non-trivial empirical laws in magnitude, temporal, and spatial domains4,14–16. In many cases their 
characteristics follow scale-invariant distributions16–18. The occurrence of aftershocks displays a prominent tem-
poral behavior due to time-dependent mechanisms of stress and/or energy transfer.

In the studies of seismicity, aftershock sequences are observed after moderate to large main shocks. Empirical 
observations reveal that aftershocks obey power-law scaling with respect to their energies (seismic moments) 
which in magnitude domain can be modelled by the Gutenberg-Richter law19. The decay rate of aftershocks above 
a certain magnitude is typically inversely proportional to the time since the main shock and is approximated by 
the Omori-Utsu law1,2:
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where τ and c are characteristic time scale parameters and the exponent p defines the power-law decay rate. This is 
one of the oldest and robust statistical features of aftershocks1,20 and signifies a time delay in the stress field relax-
ation after a main shock. Understanding the physical mechanisms responsible for the occurrence of aftershocks 
remains one of the fundamental problems of earthquake physics.

In this work, we consider a simple slider-block model to mimic the behavior of a seismogenic fault. We use a 
quasi-static approximation to map the model into a cellular automaton. In the model, we introduce a nonlinear 
viscoelastic coupling mechanism to capture the essential characteristics of crustal rheology and stress interac-
tion between the blocks and the medium. For this purpose, we employ nonlinear Kelvin-Voigt elements con-
sisting of an elastic spring and a dashpot assembled in parallel to introduce viscoelastic coupling between the 
blocks and the driving plate. By using the quasi-static approximation, we derive a functional form for the stress 
transfer mechanism in the model. We perform computer simulations of the cellular automaton realization of the 
slider-block model on a square grid to study its dynamics and analyze the statistics of avalanches. We show that 
the nonlinear viscoelasticity plays a critical role in the generation of aftershocks. It explains the functional form of 
the Omori-Utsu law and gives physical interpretation of its parameters.

Deviations from elastic behavior play an important role in the upper layer of the Earth21–23. This becomes 
evident when one considers seismogenic processes over longer characteristic time scales compared to the typical 
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times of the propagation of seismic waves. For short time-scales classical seismology is dominated by linearly 
elastic treatment of the rock medium. However, the occurrence of aftershocks and other transient regimes of 
seismic activity are observed over much longer time-scales and signify a strong deviation from linear elasticity. 
There are compelling evidences that the lower continental crust and upper mantle are governed by various solid 
state creep mechanisms24–27. Among those mechanisms a power-law viscous flow was suggested to explain the 
postseismic surface deformation after large earthquakes28–31. The power-law rheology assumes that the strain rate 
ε  depends on stress σ raised to a power n, ε σ= − A Q RTexp( / )n , where A  is a pre-factor, Q is activation energy, 
R is the universal gas constant, and T is temperature. The rheology of the fault zone can also exhibit deviations 
from elastic behavior with elements of creep and/or poroelastic deformation32–36. These observations constitute 
the basis for our consideration of the nonlinear viscoelastic mechanism responsible for the triggering of after-
shocks. The proposed slider-block model captures these several essential characteristics of the rheological behav-
iour of a seismogenic fault embedded into solid material, which exhibits elements of power-law rheology. In the 
model, the coupling of the slider-blocks to the driving plate through the nonlinear viscoelastic Kelvin-Voigt ele-
ments represents the viscoelastic influence of the lower crust and upper mantle. The nonlinear viscoelastic cou-
pling between the slider-blocks accounts for the complex rheology of a fault zone over longer time scales.

The original one dimensional slider-block model was introduced to simulate the occurrence of earthquakes 
along a fault16,37. The model was successful in reproducing the frequency-magnitude statistics of slip events38,39. 
Later, it has been mapped into a cellular automaton, which is known as the Olami-Feder-Christensen (OFC) 
model40,41. The OFC model displays several important characteristics found in earthquake phenomenology16,42–45. 
The equivalence of the slider-block model driven by the end block, which is known as a train model, and the 
Edwards-Wilkinson model of interface propagation was established46. The basic mechanisms needed for the 
existence of the realistic frequency-magnitude statistics and aftershock decay rates were considered in the 
model with the effects of contact ageing between elastic plates47. The importance of linear viscoelastic coupling 
in the slider-block type models was also recognized48–52. Viscous dumping introduces characteristic time and 
length scales into the problem and allows to consider a continuum limit of the slider-block type models45,51,53. 
Introduction of viscoelastic effects, in order to study the relaxation phenomenon, has been recently performed in 
the context of the viscoelastic interface moving in a depinning potential54,55. The decay rates of aftershocks con-
sistent with the Omori-Utsu law, Equation (1), was observed in one particular variant of the model55, although, 
with the exponent p higher than empirically observed ones. The nonlinear viscoelasticity was also considered in a 
modified version of the Carlson-Langer model56. One dimensional chain of blocks was considered and numerical 
simulations revealed that nonlinear viscoelasticity plays a crucial role in recovering the functional form of the 
Omori-Utsu law with realistic values of the parameter p.

The existence and identification of aftershocks in the previously studied slider-block or OFC type mod-
els remains an open question. The observations that the aftershocks decay according to the Omori-Utsu law, 
Equation (1), have been reported in several works42–45,57. However, the studied models do not always possess a 
well defined physical mechanism for aftershock generation involving time dependent non-elastic effects. The 
observed time decaying rate of aftershocks can also be an artifact of the ways the rates were constructed and ana-
lyzed. The realistic decay rates of aftershocks were observed in a model where an ad hoc power-law stress transfer 
mechanism was specified58.

The nonlinear viscoelastic slider-block model
We consider a two-dimensional array of N ×  N slider-blocks of equal mass m interconnected by nonlinear 
Kelvin-Voigt viscoelastic elements (Fig. 1). These elements model the power-law rheology of the medium and 
consist of an elastic spring characterized by a spring constant K assembled in parallel with a nonlinear viscous 
dashpot characterized by a parameter η and a power-law exponent n. The blocks are placed on a surface with sim-
ple static friction. They are also connected to the top loading plate with similar viscoelastic elements characterized 
by the parameters KL and ηL. To perform computer simulations of the model, we use a quasi-static approximation 
to map the model into a cellular automaton. This model differs from the classical slider-blocks by the addition of 
the nonlinear viscous dashpots for the interaction between blocks and connection to the driving plate. Therefore, 
the nonlinear viscoelastic elements model the power-law rheology of the medium. The slow driving of the model 
is specified through the movement of the top driving plate with velocity Vp along a fixed direction.

The slider-blocks arranged as a two-dimensional square array of size N ×  N obey the equations of motion

Figure 1. One-dimensional sketch of the model. A two-dimensional cellular automaton version of the model 
is used in the analysis. The slider-blocks are interconnected by nonlinear Kelvin-Voigt viscoelastic elements 
with parameters K and η. The blocks are placed on a surface with a simple static friction Ff. The blocks are 
also connected to the top plate, which is driven at constant velocity Vp, with similar Kelvin-Voigt viscoelastic 
elements with the corresponding parameters KL and ηL.
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where xi,j is a displacement of the (i, j) block from its equilibrium position, where i, j =  1,..., N. We assume that the 
movements of blocks occur only in one direction parallel to Vp. KL and ηL define the parameters of the viscoelastic 
elements coupling the blocks to the driving plate. The summations are performed over the nearest-neighbour 
blocks 〈 i′ , j′ 〉  connected to the given block (i, j). We assume a constant frictional force Ff acting on each block from 
the lower plate and its direction is always opposite to the block velocity 

xi j, .
The model is driven by the slowly moving top plate with the velocity Vp. When the total force acting on a par-

ticular block from both the nearest-neighbour blocks and the driving plate exceeds the frictional force the block 
slips. The moving block may cause slippage of some of the nearest-neighbour blocks. Those blocks in turn can 
initiate more slipping events creating an avalanche in the system. The nonlinear viscoelastic term ensures that the 
slipped blocks will continue transferring the remaining stress to their nearest-neighbours as time evolves. This 
can cause further slipping events due to this delayed action in time.

To analyze the model, we consider a quasi-static approximation (see Methods), where we assume that the 
inertia term in Equation (2) is negligible. We compute the change in the value of the force acting on a given block 
before and after the block slips during an avalanche. This allows us to estimate the amount of stress the block 
transfers to its nearest-neighbour sites. Due to the presence of the nonlinear viscoelastic terms the process of 
stress transfer consists of the instantaneous phase and the time dependent phase. This can be summarized for the 
power exponent n ≠  1 as follows
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where Δ Fi,j±1(t) is the cumulative change of stress on two nearest neighbour sites (i, j +  1) and (i, j −  1) due to the 
slip of the block (i, j). Fi,j(0) ≥  Ff =  1.0 defines the stress acting on the block (i, j) before the slip, which is set to zero 
when the slip starts, Fi,j(0+ ) =  0. t is a local time elapsed since the slip event and
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The non-dimensional parameter α is related to the ratio of the elastic properties of both types of springs. Similarly, 
the parameter β defines the contribution to the viscous behavior of the model due to a fault and surrounding 
medium. The characteristic time q0 defines the time scale of viscous relaxation. At the local time t =  0 the stress on 
the site (i, j) is reduced instantaneously to zero. At the same time the nearest-neighbour sites receive the amount 
of stress Δ Fi,j±1(0) =  Δ Fi±1,j(0) =  βFi,j(0). However, as the local time t is advanced the slipped site (i, j) will con-
tinue transferring the stress to its nearest neighbours according to Equation (3). This constitutes the fundamental 
mechanism of stress transfer in the model.

In the case of the linear viscoelastic elements with n =  1 one can find an exponential functional form for the 
cumulative stress transfer
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The values of the dimensionless model parameters α and β are given in the ranges α< <0 1
4
 and β≤ ≤0 1

4
. 

In addition, the physical considerations dictate that the cumulative stress transfer function, Equation (3), has to 
be an increasing function of time with a limit α∆ = ∆ =

→+∞
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α >  β and n >  1. The rate of stress transfer can be obtained from Equations  (3) or (7) by taking the  
derivative d[Δ Fi,j±1(t)]/dt. This results in a power-law decaying rate with exponent 1 +  1/(n −  1) for n >  1.

With above considerations, we can implement the model as a cellular automaton. We simulate the model on a 
two-dimensional square lattice of size N ×  N. Each site of the lattice (i, j) is assigned a continuous stress variable 
Fi,j ≥  0, which specifies the total force acting on this site (Fig. S1 in Supplementary Information). The simulation 
of the model starts from the uniform random distribution of forces Fi,j in the range [0, 1]. The model is driven 
uniformly with a constant rate until one of the sites reaches a critical threshold value Fi,j ≥  Ff =  1. The site becomes 
unstable and begins transferring stress to its 4 nearest-neighbours according to Equation (3). At the same time its 
stress is reduced to a random value very close to zero. This is done to introduce stochasticity into the model. The 
initial stress transfer at the local time t =  0 can trigger slips of its nearest-neighbours initiating an instantaneous 
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avalanche. In addition, the slippage of unstable sites initiates the time dependent process of stress relaxation in 
the model as each slipped site starts its own time-dependent process of relaxation given by Equation (3) (Fig. S2 
in Supplementary Information).

In the model, we adopt a limit of zero velocity driving (Vp →  0) assuming that the global loading is resumed 
when all relaxations cease. At that step we reset the local time t to zero and initiate the relaxation process due to 
the avalanche triggered by the global loading. During the relaxation phase between global loadings more instan-
taneous avalanches can be triggered. These triggered events are the result of time dependent stress transfer due 
to the previously slipped blocks. This constitutes fundamental nature of the model. Therefore, in the model we 
distinguish two types of events, i.e. the ones that are initiated by the global loading and the events initiated by 
the triggering mechanism due to nonlinear viscoelastic relaxation of the medium. The global loading events can 
be identified with background events considered in seismology. A global loading event can initiate a triggered 
sequence of avalanches but it is not necessarily the largest event in the sequence. It is possible that the largest event 
in the sequence can occur later in time. We define the largest event in a sequence as a main shock. Therefore, we 
can identify the events which precede the main shock as foreshocks and the events that occur after the main shock 
as aftershocks in accordance with terminology adopted in statistical seismology.

Simulation Results
We performed numerical simulations of a cellular automaton realization of the above introduced model in order 
to analyze its behavior for different parameter values. The simulations were performed on a 256 ×  256 square 
lattice. In all cases we allowed the model to pass its transient regime before the statistics were collected and ana-
lyzed. This was done by analyzing the model state. Similar to the OFC model59 our model displays the tendency 
to organize into a steady state with well defined patches of similar stress. When these patches start to dominate 
the system we define the end of the transient regime and start collecting statistics. In the model it is possible to 
identify three time scales, i.e., related to the slow global loading, to the relaxation phase associated with triggered 
avalanches, where the stress transfer is specified by Equations (3) or (7), and the time scale during which the ava-
lanches propagate, which we assume to be instantaneous.

The algorithm to simulate the model also involves a nontrivial task of properly reproducing the relaxation 
phases between global loading events. During each such phase the time and the stress values of every slipped site 
have to be stored in order to allow the time dependent redistribution of stresses to their nearest-neighbours be 
properly accounted for as the local time evolves. In the algorithm the aftershock times are computed exactly by 
solving a nonlinear algebraic equation to find time needed to bring at least one site to its critical value during the 
relaxation of stresses from all already slipped sites. For long sequence containing large avalanches this can involve 
a significant number of slipped sites and usually slows down the simulations.

One of the important characteristics of the model is the frequency size distribution of its avalanches. We define 
the size of an avalanche s as the total number of slipped sites, which form a connected cluster. We analyzed the dis-
tributions of all events and also for avalanches triggered during the relaxation process. This is shown in Fig. 2 for 
the following model parameters: α =  0.24, β =  0.23, q0 =  10.0, and 1/n =  0.1. In Fig. 2 we give the distribution of 
all avalanches, global loading events and triggered avalanches. For a different values of the parameters see Fig. S3  
of Supplementary Information. We also distinguish between foreshocks, main shocks, and aftershocks. This is 
done by analyzing each triggered sequence and selecting the largest event in the sequence which has the size 
larger than 1000. All events after that event form aftershocks and all events before it define foreshocks. The dis-
tributions show well defined multi-scaling regimes for moderate (10 ≤  s <  1000) and large avalanches (s ≥  1000) 
and each regime can be approximated by a power-law

Figure 2. Frequency-size statistics of avalanches for the model on 256 × 256 lattice with the following 
model parameters: α = 0.24, β = 0.23, q0 = 10.0 and 1/n = 0.1. The symbols correspond to: all avalanches 
(squares), global loading events (open triangles), triggered events (open circles), main shocks (diamonds), 
aftershocks (stars), and foreshocks (crosses). The straight lines are maximum likelihood fits of the power-law 
function, Equation (8), and the exponent γ is reported within 95% confidence intervals.
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The corresponding values of the exponent γ are given in the legend. We attribute the appearance of 
multi-scaling regimes to the competing effect of elastic and viscous terms given through the parameters α and β. 
Each instantaneous event is characterized by the local dissipation given by the parameter β, whereas the cumula-
tive effect of total dissipation during the relaxation phase is controlled by α. The finite-size effects are also present 
for large avalanches and can influence the values of the exponent γ. This is consistent with the behaviour of the 
OFC model where the degree of conservation influences the frequency-size statistics of avalanches.

Another crucial measure is the decay rate of the number of aftershocks per unit time after a main shock. In 
case of earthquakes this rate can be approximated by the Omori-Utsu law, Equation (1), and plays an impor-
tant role in studies of seismicity. Our model simulations indicate that the same functional form can be used to 
approximate the decay rate of the model aftershocks (Fig. 3). The rates are computed by stacking all the aftershock 
sequences triggered by main shocks of sizes larger than 1000 and the aftershocks which are larger than 10. In 
addition, the simulations show the dependence of the decay exponent p on the power exponent n of the nonlinear 
viscoelasticity adopted in the model and given in the inset of Fig. 3. This can be approximated well by

= +
−

p
n

1 1
1

, (9)

which defines the exponent of the stress decay obtained from the cumulative transfer rate, Equation (3). This 
also indicates that p >  1 for bare aftershock sequences. This is consistent with the assumption that the cumulative 
number of aftershocks has to be finite. A similar analysis was performed for foreshocks and their rate follows a 
similar functional form given by Equation (1). The obtained dependence of the parameter p on the degree of 
non-linearity n is consistent with the estimates derived from the numerical simulations of the one-dimensional 
modified version of the Carlson-Langer model56.

The analysis of the model for the other values of the parameters indicates that decreasing values of α and β, 
which is related to the degree of energy dissipation during each slippage of blocks, results in the same power-law 
decaying form for the aftershock/foreshock rates. In addition, there is an increase in the number of aftershocks 
in the early times after the main shocks. On the other hand, the difference α −  β influences the productivity of 
aftershock sequences. The full analysis of the model for varying parameters and the finite-size effects will be 
reported elsewhere.

Application to natural aftershock sequences. As an illustration of the applicability of Equation (9), 
we consider several well-known aftershock sequences for which the postseismic surface relaxation was analyzed 
and the rheological properties of the underlying lower crust and upper mantle were modelled29,60. For the 1992 
Mw 7.3 Landers, the 1999 Mw 7.1 Hector Mine, California, and the 2002 Mw 7.9 Denali, Alaska, main shocks 
the power-law exponent n =  3.5 ±  0.5 was suggested to model the rheology of the lower crust and upper man-
tle29,60. For these aftershock sequences we estimated the p-value by fitting the Epidemic Type Aftershock Sequence 
(ETAS) model61 (see Methods). This is shown in Fig. 4. The ETAS model was used to minimize the effects of 
higher order aftershocks and background seismicity. The fits of the Omori-Utsu law, Equation (1), are given in 
Fig. S7 of Supplementary Information. Using Equation (9) one can obtain the corresponding power-law exponent 
n in the range [3.0, 3.7] which is very similar to the values obtained from the postseismic relaxation. The spatial 

Figure 3. Aftershock decay rates for the model on a 256 × 256 lattice with α = 0.24, β = 0.23, q0 = 10.0, and 
varying 1/n parameters. Aftershocks larger than s ≥  10 are used. The maximum likelihood fits of Equation (1) 
to the rates are given as solid curves and the resulting fitting parameter values are reported in the legend 
within 95% confidence intervals. The inset gives the dependence of the exponent p in Equation (1) on the 
model parameter 1/n, which defines the degree of viscoelastic nonlinearity. The solid curve corresponds to the 
theoretical dependence of the power exponent of the stress decay rate on n, which is given in Equation (9).
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distributions of the aftershocks, which occurred in close proximity to the main rupture planes, for each sequence 
are given in Figs S4–S6 of Supplementary Information.

However, we stress that the obtained relationship, Equation (9), between the power-law exponent n and the 
p-value of the Omori-Utsu law is valid for aftershock sequences not affected by the nonzero tectonic loading and 
for aftershocks occurring on cloze proximity to the main shock rupture planes. Real aftershock sequences have 
much more complex temporal and spatial structure. As a result, their rates can differ from ones predicted using 
Equation (9). However, the proposed model suggests that the power-law rheology of the fault gauge and underly-
ing lower crust and upper mantle controls the decay rate of aftershocks.

Discussion
In this work, we have proposed a mechanical model to illustrate the mechanisms of triggering and time delay in 
the occurrence of aftershocks. The model is successful in reproducing several key features of aftershocks observed 
in natural seismicity. The frequency-magnitude statistics displays power-law scaling for wide range of parameter 
values. The derived physical mechanism of stress relaxation reproduces properly the decaying rate of aftershocks 
in accordance with the Omori-Utsu law. We have also obtained that the parameter p of the Omori-Utsu law is 
related to the power-law exponent n as given in Equation (9). The results indicate that for the first time we provide 
a clear mechanism for the aftershock generation that follow a power-law decay rate and give a physical inter-
pretation of its functional form. The obtained results highlight the importance of nonlinear viscoelastic effects 
operating in various systems exhibiting relaxation phenomena and can stimulate relevant empirical observations 
and experiments in order to detect and quantify such effects.

Methods
Quasi-static approximation. To map the slider-block model into a cellular automaton, we consider a qua-
si-static approximation of the dynamics of the model. In this approximation, we analyze the change in force 
acting on a single block after it starts slipping assuming that all other blocks did not move. Using the equations of 
motion, Equation (2), the change of force on the nearest-neighbour block (i −  1, j) due to the slipped block (i, j) 
can be written as follows:

η∆ = − = ∆ −
∆

− − −F F t F K x
d x

dt
( ) (0) ,

(10)
i j i j i j i j

i j
n

1, 1, 1, ,
,

1

where Δ xi,j =  xi,j(t) −  xi,j(0) is the slip of the block (i, j). The local time t defines the evolution of the block after it 
slips. This is a timescale which is much shorter than the timescale associated with the global loading given by the 
upper plate velocity Vp and much longer than the occurrence of instantaneous avalanches. We also assume that 
displacements and velocities of all the neighbour blocks are zero and consider the limit of zero velocity driving 
Vp →  0.

Similarly, one can consider the change in force acting on the block (i, j) after it slips:

Figure 4. Cumulative number of aftershocks for the 1992 Mw 7.3 Landers, the 1999 Mw 7.1 Hector Mine, 
California, and the 2002 Mw 7.9 Denali, Alaska, main shocks are plotted as solid symbols. Aftershocks larger 
than m ≥  3.0 and during 1 year after the main shocks are used. The maximum likelihood fits of the ETAS model, 
Equation (15), to the rates are given as solid curves and the resulting fitting parameter values are reported in 
the legend. The inset plots the mean p values for each sequence averaged over several magnitude cutoffs (2.8, 
2.9, ..., 3.5), which were used to fit the rates, versus the power-law exponent n obtained from the postseismic 
surface deformation29,60. The vertical error bars correspond to one standard deviation of the variability of the p 
values estimated for the several lower magnitude cutoffs. The estimated parameters are given in Tables S1–S3 in 
Supplementary Information. The solid curve is the plot of Equation (9).
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Equation (11) can be integrated to obtain the evolution of the slip:
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where we assume that the force Fi,j acting on the slipped block (i, j) drops instantaneously to zero. This expression 
for the slip evolution combined with Equation (10) can be used to obtain the equation for the change of force 
acting on the nearest-neighbour block (i −  1, j):
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Equation (13) gives the cumulative amount of stress transferred to one of the 4 nearest neighbour blocks. Initially 
at t =  0 the nearest-neighbour block receives the amount of stress βFi,j(0). At the end, when t →  ∞ , the total 
amount of stress transferred is αFi,j(0) assuming that α >  β and n >  1. The rate of stress transfer is
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which has the same functional form as the Omori-Utsu law, Equation (1).

The ETAS model. The decay rates of the natural aftershock sequences were modelled using the Epidemic 
Type Aftershock Sequence (ETAS) point process61. The ETAS intensity function is given by
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− +
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where μ is a background rate, K and α control the productivity of the elementary sequences, m0 is a reference 
magnitude, and p and c are the parameters of the Omori-Utsu law.

The parameters of the ETAS model were estimated using the maximum likelihood method by maximizing the 
likelihood function corresponding to the rate given by Equation (15).

References
1. Utsu, T., Ogata, Y. & Matsu’ura, R. S. The centenary of the Omori formula for a decay law of aftershock activity. J. Phys. Earth 43, 

1–33 (1995).
2. Kisslinger, C. Aftershocks and fault-zone properties. In Adv. Geophys. vol. 38, 1–36 (Academic Press, San Diego, 1996).
3. Dieterich, J. A constitutive law for rate of earthquake production and its application to earthquake clustering. J. Geophys. Res. 99, 

2601–2618 (1994).
4. Freed, A. M. Earthquake triggering by static, dynamic, and postseismic stress transfer. Annu. Rev. Earth Planet. Sci. 33, 335–367 

(2005).
5. Baiesi, M., Paczuski, M. & Stella, A. L. Intensity thresholds and the statistics of the temporal occurrence of solar flares. Phys. Rev. 

Lett. 96, 051103 (2006).
6. de Arcangelis, L., Lippiello, E., Godano, C. & Nicodemi, M. Statistical properties and universality in earthquake and solar flare 

occurrence. Eur. Phys. J. B 64, 551–555 (2008).
7. Baro, J. et al. Statistical similarity between the compression of a porous material and earthquakes. Phys. Rev. Lett. 110, 088702 

(2013).
8. Ojala, I. O., Main, I. G. & Ngwenya, B. T. Strain rate and temperature dependence of Omori law scaling constants of AE data: 

Implications for earthquake foreshock-aftershock sequences. Geophys. Res. Lett. 31, L24617 (2004).
9. Lillo, F. & Mantegna, R. N. Power-law relaxation in a complex system: Omori law after a financial market crash. Phys. Rev. E 68, 

016119 (2003).
10. Petersen, A. M., Wang, F. Z., Havlin, S. & Stanley, H. E. Market dynamics immediately before and after financial shocks: Quantifying 

the Omori, productivity, and Bath laws. Phys. Rev. E 82, 036114 (2010).
11. Weber, P., Wang, F., Vodenska-Chitkushev, I., Havlin, S. & Stanley, H. E. Relation between volatility correlations in financial markets 

and Omori processes occurring on all scales. Phys. Rev. E 76, 016109 (2007).
12. Abe, S. & Suzuki, N. Omori’s law in the Internet traffic. Europhys. Lett. 61, 852–855 (2003).
13. Ciamarra, M. P., Coniglio, A. & de Arcangelis, L. Correlations and Omori law in spamming. Europhys. Lett. 84, 28004 (2008).
14. Shcherbakov, R., Turcotte, D. L. & Rundle, J. B. A generalized Omori’s law for earthquake aftershock decay. Geophys. Res. Lett. 31, 

L11613 (2004).
15. Shcherbakov, R., Yakovlev, G., Turcotte, D. L. & Rundle, J. B. Model for the distribution of aftershock interoccurrence times. Phys. 

Rev. Lett. 95, 218501 (2005).
16. Biswas, S., Ray, P. & Chakrabarti, B. K. Statistical Physics of Fracture, Breakdown, and Earthquake: Effects of Disorder and 

Heterogeneity (Wiley, 2015).
17. Shcherbakov, R., Turcotte, D. L. & Rundle, J. B. Complexity and earthquakes. In Kanamori, H. (ed.) Earthquake Seismology, vol. 4 of 

Treatise on Geophysics, 627–653 (Elsevier, 2015), 2nd edn.



www.nature.com/scientificreports/

8Scientific RepoRts | 6:36668 | DOI: 10.1038/srep36668

18. Rundle, J. B., Turcotte, D. L., Shcherbakov, R., Klein, W. & Sammis, C. Statistical physics approach to understanding the multiscale 
dynamics of earthquake fault systems. Rev. Geophys. 41, 1019 (2003).

19. Gutenberg, B. & Richter, C. F. Seismicity of the Earth and Associated Phenomenon (Princeton University Press, Princeton, 1954), 2 
edn.

20. Omori, F. On after-shocks of earthquakes. J. Coll. Sci. Imp. Univ. Tokyo 7, 113–200 (1894).
21. Savage, J. C. Viscoelastic-coupling model for the earthquake cycle driven from below. J. Geophys. Res. 105, 25525–25532 (2000).
22. Cowie, P. A., Scholz, C. H., Roberts, G. P., Faure Walker, J. P. & Steer, P. Viscous roots of active seismogenic faults revealed by geologic 

slip rate variations. Nat. Geosci. 6, 1036–1040 (2013).
23. Sun, T. et al. Prevalence of viscoelastic relaxation after the 2011 Tohoku-oki earthquake. Nature 514, 84–87 (2014).
24. Freed, A. M. & Lin, J. Delayed triggering of the 1999 Hector Mine earthquake by viscoelastic stress transfer. Nature 411, 180–183 

(2001).
25. Pollitz, F. F., Wicks, C. & Thatcher, W. Mantle flow beneath a continental strike-slip fault: Postseismic deformation after the 1999 

Hector Mine earthquake. Science 293, 1814–1818 (2001).
26. Savage, J. C., Svarc, J. L. & Prescott, W. H. Near-field postseismic deformation associated with the 1992 Landers and 1999 Hector 

Mine, California, earthquakes. J. Geophys. Res. 108, 2432 (2003).
27. Jonsson, S. Importance of post-seismic viscous relaxation in southern Iceland. Nat. Geosci. 1, 136–139 (2008).
28. Pollitz, F. F., Peltzer, G. & Burgmann, R. Mobility of continental mantle: Evidence from postseismic geodetic observations following 

the 1992 Landers earthquake. J. Geophys. Res. 105, 8035–8054 (2000).
29. Freed, A. M. & Burgmann, R. Evidence of power-law flow in the Mojave desert mantle. Nature 430, 548–551 (2004).
30. Burgmann, R. & Dresen, G. Rheology of the lower crust and upper mantle: Evidence from rock mechanics, geodesy, and field 

observations. Annu. Rev. Earth Planet. Sci. 36, 531–567 (2008).
31. Barbot, S. & Fialko, Y. A unified continuum representation of post-seismic relaxation mechanisms: semi-analytic models of afterslip, 

poroelastic rebound and viscoelastic flow. Geophys. J. Int. 182, 1124–1140 (2010).
32. Jonsson, S., Segall, P., Pedersen, R. & Bjornsson, G. Post-earthquake ground movements correlated to pore-pressure transients. 

Nature 424, 179–183 (2003).
33. Burgmann, R. et al. Time-dependent distributed afterslip on and deep below the Izmit earthquake rupture. Bull. Seismol. Soc. Am. 

92, 126–137 (2002).
34. Hetland, E. A. & Hager, B. H. Postseismic and interseismic displacements near a strike-slip fault: A two-dimensional theory for 

general linear viscoelastic rheologies. J. Geophys. Res. 110, B10401 (2005).
35. Perfettini, H. & Ampuero, J. P. Dynamics of a velocity strengthening fault region: Implications for slow earthquakes and postseismic 

slip. J. Geophys. Res. 113, B09411 (2008).
36. Wei, M., Kaneko, Y., Liu, Y. J. & McGuire, J. J. Episodic fault creep events in California controlled by shallow frictional heterogeneity. 

Nat. Geosci. 6, 566–570 (2013).
37. Burridge, R. & Knopoff, L. Model and theoretical seismicity. Bull. Seismol. Soc. Am. 57, 341–371 (1967).
38. Carlson, J. M. & Langer, J. S. Properties of earthquakes generated by fault dynamics. Phys. Rev. Lett. 62, 2632–2635 (1989).
39. Carlson, J. M., Langer, J. S. & Shaw, B. E. Dynamics of earthquake faults. Rev. Mod. Phys. 66, 657–670 (1994).
40. Olami, Z., Feder, H. J. S. & Christensen, K. Self-organized criticality in a continuous, nonconservative cellular automaton modeling 

earthquakes. Phys. Rev. Lett. 68, 1244–1247 (1992).
41. Olami, Z. & Christensen, K. Temporal correlations, universality, and multifractality in a spring-block model of earthquakes. Phys. 

Rev. A 46, R1720–R1723 (1992).
42. Hergarten, S. & Neugebauer, H. J. Foreshocks and aftershocks in the Olami-Feder-Christensen model. Phys. Rev. Lett. 88, 238501 

(2002).
43. Helmstetter, A., Hergarten, S. & Sornette, D. Properties of foreshocks and aftershocks of the nonconservative self-organized critical 

Olami-Feder-Christensen model. Phys. Rev. E 70, 046120 (2004).
44. Kawamura, H., Yamamoto, T., Kotani, T. & Yoshino, H. Asperity characteristics of the Olami-Feder-Christensen model of 

earthquakes. Phys. Rev. E 81, 031119 (2010).
45. Kawamura, H., Hatano, T., Kato, N., Biswas, S. & Chakrabarti, B. K. Statistical physics of fracture, friction, and earthquakes. Rev. 

Mod. Phys. 84, 839–884 (2012).
46. Biswas, S., Ray, P. & Chakrabarti, B. K. Equivalence of the train model of earthquake and boundary driven Edwards-Wilkinson 

interface. Eur. Phys. J. B 86, 388 (2013).
47. Braun, O. M. & Tosatti, E. Aftershocks in a frictional earthquake model. Phys. Rev. E 90, 032403 (2014).
48. Nakanishi, H. Earthquake dynamics driven by a viscous fluid. Phys. Rev. A 46, 4689–4692 (1992).
49. Yoshino, T. Influence of crustal viscosity on earthquake energy distribution in a viscoelastic spring-block system. Geophys. Res. Lett. 

25, 3643–3646 (1998).
50. Hainzl, S., Zoller, G. & Kurths, J. Similar power laws for foreshock and aftershock sequences in a spring-block model for earthquakes. 

J. Geophys. Res. 104, 7243–7253 (1999).
51. Mori, T. & Kawamura, H. Spatiotemporal correlations of earthquakes in the continuum limit of the one-dimensional Burridge-

Knopoff model. J. Geophys. Res. 113, B11305 (2008).
52. Lippiello, E., Giacco, F., Marzocchi, W., Godano, C. & de Arcangelis, L. Mechanical origin of aftershocks. Sci. Rep. 5, 15560 (2015).
53. Shaw, B. E. Complexity in a spatially uniform continuum fault model. Geophys. Res. Lett. 21, 1983–1986 (1994).
54. Jagla, E. A., Landes, F. P. & Rosso, A. Viscoelastic effects in avalanche dynamics: A key to earthquake statistics. Phys. Rev. Lett. 112, 

174301 (2014).
55. Jagla, E. A. Aftershock production rate of driven viscoelastic interfaces. Phys. Rev. E 90, 042129 (2014).
56. Sakaguchi, H. & Okamura, K. Aftershocks and Omori’s law in a modified Carlson-Langer model with nonlinear viscoelasticity. Phys. 

Rev. E 91, 052914 (2015).
57. Kazemian, J., Tiampo, K. F., Klein, W. & Dominguez, R. Foreshock and aftershocks in simple earthquake models. Phys. Rev. Lett. 

114, 088501 (2015).
58. Gran, J. D., Rundle, J. B. & Turcotte, D. L. A possible mechanism for aftershocks: time-dependent stress relaxation in a slider-block 

model. Geophys. J. Int. 191, 459–466 (2012).
59. Wissel, F. & Drossel, B. Transient and stationary behavior of the Olami-Feder-Christensen model. Phys. Rev. E 74, 066109 (2006).
60. Freed, A. M., Burgmann, R., Calais, E. & Freymueller, J. Stress-dependent power-law flow in the upper mantle following the 2002 

Denali, Alaska, earthquake. Earth Planet. Sci. Lett. 252, 481–489 (2006).
61. Ogata, Y. Statistical-models for earthquake occurrences and residual analysis for point-processes. J. Am. Stat. Assoc. 83, 9–27 (1988).

Acknowledgements
This work has been supported by the NSERC Discovery grant and CFI grant. We would like to thank two 
anonymous reviewers who provided constructive comments and suggestions.



www.nature.com/scientificreports/

9Scientific RepoRts | 6:36668 | DOI: 10.1038/srep36668

Author Contributions
R.S. formulated the problem and supervised the research. R.S. and X.Z. wrote a computer code to simulate 
the model and performed the data analysis. R.S. wrote the manuscript. X.Z. contributed to the writing of the 
manuscript.

Additional Information
Supplementary information accompanies this paper at http://www.nature.com/srep
Competing financial interests: The authors declare no competing financial interests.
How to cite this article: Zhang, X. and Shcherbakov, R. Power-law rheology controls aftershock triggering and 
decay. Sci. Rep. 6, 36668; doi: 10.1038/srep36668 (2016).
Publisher's note: Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

This work is licensed under a Creative Commons Attribution 4.0 International License. The images 
or other third party material in this article are included in the article’s Creative Commons license, 

unless indicated otherwise in the credit line; if the material is not included under the Creative Commons license, 
users will need to obtain permission from the license holder to reproduce the material. To view a copy of this 
license, visit http://creativecommons.org/licenses/by/4.0/
 
© The Author(s) 2016

http://www.nature.com/srep
http://creativecommons.org/licenses/by/4.0/

	Power-law rheology controls aftershock triggering and decay
	The nonlinear viscoelastic slider-block model
	Simulation Results
	Application to natural aftershock sequences. 

	Discussion
	Methods
	Quasi-static approximation. 
	The ETAS model. 

	Acknowledgements
	Author Contributions
	Figure 1.  One-dimensional sketch of the model.
	Figure 2.  Frequency-size statistics of avalanches for the model on 256 × 256 lattice with the following model parameters: α = 0.
	Figure 3.  Aftershock decay rates for the model on a 256 × 256 lattice with α = 0.
	Figure 4.  Cumulative number of aftershocks for the 1992 Mw 7.



 
    
       
          application/pdf
          
             
                Power-law rheology controls aftershock triggering and decay
            
         
          
             
                srep ,  (2016). doi:10.1038/srep36668
            
         
          
             
                Xiaoming Zhang
                Robert Shcherbakov
            
         
          doi:10.1038/srep36668
          
             
                Nature Publishing Group
            
         
          
             
                © 2016 Nature Publishing Group
            
         
      
       
          
      
       
          © 2016 The Author(s)
          10.1038/srep36668
          2045-2322
          
          Nature Publishing Group
          
             
                permissions@nature.com
            
         
          
             
                http://dx.doi.org/10.1038/srep36668
            
         
      
       
          
          
          
             
                doi:10.1038/srep36668
            
         
          
             
                srep ,  (2016). doi:10.1038/srep36668
            
         
          
          
      
       
       
          True
      
   




