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ABSTRACT

The Food & Drug Administration (FDA) is considering the permanent exemption of premarket notification

requirements for several Class I and II medical device products, including several artificial Intelligence (AI)–

driven devices. The exemption is based on the need to rapidly more quickly disseminate devices to the public,

estimated cost-savings, a lack of documented adverse events reported to the FDA’s database. However, this

ignores emerging issues related to AI-based devices, including utility, reproducibility and bias that may not

only affect an individual but entire populations. We urge the FDA to reinforce the messaging on safety and ef-

fectiveness regulations of AI-based Software as a Medical Device products to better promote fair AI-driven clini-

cal decision tools and for preventing harm to the patients we serve.

Key words: artificial intelligence, bias, regulation, clinical decision support, reporting standards

FOOD AND DRUG ADMINISTRATION
REGULATORY ENVIRONMENT

At the start of the COVID-19 (coronavirus disease 2019) Public

Health Emergency, the Food and Drug Administration (FDA) Center

for Devices and Radiological Health (CDRH) temporarily relaxed

several regulatory requirements to enable rapid access to COVID-

related devices, including premarket notification requirements for

software intended for medical purposes, known as Software as a

Medical Device (SaMD) products. SaMD products are increasingly

driven by artificial intelligence (AI) and are designed to treat or diag-

nose, drive clinical management, or inform clinical management for

nonserious, serious, and critical healthcare conditions. SaMDs fall

into 4 risk categories based on the product’s use-case definition, with

Category I being the lowest risk and Category IV being the highest

impact, for example, an SaMD that performs diagnostic image analy-

sis for making treatment decisions in patients with acute stroke.1

On January 12, 2021, the CDRH permanently exempted 7 Cate-

gory I SaMD products from premarket regulatory review and pro-

posed to exempt an additional 83 Class II products from premarket

review.2 There are 2 forms of FDA premarket review, an approval

for high-risk categories (similar to that for a new drug) and a pre-

market notification or 501(k) in which equivalence to a similar, al-

ready marketed, product can be established. Among the 83 Class II

products, several are AI driven, including monitoring devices and

image analyses products. The exemption means that developers of

these devices will no longer be required to provide reasonable assur-

ance of safety and effectiveness of these devices prior to marketing.

This decision is based on the need to rapidly disseminate these devi-

ces to the public, estimated cost savings, and the “complete lack of

or de minimis number” of adverse events related to these devices

reported to the FDA’s MAUDE (Manufacturer and User Facility

Device Experience) database since the start of the Public Health
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Emergency. The exemptions provided for and proposed under this

Notice for these 91 device classes could eliminate anywhere from

$9.1 to $364 million in startup costs if there were one new entrant

into each device market.

USEFUL AI-DRIVEN SAMDS

While MAUDE is a valuable source of information related to

person-level adverse events, this system provides limited information

on the utility, reliability, and biases of a product, as noted by the

FDA (https://www.accessdata.fda.gov/scripts/cdrh/cfdocs/cfmaude/

search.cfm). This limitation is particularly concerning for AI-based

SaMDs, which may present population-level harm if the product has

deficits in any of these categories. Useful AI products are those that

lead to a favorable change in clinical decision making, as measured

by improved patient outcomes or lower costs, consistently and

across all populations to which they are applied. However, emerging

evidence suggests that many AI-based SaMDs may not useful, reli-

able, or fair across all populations and may instead perpetuate biases

in historically disadvantaged groups.3 Such biases have been identi-

fied for models that use only medical imaging data. Therefore, a per-

manent exemption from premarket evaluation for AI-based SaMDs

would potentially undermine the safety and effectiveness of upcom-

ing products for several population subgroups.

A NEED FOR STANDARDS

The need for standardized evaluations of AI-driven SaMDs has led

to an explosion of reporting guidelines and practice recommenda-

tions. Reporting guidelines, such as MINIMAR (Minimum Infor-

mation for Medical AI Reporting),4 propose a checklist of items to

provide information on cohort selection and training data, model

development, and performance, as well as data processing proce-

dures. Other guidelines focus on end user needs and external valida-

tion including practice recommendations that suggest processes for

model training and evaluation, including external validation and

subgroup evaluation. There are also recommendations for examin-

ing models to understand the basis of their predictions and for eval-

uating their downstream impact and utility. These

recommendations note the undue focus on technical performance

metrics and a lack of consensus around best practices for model

fairness, predictability, repeatability, explainability, and evalua-

tions of risks and benefits of model use.5 Efforts beyond checklists

call for randomized controlled trials for models as well as guidelines

for such trials bridging the CONSORT-AI (Consolidated Standards

of Reporting Trials–Artificial Intelligence) and SPIRIT-AI (Stan-

dard Protocol Items: Recommendations for Interventional Trials–

Artificial Intelligence) proposals. There are calls for reporting, simi-

lar to that for drug adverse events and postmarket surveillance, in-

cluding allowing for model recalls, as well as proposals for

regulatory guidance prior to clinical use. The medical informatics

community at large is grasping for an overarching framework to

synthesize these proposed standards and promote the safe and effec-

tive design, development, and deployment of AI-based SaMDs as

well as other algorithmic innovations to assist screening, diagnosis,

or prognosis.

In early January, the CDHR Digital Health Center of Excellence

division at the FDA released a report calling for a more thorough re-

view of SaMDs than currently in place per the AI-based SaMD Ac-

tion Plan,6 effectively contradicting the proposed relaxed

regulations for SaMDs. The Action Plan arose from stakeholder

feedback, on a 2019 FDA white paper proposing regulatory frame-

works for SaMDs, calling for a strict regulatory framework covering

the total SaMDs product life cycle with 5 actions: guidance for regu-

lating “learning” machine learning algorithms, support for Good

Machine Learning Practice, support for patient-centered devices and

transparency, development of methods to improve machine learning

algorithms, and support for real-world monitoring to address bias

and fairness. In the same vein, the American Medical Informatics

Association recently released a position paper on AI-based SaMDs

regulation calling for “new, coordinated initiatives and oversight”

to both establish and support the expanding use of adaptive clinical

decision support (as part of AI-based SaMD products) at point of

care.7 The crux of the proposed frameworks centers on thorough,

continuous evaluation and monitoring of SaMDs to ensure that the

safety and effectiveness of a deployed device is maintained over time

so that marketed products are equitable across populations and re-

main robust against shifts in clinical practice, target populations,

and dataset drifts over time.

A CALL TO ACTION

The exemption of the FDA premarket evaluation for AI-based

SaMDs is counter to the multiple calls from the community for

more guidance as well as oversight on the evaluation and monitor-

ing of AI-based SaMD. Therefore, we urge the FDA to provide con-

sistent and coordinated guidance in the evaluations of AI-based

SaMD products going on the market. If an unregulated product

scales across healthcare systems, that may harm not only individu-

als, but also entire populations and can further perpetuate biases in

already vulnerable populations.8 Without systematic guidance on

reporting of the safety and effectiveness of these devices—beyond

MAUDE—it is not clear how care providers should evaluate the

utility and applicability of a product to a particular population

prior to use. If this obligation is at the manufacturer’s discretion to

disclose, how useful and comprehensive can we expect this informa-

tion to be?

Adoption of new AI solutions requires trust across stakeholders,

including patients, as well as clear standards for evaluating medical

AI solutions. First calling for more rigorous evaluations of AI-based

SaMDs and then, less than 1 week later, suggesting permanent ex-

emption from premarket notifications for many products seems

counterproductive. We urge the FDA to clarify their messaging on

safety and effectiveness regulations of AI-based SaMDs—clear guid-

ance is necessary to promote fair AI-driven clinical decision tools

and for preventing harm to the patients we serve.
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