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Postinhibitory facilitation (PIF) of neural firing presents a paradoxical phenomenon that the inhibitory effect induces enhancement
instead of reduction of the firing activity, which plays important roles in sound location of the auditory nervous system, awaited
theoretical explanations. In the present paper, excitability and threshold mechanism for the PIF phenomenon is presented in the
Morris-Lecar model with type I, II, and III excitabilities. Firstly, compared with the purely excitatory stimulations applied to the
steady state, the inhibitory preceding excitatory stimulation to form pairs induces the firing rate increased for type II and III
excitabilities instead of type I excitability, when the interval between the inhibitory and excitatory stimulation within each pair is
suitable. Secondly, the threshold mechanism for the PIF phenomenon is acquired. For type II and III excitabilities, the
inhibitory stimulation induces subthreshold oscillations around the steady state. During the middle and ending phase of the
ascending part and the beginning phase of the descending part within a period of the subthreshold oscillations, the threshold to
evoke an action potential by an excitatory stimulation becomes weaker, which is the cause for the PIF phenomenon. Last, a
theoretical estimation for the range of the interval between the inhibitory and excitatory stimulation for the PIF phenomenon is
acquired, which approximates half of the intrinsic period of the subthreshold oscillations for the relatively strong stimulations
and becomes narrower for the relatively weak stimulations. The interval for the PIF phenomenon is much shorter for type III
excitability, which is closer to the experiment observation, due to the shorter period of the subthreshold oscillations. The results
present the excitability and threshold mechanism for the PIF phenomenon, which provide comprehensive and deep
explanations to the PIF phenomenon.

1. Introduction

A paradoxical phenomenon, the postinhibitory facilitation
(PIF) phenomenon [1–3], has been observed in the auditory
system, which is related to the inhibition and involved in the
sound location [1–5]. The PIF phenomenon states that an
additional inhibitory stimulation input with suitable timing
can induce the increase of the firing rate [1–3]. For the steady
state, the excitatory stimulations with relatively small
strength can induce firing with low frequency. After an inhib-
itory stimulation applied to precede each of the excitatory
stimulations, the series of inhibitory–excitatory stimulation
pulse pair are formed, which can induce the firing rate
increased when the time interval between the inhibitory
and excitatory stimulations within each pair is suitable. For

a sound in a certain location, the auditory brainstem receives
the excitation evoked by the sound from the ipsilateral ear
and well-timed inhibition from the contralateral ear [1].
The timing of the excitatory and inhibitory inputs, i.e., the
time interval between the inhibitory and excitatory inputs,
is a very important factor to induce an action potential or
not. Therefore, the PIF phenomenon is very important for
the sound location in the auditory system. In addition to
the auditory system, for a common neural circuit, a crucial
function is the temporal integration of the excitatory and
inhibitory inputs. Therefore, the PIF phenomenon is impor-
tant for the coincidence detection to the inhibitory and excit-
atory inputs in the common neural circuit. In theory, the PIF
phenomenon presents a novel viewpoint different from the
traditional viewpoint that the inhibitory stimulations should
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suppress the firing activity or reduce the firing rate [6–8],
which extends the functions of the inhibitory modulations
and the contents of the nonlinear dynamics. Based on these
studies, the PIF phenomenon and the interval between the
inhibitory and excitatory stimulations (interaural time differ-
ence induced by a sound) are very important for both neuro-
science and nonlinear science. Although the PIF
phenomenon is simulated in the theoretical models [2, 3],
the theoretical explanations to the PIF phenomenon, espe-
cially the excitability and threshold mechanism or the inter-
val between the inhibitory and excitatory stimulations for
the PIF phenomenon, remain unclear.

Neuronal excitability is one of the most important char-
acteristics of the nervous system, which mainly describes
the ability or activity of the generation of an action potential
from the steady state [9–13]. Three types of excitability have
been studied in the biological experiments and theoretical
models, which are type I, II, and III excitabilities and are
defined according to the responses of the resting state to
the external stimulations [9, 14, 15]. For type II excitability,
firing with nearly fixed period or frequency can be evoked
from the resting state by the depolarization stimulation. For
type I excitability, with stimulation strength increasing, the
firing evoked from the resting state exhibits increasing fre-
quency from nearly zero value. However, the phasic firing
with one or several spikes can be evoked from the resting
state for type III excitability. In the nonlinear theory, type I
and II excitabilities correspond to the saddle-node bifurca-
tion on an invariant cycle (SNIC) and Hopf bifurcation [10,
12, 16, 17], respectively, and no bifurcation appears for the
type III excitability [14, 15]. In addition, three different kinds
of excitability manifest very different dynamics in multiple
aspects, for example, the phase responses to the pulse stimu-
lation or self-feedback [15, 18], the firing patterns to noise or
stochastic stimulations [19, 20], the phase resonance curve to
the external periodic stimulations [11], and the synchronous
behaviors [11, 21, 22], which are involved in different physi-
ological functions. For example, type I excitability and type II
excitability have been studied in many kinds of real neurons
such as the hippocampal CA1 pyramidal neurons and Dopa-
mine neuron [23–26]. However, type III excitability has been
put less attention, for instance, in the subthreshold resonance
or coincidence detection of the auditory nervous system [27–
32].

However, except for the PIF phenomenon, other multiple
paradoxical phenomena, especially induced by the inhibitory
or excitatory modulation, have been interpreted with the
bifurcations or types of excitability [33–35]. For example,
another important example that the inhibitory stimulation
can evoke an action potential from the steady state in the ner-
vous system is called postinhibitory rebound (PIR), which is
always observed in the nervous system with a hyperpolariza-
tion active caution current (Ih) [36, 37]. In theory, the PIR
phenomenon has been built a relationship to the Hopf bifur-
cation or type II excitability [12, 38]. Recently, the PIR phe-
nomenon has been associated with the SNIC bifurcation
and type I excitability in a model with Ih current, due to
the changes of the threshold surface induced by the Ih cur-
rent [39]. In addition, an inhibitory self-feedback induces

the resting state changed to spiking, which is observed in
the dynamic clamp experiment on the interneurons with type
II excitability and simulated in the Hodgkin-Huxley (HH)
model [40, 41]. In theoretical models, an excitatory self-
feedback or memristor can induce the reduction of firing rate
of the bursting behavior, which can be interpreted with the
bifurcations underling the bursting behavior [42]. Recently,
it is discovered that for type II excitability or subcritical Hopf
bifurcation in the HH model, the inhibitory or excitatory
self-feedback can induce paradoxical phenomena, which is
explained with the phase trajectory of the response [41].
For type III excitability, the weak excitatory stimulation with
a suitable fast frequency (weak stimulation) can induce the
resting state changed to firing behavior, while with a very
slow frequency (strong stimulation) cannot induce the firing
behavior [15]. The phase trajectory for 3 types of excitability
maybe helpful for identification of the threshold mechanism
for the PIF phenomenon.

In the present study, we aim to investigate the type of
excitability for the PIF phenomenon at first. Unfortunately,
we find that the model to simulated PIF phenomenon used
in Ref [2] exhibits type III excitability rather than type II
and III excitabilities. Therefore, the Morris-Lecar model with
3 types of excitability is used to investigate the PIF phenom-
enon in the present paper. The excitability and threshold
mechanism for the PIF phenomenon and a theoretical esti-
mation to the interval between the inhibitory and excitatory
stimulations within a pair for the PIF phenomenon are
acquired, which present comprehensive and deep explana-
tions to the PIF phenomenon. Firstly, the PIF phenomenon
is simulated for type II and III excitabilities rather than type
I excitability. The time interval between the inhibitory and
excitatory stimulations for the PIF phenomenon is much
shorter for type III excitability, which resembles the exper-
imental observations to a certain extent [1–3]. Secondly,
the threshold mechanism for the PIF phenomenon is
acquired. For type II and III excitabilities, the inhibitory
stimulation induces the subthreshold oscillations around
the steady state. During the middle and ending phase of
the ascending part and the first phase of the descending
part of the oscillations, the threshold to evoke an action
potential by an excitatory stimulation becomes weaker,
which is the cause for the generation of the PIF phenom-
enon. For type I excitability, the inhibitory stimulation
induces the membrane potential decreased first, and then,
the membrane potential recovers to the steady state with-
out oscillations. Therefore, no PIF phenomenon is evoked.
Last, a theoretical estimation to the range of the interval
between the inhibitory and excitatory stimulations for the
PIF phenomenon is presented, which approximates the
half period of the subthreshold oscillations. Compared
with type II excitability, the period of the subthreshold
oscillations becomes much shorter for type III excitability.
Therefore, the interval between the inhibitory and excit-
atory stimulations for the PIF phenomenon becomes
shorter for type III excitability.

The rest of the present paper is organized as follows.
Materials and Methods, Results and Discussion, and Conclu-
sions are provided in sequence.

2 Neural Plasticity



2. Materials and Methods

2.1. Morris-Lecar (ML) Model. The ML model has been
widely used to simulated type I, II, and III excitabilities [15,
16, 43–45]. We use the ML model in this study, which reads
as

C
dV
dt

= gKw Ek −Vð Þ + gCam∞ ECa −Vð Þ + gL EL − Vð Þ + Iapp + Isyn,

ð1Þ

dw
dt

=
ϕ w∞ −wð Þ

τw
, ð2Þ

where the variable V is the membrane potential and the
variable w represents the recovery variable of the K+ channel.
The parameter C is the membrane capacitance; gKwðEk −VÞ
, gCam∞ðECa −VÞ, and gLðEL −VÞ are the K+, Ca2+, and
leakage currents, respectively; Iapp is the external applied cur-
rent; and Isyn is the synaptic current to stimulate the external
stimulation to the neuron. The parameters gK , gCa, and gL
are the K+, Ca2+, and leakage conductances, respectively; Ek
, ECa, and EL are the corresponding equilibrium potentials.
The parameter ϕ is the reference frequency. The functions
m∞, w∞, and τw are, respectively, provided as follows: m∞
= ð1 + tanh ððV − V1Þ/V2ÞÞ/2, w∞ = ð1 + tanh ððV − V3Þ/
V4ÞÞ/2, and τw = 1/ðcosh ððV −V3Þ/2V4ÞÞ, where V1, V2,
V3, and V4 are the tuning parameters.

2.2. Parameter Values. The parameter values for the three
types of excitability in the ML model are listed in Table 1.

2.3. Synaptic Current Model. Similar to Ref [2], the synaptic
current Isyn is used to simulate the inhibitory and excitatory
stimulations, which is described as follows:

Isyn = gex V − Eexð Þ + ginh V − Einhð Þ,

gex =Gex
t − t0ex
τex

� �
exp 1 −

t − t0ex
τex

� �
H t − t0exð Þ,

ginh =Ginh
t − t0inh
τinh

� �
exp 1 −

t − t0inh
τinh

� �
H t − t0inhð Þ,

H t − t0ð Þ =
0, t ≤ t0

1, t > t0

(
,

ð3Þ

where t0ex and t0inh represent the application time of the
excitatory stimulation and inhibitory stimulation, respec-
tively. Gex and Ginh are the intensity of the excitatory and
inhibitory stimulations, respectively, and the unit is mS/cm2.
The parameters τex and τinh are the time constant of the
excitatory and inhibitory synapses, respectively, and the unit
is ms. Eex and Einh are the reversal potential for the excitatory
and inhibitory synapses, respectively, and the unit is mV.

The synaptic parameter values are as follows: Eex = −10
mV, Einh = −66:5mV, τex = 3ms, and τinh = 10ms for type I
excitability; Eex = −10mV, Einh = −66:5mV, τex = 3ms, and

τinh = 1ms for type II excitability; and Eex = −10mV, Einh =
−96:5mV, τex = 0:25ms, and τinh = 1ms for type III excit-
ability. The values of the synaptic parameters are chosen
according to Ref [2] and different dynamics of 3 types of
excitability, which is explained in the last paragraph of the
present paper.

2.4. Calculation Methods. The ML model is integrated using
the fourth-order Runge–Kutta method with a fixed time step
of 0.01ms. The bifurcation diagrams and dynamics in the
phase plane are calculated with the software package
XPPAUT (http://www.math.pitt.edu/bard/xpp/xpp.html)
[46].

3. Results and Discussion

3.1. The PIF Phenomenon for Type II and III Excitabilities
Instead of Type I Excitability

3.1.1. One Stimulation Pair. For type I excitability, an excit-
atory synaptic stimulation (Gex = 1:1mS/cm2) applied at the
timing corresponding to the red triangle can induce the
increase first and then the decrease of the membrane poten-
tial and the recovery to the steady state at last, as depicted by
the black dashed curve in Figure 1(a). No action potential is
evoked due to the relatively weaker excitatory stimulation.
If both the excitatory stimulation (Gex = 1:1mS/cm2, at red
triangle) and an inhibitory stimulation (Ginh = 1mS/cm2, at
blue triangle) preceding the excitatory stimulation with time
interval 30ms are applied, the membrane potential becomes
lower than the dashed curve, as shown by the solid black
curve, which is consistent with the traditional viewpoint that
the electronic activity is suppressed by the inhibitory stimula-
tion. The red curve represents the stimulation of the inhibi-
tory and excitatory synapse. To be consistent with the
experiment [1], the time interval between the excitation and

Table 1: Parameter values for 3 types of excitability Morris-Lecar
model.

Type I Type II Type III

gCa mS/cm2� �
4.4 4 20

gK mS/cm2� �
8 8 20

gL mS/cm2� �
2 2 2

ECa mVð Þ 120 120 50

EK mVð Þ -84 -84 -100

EL mVð Þ -60 -60 -70

V1 mVð Þ -1.2 -1.2 -1.2

V2 mVð Þ 18 18 18

V3 mVð Þ 2 12 -25

V4 mVð Þ 30 17.4 10

C μF/cm2� �
20 20 2

ϕ 0.04 0.067 0.15

Iapp μA/cm2� �
38 87.3 200
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inhibition stimulation in a pair is called the composite timing
delay (CTD), as shown in Figure 1. A positive CTD means
that the inhibitory stimulus precedes the excitatory stimulus.

For the steady state of type II excitability, an excitatory
stimulation (Gex = 1mS/cm2) (red triangle) cannot induce
an action potential, as depicted by the black dashed curve
in Figure 1(b). Different from type I excitability, the mem-

brane potential exhibits subthreshold oscillations with an
intrinsic period. A pair of the inhibitory (Ginh = 1mS/cm2,
blue triangle) and excitatory stimulation (Gex = 1mS/cm2,
red triangle) with CTD 30ms can evoke an action potential,
as shown by the solid black curve, which shows that the PIF
phenomenon is evoked. The inhibitory and excitatory stimu-
lation is depicted by the red curve. The membrane potential
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Figure 1: The responses of the membrane potential. Black dashed curve represents the response to an excitatory stimulation (red triangle)
and black solid curve to a pair of inhibitory stimulation (blue triangle) and excitatory stimulation. The red curve represents the inhibitory
and excitatory stimulations. (a) The PIF phenomenon does not appear for type I excitability. Inhibition stimulation (Ginh = 1mS/cm2) at t
= 20ms and excitation stimulation (Gex = 1:1mS/cm2) at t = 50ms. (b) The PIF phenomenon for type II excitability. Inhibition
stimulation (Ginh = 1mS/cm2) at t = 20ms and excitation stimulation (Gex = 1mS/cm2) at t = 50ms. (c) The PIF phenomenon for type III
excitability. Inhibition stimulation (Ginh = 0:6mS/cm2) at t = 7ms and excitation stimulation (Gex = 2:5mS/cm2) at t = 10ms.
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decreases during the inhibitory stimulation and then
increases after the inhibitory stimulation and before the
excitatory stimulation. During the excitatory stimulation,
the membrane potential further increases to a large extent
to form an action potential. After the action potential, the
membrane potential recovers to the steady state via the sub-
threshold oscillations.

The steady state for type III excitability exhibits charac-
teristic similar to that of the type II excitability to a larger
extent, as shown in Figure 1(c). Different from type II excit-
ability, the period of the subthreshold oscillations for type
III excitatory is much shorter, resulting in the much shorter
CTD for the PIF phenomenon correspondingly. The CTD
for type III excitability shown in Figure 1(c) is 3ms. The
results for 3 types of excitability imply that the subthreshold
oscillations and the intrinsic period of the subthreshold oscil-
lation are related to the PIF phenomenon.

3.1.2. Multiple Pairs of Stimulations: Time Interval between
Two Successive Pairs Is Fixed. To simulate the experiment
in Ref [1], the stimulations containing multiple pairs of the
inhibitory (blue triangles) preceding the excitatory (red tri-
angles) stimulation pulses are used, as shown in Figure 2.
The time interval between the two successive excitatory stim-
ulation pulses, i.e., the interval between two successive pairs,
is called inter-click-interval (ICI) in the experiment [1], as
shown in Figure 2. In a trial of the stimulation series, both
the ICI and the CTD are fixed. The responses of the mem-
brane potentials to the stimulations for the three types of
excitability are shown in Figure 2.

The results for type I excitability are shown in Figure 2(a).
For the subthreshold excitatory stimulations (red triangles)
with ICI 200ms and Gex = 1:1mS/cm2, the subthreshold
membrane potentials are evoked, as depicted in the top panel
of Figure 2(a). After introducing the inhibitory stimulations
(blue triangles) preceding the excitatory stimulations to form
pairs with CTD 20ms, 40ms, 60ms, 80ms, and 100ms, no
action potentials are evoked, as illustrated in the 2nd, 3rd,
4th, 5th, and last panels of Figure 2(a). The result implies that
it is difficult to evoke the PIF phenomenon for type I
excitability.

In Figure 2(b), type II excitability exhibits very different
results. For the subthreshold excitatory stimulations (red tri-
angle) with ICI 400ms andGinh = 3:1mS/cm2, the subthresh-
old oscillations of the membrane potentials are evoked, as
illustrated in the top panel of Figure 2(b). After the inhibi-
tions (blue triangles) are applied to precede the excitatory
stimulations (red triangles) with CTD 35ms, 105ms, and
185ms, action potentials are evoked, and each pair of
inhibition-excitation stimulation evokes an action potential,
as shown in the 2nd, 4th, and last panels of Figure 2(b). How-
ever, no action potentials are evoked for CTD 70 or 140ms,
as depicted in the 3rd and 5th panels of Figure 2(b). The
result shows that the PIF phenomenon is evoked at the
proper CTD values. Compare the 1st and 2nd panels of
Figure 2(b), CTD 35ms is shorter than one period of the sub-
threshold oscillations. Similarly, 105ms is between 1 and 2
periods and 185ms between 2 and 3 periods of the sub-
threshold oscillations.

For type III excitability, the PIF phenomenon also
appears for the proper CTD values, as depicted in
Figure 2(c) (Gex = 3mS/cm2). For example, when ICI is
25ms, the PIF phenomenon is evoked for CTD 2.25ms
(2nd panel), 6.75ms (4th panel), and 11ms (the last panel),
which corresponds to 0-1, 1-2, and 2-3 periods of the sub-
threshold oscillations, respectively, while is not evoked for
CTD 4.5ms (3rd panel) and 9ms (5th panel).

The firing rate in the (CTD, ICI) plane for a fixed Ginh
subtracting the firing rate for Ginh = 0mS/cm2 is acquired,
as depicted in Figure 3. The results for type I excitability with
Ginh = 0:8mS/cm2, for type II excitability with Ginh = 3:1
mS/cm2, and for type III excitability with Ginh = 1:1
mS/cm2 are depicted in Figures 3(a)–3(c), respectively.

For type I excitability, the firing rate in the (CTD, ICI)
plane decreases as the inhibitory stimulation is introduced
(Ginh = 0 increases to Ginh = 0:8mS/cm2 with Gex = 1:1
mS/cm2), as depicted in Figure 3(a), which shows that the fir-
ing rate decreases (blue and white) after introducing the
inhibitory stimulation.

For type II excitability (Gex = 1:1mS/cm2), after intro-
ducing the inhibitory stimulation (Ginh = 0mS/cm2 is chan-
ged to Ginh = 3:1mS/cm2), the firing rate increases, and the
PIF phenomenon appears in the red regions, i.e., CTD is
within (8.5ms, 51.5ms), as shown in Figure 3(b). Such a win-
dow of CTD for the PIF phenomenon is called PIF window in
Refs [1–3], i.e., the PIF window is CTD within (8.5ms,
51.5ms). In the red region shown in Figure 3(b), the PIF phe-
nomenon is independent of the ICI values.

The results for type III excitability resemble those of type
II excitability to a large extent, as depicted in Figure 3(c). The
PIF phenomenon appears in the red region, and the PIF win-
dow is CTD within (1.1ms, 3.1ms). To be consistent with
experiments [1, 2], the shortest CTD window is studied in
the present paper. Other CTD windows with longer values
implied in Figure 2 are not studied in the present paper.

The damping oscillations of the subthreshold membrane
potentials evoked from the stable focus for type II excitability
and type III excitability is shown in Figure 4(a1 and b1). With
the Fast Fourier Transform (FFT), the spectrum of the sub-
threshold oscillations is acquired, as depicted in Figure 4(a2
and b2), respectively. The intrinsic frequency for type II
excitability is about 12.0Hz, correspondingly; the intrinsic
period is around 83.3ms (T1), as shown in Figure 4(a2). In
Figure 3(b), the CTD for the PIF phenomenon is within
8.5ms and 51.5ms, which contains half of the intrinsic
period (T1/2 ≈ 41:7ms). The width of the PIF window is
about 51:5ms − 8:5ms = 43ms, which approximates T1/2.
The intrinsic frequency for type III excitability is about
226.9Hz, as depicted in Figure 4(b2), and the intrinsic period
of type III excitability is around 4.4ms (T2). As shown in
Figure 3(c), the PIF phenomenon for type III excitability
appears for CTD between 1.1 and 3.1ms, which contains half
of the intrinsic period (T2/2 ≈ 2:2ms). The PIF window is
about 3:1ms − 1:1ms = 2:0ms, which nearly equals to T2/2.
Therefore, for both type II and III excitabilities, the PIF phe-
nomenon is closely related to the period of subthreshold
oscillations of the membrane potentials, and the width of
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Figure 2: The responses of the membrane potentials to the stimulation pairs of the inhibition (blue triangles) and excitation (red triangles) for
the three types of excitability. (a) Type I excitability. The ICI is fixed at 200ms and Gex = 1:1mS/cm2. Ginh = 0mS/cm2 for the first panel, and
the CTDs are 20, 40, 60, 80, and 100ms from the 2nd to the last rows, respectively, and Ginh = 0:8mS/cm2. (b) Type II excitability. The ICI is
fixed 400ms andGex = 1:1mS/cm2. Ginh = 0mS/cm2 for the first panel, and the CTDs are 35, 70, 105, 140, and 185ms from the 2nd to the last
rows, respectively, and Ginh = 3:1mS/cm2. The PIF phenomenon appears in the 2nd, 4th, and last panels. (c) Type III excitability. The ICI is
25ms and Gex = 3mS/cm2. Ginh = 0mS/cm2 for the first panel, and CTDs are 2.25, 4.5, 6.75, 9, and 11ms from the 2nd to the last rows,
respectively, and Ginh = 1:1mS/cm2. The PIF phenomenon appears in the 2nd, 4th, and last panels. The figures show the first three pairs
of the stimulations.
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the PIF window approximates half period of the subthreshold
oscillations.

3.1.3. Random Values for ICIs. Similarly to Ref [2], the stim-
ulations with random ICIs are studied, as shown in
Figures 5–7. For type I and II excitabilities, the time duration
of the stimulation series is 13000ms, which contains 50 pairs
of the stimulations. The ICI values follow the Poisson distri-
bution with λ = 245. Due to the subthreshold oscillations for
type III excitability are fast, a short time duration of 50 pairs
of stimulation series 1000ms is used, and the ICI values fol-
low the Poisson distribution with λ = 19:17. The CTD is fixed
in each pair of the inhibition and excitation stimulation. The
stimulation intensity is set to be Gex = 1mS/cm2 for type I
excitability, Gex = 1:1mS/cm2 for type II excitability, and
Gex = 2:5mS/cm2 for type III excitability.

For type I excitability, the results before 6500ms are
shown in Figure 5. Seven out of 26 stimulation pulses (red tri-
angles) induce action potentials, as shown in Figure 5(a).

After the inhibitory stimulations (blue triangles) with Ginh
= 0:8mS/cm2 are applied, the action potentials depicted in
Figure 5(a) are suppressed, as shown in Figures 5(b)–5(d).
For CTD 0ms, the 7 action potentials are suppressed to dis-
appear, as shown in Figure 5(b), which shows that no PIF
phenomenon is evoked. The result for CTD 40ms resembles
that of CDT 0ms, as depicted in Figure 5(c). For CTD 80ms,
the inhibitory stimulations still suppress the action potentials
shown in Figure 5(a), and only 4 action potentials are evoked,
as depicted in Figure 5(d). The results imply that the PIF phe-
nomenon is not evoked by the random stimulations for type I
excitability.

The results (1270-4700ms) for type II excitability are
depicted in Figure 6. Six out of 14 excitatory stimulation
pulses induce action potentials, as shown in Figure 6(a). After
introducing inhibitory stimulations (blue triangles,Ginh = 1:4
mS/cm2), the results are illustrated in Figures 6(b)–6(d). For
CTD 0ms, i.e., that each inhibitory stimulation is applied at
the same timing as each excitatory stimulation, the action
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Figure 3: The changes of the firing rate after introducing the inhibitory stimulations in the (CTD, ICI) plane for three types of excitability. (a)
Type I excitability with Gex = 1:1mS/cm2 and Ginh = 0:8mS/cm2; (b) type II excitability with Gex = 1:1mS/cm2 and Ginh = 3:1mS/cm2; (c)
type III excitability withGex = 3mS/cm2 and Ginh = 1:1mS/cm2.
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potentials are inhibited to disappear, as shown in Figure 6(b),
which shows no PIF phenomenon for CTD 0ms. However,
the inhibitory stimulations with CTD 40ms can induce 11
spikes, as depicted in Figure 6(c), showing that the PIF phe-
nomenon is evoked for CTD 40ms. For CTD 80ms, no
spikes are evoked, and the PIF phenomenon disappears, as

illustrated in Figure 6(d). The results imply that the PIF phe-
nomenon can be evoked by the proper CTD values for type II
excitability.

The results for type III excitability resemble those of type
II excitability, as shown in Figure 7. For the excitatory stim-
ulations induced-action potentials (Figure 7(a)), application
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Figure 4: The membrane potential (a) and the corresponding spectrum (b). (a1, a2) Type II excitability. The subthreshold oscillations
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of the inhibitory stimulations with proper strength
(Ginh = 0:5mS/cm2) and application timing (CTD values)
can facilitate the action potentials, such as CTD = 2ms, as
illustrated in Figure 7(c). However, for other application tim-
ing (CTD values) of the inhibitory stimulations, the PIF phe-
nomenon cannot be evoked, for example, CTD = 0ms and
5ms, as illustrated in Figures 7(b) and 7(d), respectively.

3.2. The Changes of CTD for the PIF Phenomenon

3.2.1. The Changes of CTD with Respect to Ginh. The detailed
dependence of the firing rate (spike number within

13000ms) on Ginh for 3 types of excitbaility is shown in
Figure 8.

For type I excitability (Gex = 1 mS/cm2), with increasing
the strength of inhibitory stimulation, Ginh, the spike rate
for all CTD values decreases (from red to blue), as shown
in Figure 8(a1). The changes of the firing rate with increasing
CTD values at differentGinh values are shown in Figure 8(a2).
Red and black curves in Figure 8(a2) represent the spike rates
for Ginh = 0:6 and 1.2mS/cm2, respectively, and the blue
curve represents the spike rate for Ginh = 0mS/cm2. Both
spike rates for Ginh = 0:6 and 1.2mS/cm2 are lower than that
of Ginh = 0mS/cm2, and the spike rate for Ginh = 0:6mS/cm2
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potentials induced by some random excitatory stimulations (red triangles) when Ginh = 0 mS/cm2. Inhibitory stimulations (blue triangles)
with Ginh = 1:4mS/cm2 are applied: (b) CTD 0ms. No PIF; (c) CTD 40ms. PIF; (d) CTD 80ms. No PIF.
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Figure 8: The dependence of the firing rate on both strength (Ginh) and application timing (CTD) of the inhibitory stimulation for 3 types of
excitability: (a) the firing rate on the plane (CTD, Ginh); (b) the changes of the firing rate with increasing CTD at different Ginh values. Blue
curve represents Ginh = 0mS/cm2. (a1, a2) Type I excitability. Ginh = 0:6 (red) and 1.2mS/cm2 (black) for Gex = 1mS/cm2 in (b). (b1, b2) Type
II excitability. Ginh = 0:6 (red) and 1.2mS/cm2 (black) for Gex = 1:1mS/cm2. (c1, c2) Type III excitability. Ginh = 0:5 (red) and 1.0mS/cm2

(black) for Gex = 2:5mS/cm2.
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is larger than that of Ginh = 1:2mS/cm2, which shows that the
stronger the inhibitory stimulations, the larger the inhibition
effectiveness of the inhibitory stimulations. The largest
decrease of firing rate occurs when CTD is around 0ms.
Therefore, the PIF phenomenon cannot be evoked for type
I excitability.

For type II excitability (Gex = 1:1mS/cm2), the spike rate
distributions are shown in Figure 8(b1). The spike rate
becomes larger with increasing Ginh in the region labeled by
the red, i.e., the PIF window. With increasing Ginh, the left
border of the PIF window becomes shorter slightly, and the
right border becomes larger to a small extent. The PIF win-
dow becomes wider with increasing Ginh. Within the PIF
window, the spike rate increases with increasing Ginh. In the
blue region with small CTD or large CTD, i.e., the left and
right sides to the PIF window, the spike rate becomes less
with increasing Ginh. Such results can be found from
Figure 8(b2). The red and black curves in Figure 8(b2) repre-
sent the spike rate for Ginh = 1 and 2mS/cm2, respectively,
and the blue curve represents the spike rate for Ginh = 0
mS/cm2. For Ginh = 1mS/cm2, the spike rates for CTD
between 10 and 47ms (PIF window is 47 − 10 = 37ms) are
larger than those of Ginh = 0mS/cm2. For Ginh = 2mS/cm2,
the PIF window gets slightly wider, resulting in a range from
9 to 50ms (50 − 9 = 41ms). And the average number of
spikes increases from around 33 for Ginh = 1mS/cm2 to 36
for Ginh = 2mS/cm2. Outside of the PIF window, the spike
rate decreases. The results show that the width of the PIF
window becomes slightly wider with increasing Ginh and still
approximates half period of the subthreshold oscillations
(T1/2 = 40ms), as shown in both Figure 8(b1 and b2).

For type III excitability (Gex = 2:5mS/cm2), the PIF phe-
nomenon shows the characteristic similar to that of type II
excitability in quality, as shown in Figure 8(c1 and c2). How-
ever, the PIF phenomenon shows the characteristic different
from that of type II excitability in quantity. The PIF window
becomes much shorter and narrower. For example, the PIF
window is CTD within 1ms and 3.7ms for Ginh = 1:0
mS/cm2 and CTD within 1ms and 3.5ms for Ginh = 0:5
mS/cm2, as shown in Figure 8(c1) and (c2).

3.2.2. The Dependence of the PIF Phenomenon on Ginh at
Different Gex Values for Type III Excitability. Compared with
type II excitability, the PIF window for type III excitability is
shorter and narrower, which is closer to the experiment with
CTD in scale of hundreds of microsecond [1]. Therefore, the
PIF phenomenon for type III excitability is further studied.
For Gex = 1:5mS/cm2, which is smaller than that of
Figure 8(c1), the dependence of the PIF phenomenon on
Ginh = 0:5mS/cm2 is shown in Figures 9(a) and 9(b). Com-
pared with Figure 8(c1), the Ginh value to evoke the PIF phe-
nomenon becomes larger, and the PIF window becomes
narrower, as shown in Figure 9(a); compared with
Figure 8(c2), the spike rate for the PIF phenomenon becomes
slightly smaller, as shown in Figure 9(b). Especially, the PIF
window for Gex = 1:5mS/cm2 and Ginh = 0:5mS/cm2 is nar-
row, which shows that the PIF window is dependent on both
Gex andGinh to a certain extent. The Gex is smaller, or the
Ginh is smaller; the PIF window becomes narrower. There-

fore, the width of the PIF window can cover half the period
of the subthreshold oscillations when Gex and Ginh are rela-
tively large and becomes narrower as Gex or Ginh becomes
relatively weaker.

3.3. Threshold Mechanism for the PIR Phenomenon

3.3.1. Threshold Curve for Action Potential Evoked from the
Steady State. Except for the different dynamics in bifurca-
tions for 3 types of excitability [10, 12, 16, 17], the thresholds
to evoke an action potential from steady state for 3 types of
excitability are different, as shown in Figure 10. The thresh-
old curve in the phase plane (V , w) is acquired as follows:
Each phase point (V , w) (the interval between V is 0.1mV,
and the interval between w is 0.001) is assigned to the initial
values of the ML model without stimulation (Eqs. (1) and
(2)). If the initial value corresponding to a phase point can
induce an action potential, the location of the phase point
in the phase plane is labelled by the yellow; if the initial value
cannot evoke an action potential, the location of the phase
point corresponding to the initial value is labelled by the
white. The border between the yellow and white area forms
the threshold curve in the phase plane (V , w), as shown in
Figure 10. Therefore, if the phase point (V , w) in the white
area is assigned to be the initial values of the ML model, an
action potential appears. However, the phase point (V , w)
in the yellow area chosen as the initial values cannot induce
an action potential. The nullclines dV/dt = 0 and dw/dt = 0
are represented by the grey solid and dashed curves. The
red bold circle represents the steady state, and the blue curve
represents the trajectory after an inhibitory stimulation. It
should be noticed that the white and yellow areas around
the steady state are acquired in the present paper and far
from the steady state (the up-right corner) are not calculated
(no relevance to the results of the present paper).

For type I excitability with Iapp = 38μA/cm2, the behavior
of the ML model is the steady state corresponding to a stable
node (red dot), which is the left intersection point between
the two nullclines, as shown in Figure 10(a1 and a2). The
threshold curve exhibits a positive slope and locates right to
the stable node. The blue trajectory induced by the inhibitory
stimulation locates left to the stable node. Compared with the
stable node, the distance of the blue trajectory to the thresh-
old curve becomes larger, which shows that the inhibitory
stimulation enhances the stimulation strength to evoke an
action potential from the behavior after the inhibitory stimu-
lation. Therefore, an excitatory stimulation, which cannot
induce an action potential from the steady state, still cannot
induce the trajectory runs across the threshold curve, as
shown by the red curve in Figure 10(a3) and the insert figure
of Figure 10, which is the enlargement of the trajectory. All
trajectories locate within the yellow area; therefore, the PIF
phenomenon cannot be evoked.

When Iapp = 87:3μA/cm2, the behavior of the ML model
for type II excitability is the steady state (a stable focus, red
dot), which is the unique intersection point between the
two nullclines, as shown in Figure 10(b1 and b2). The thresh-
old curve exhibits a shape very different from that of type I
excitability, which exhibits an “U”-like shape with a negative
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slope for the part left to the stable focus and a positive slope
for the part right to the stable focus, similar to the threshold
sets in Ref [12]. The stable focus is slightly upper to the bot-
tom part of the threshold curve. The behavior evoked by an
inhibitory stimulation exhibits subthreshold oscillations
around the stable focus, as shown by the blue curve in
Figure 10(b2). The blue trajectory starts from the steady state
(red point), rotates in anticlockwise, and at last recovers to
the steady state. The strength of an excitatory stimulation
to evoke an action potential from the suitable phase of the
subthreshold oscillations (blue curves) becomes less than
the one from the stable focus. Therefore, an excitatory stim-
ulation, which cannot induce an action potential from the
steady state, can induce the trajectory run across the thresh-
old curve (red curve) to form an action potential (not shown
here because too large amplitude), as shown in Figure 10(b3).
The excitatory stimulation is applied at the ascending process
of the subthreshold oscillations; the membrane potential can
run across the threshold curve at a phase down-left to the
steady state, as depicted by the red curve in Figure 10(b3),
which is the cause for the PIF phenomenon.

For type III excitability, when Iapp = 200μA/cm2, the
behavior of the ML model is the steady state corresponding
to the stable focus (red dot), which is the unique intersection
point between the two nullclines, as shown in Figure 10(c1
and c2). The threshold curve and the subthreshold oscilla-
tions evoked by the inhibitory stimulation resemble those
of type II excitability, as illustrated in Figure 10(c2). There-
fore, at a suitable phase of the oscillations, an excitatory stim-
ulation can induce the PIF phenomenon, as shown by the red
curve in Figure 10(c3).

3.3.2. Inhibitory Stimulation Induces Subthreshold
Oscillations and the Spontaneous Threshold. In the present
subsection, the ability for the subthreshold oscillations from
which an action potential can be evoked is investigated. As

can be found from the middle panels of Figure 10, the dis-
tances between each phase point in the phase plane to the
threshold curve right to the phase point can be used to mea-
sure the ability to evoke an action potential from the phase
point by the excitatory stimulation. In general, if the distance
is small, it is easy that an action potential can be evoked by an
excitatory stimulation, i.e., that the PIF phenomenon is easy
to be evoked. Therefore, the distance from a phase point (V
ðtÞ,wðtÞ) to the threshold curve is defined as a “Spontaneous
Threshold” VTðtÞ, which is described as follows:

VT tð Þ = V threshold − V tð Þj j, ð4Þ

where VðtÞ is the membrane potential of the subthreshold
oscillations at timing t and V threshold is the V value of the
point in the threshold curve with the same value wðtÞ as
the phase point. The spontaneous threshold VTðtÞ describes
the horizontal Euclidean distance between a phase point on
the phase trajectory and the threshold curve. The detailed
changes of V ðtÞ and VTðtÞ are depicted by the black and blue
curves in Figure 11.

For type I excitability, the spontaneous threshold VTðtÞ
after the inhibition stimulation (t = 50ms) is not smaller than
that of the steady state, as shown by blue curve in
Figure 11(a), which implies that the PIF phenomenon cannot
be evoked. In fact, VTðtÞ is larger than that of the steady state
within a relatively long duration after the inhibitory stimula-
tion, which shows that the firing activity should be sup-
pressed. After the application of the inhibition stimulation,
to evoke an action potential becomes increasingly difficult.

For type II excitability, the spontaneous threshold VTðtÞ
(blue curve) after the inhibition stimulation (t = 100ms for
the lower horizontal ordinate) manifests the damping oscilla-
tions with the same intrinsic period as that of the subthresh-
old oscillations V ðtÞ (the black curve), as shown in
Figure 11(b). During the middle and ending phase of the
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Figure 9: The dependence of the PIF phenomenon onGinh and CTD for type III excitability whenGex = 1:5mS/cm2. (a) The firing rate on the
parameter plane (CTD, Ginh); (b) the changes of the firing rate with increasing CTD at different Ginh values. Blue, red, and black curves
represent Ginh = 0, 0.6, and 1.2mS/cm2, respectively.
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Figure 10: Continued.
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ascending part and the beginning phase of the descending
part within a period of the subthreshold oscillations of V ðt
Þ, i.e., during the pink windows, VTðtÞ is lower than that of
the steady state (the horizontal dashed line). Therefore, it is
easy to evoke the PIF phenomenon during these windows,
which correspond to the PIF windows. Each PIF window

approximates half of the intrinsic period of the subthreshold
oscillations. The first PIF window for type II excitability is
from 12.3 to 51ms (the upper horizontal ordinate), which
is in accordance with the PIF window (8.5ms, 51.5ms) in
Figure 2 to a large extent. The slight difference of the PIF win-
dow between Figures 3(b) and 11(b) is due to the distinct
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Figure 10: The dynamics for 3 types of excitability: (a) the threshold curve (black solid curve), the w nullcline (gray solid curve), the V
nullcline (grey dotted curve), and the stable equilibrium point (red circle); (b) phase trajectory (red) of the subthreshold oscillations
induced by the inhibitory stimulation plotted with the (a); (c) an excitatory stimulation is applied at a phase point in the ascending part of
the subthreshold oscillations (the initiation point of the red curve). (a1, a2, a3) Type I excitability for Iapp =38μA/cm

2; Ginh = 1mS/cm2;
Gex = 1:1mS/cm2; insert in (a3) represents the enlargement of the phase trajectory. (b1, b2, b3) Type II excitability for Iapp = 87:3μA/cm2;
Ginh = 0:5mS/cm2; Gex = 1mS/cm2. (c1, c2, c3) Type III excitability for Iapp = 200 μA/cm2; Ginh = 0:6mS/cm2;Gex = 2:5mS/cm2.
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parameters of the synapses. For example, τinh = 1ms in
Figure 3(b) and τinh = 0:05ms for Figure 11(c).

For type III excitability, the spontaneous threshold VTðtÞ
(blue curve) after the inhibition stimulation (t = 10ms, the
lower horizontal ordinate) manifests dynamics similar to that
of type II excitability, as shown in Figure 11(c). The first PIF
window is from 1.1 to 3.0ms, which is in consistent with the
PIF window in Figure 3(c) (1.1ms, 3.1ms) to a large extent.

3.3.3. Different Bifurcations for Type I, II, and III
Excitabilities. In fact, the different dynamics for the threshold
curve is determined by the types and bifurcations of the equi-
librium point. With changing parameter such as Iapp, the
steady state or equilibrium point can change to firing via
three types of excitability, type I, type II, and type III, as
shown in Figure 12. In nonlinear dynamics, type I excitability
corresponds to saddle-node bifurcation on an invariant cycle
(SNIC), type II to a subcritical Hopf bifurcation (SubH), and
type III to phasic firing without bifurcation, as shown in
Figures 12(a)–12(c), respectively.

For type I excitability illustrated in Figure 12(a), the left
black solid line represents the steady state corresponding to
the stable node, the middle and upper dashed curves corre-
spond to saddle and unstable equilibrium point, respectively,
and the upper and lower solid red lines represent the maxi-
mal and minimal values of the membrane potentials, respec-
tively. The SNIC represents the saddle-node bifurcation on
an invariant cycle, which appears at Iapp ≈ 39:96μA/cm2.

For type II excitability depicted in Figure 12(b), the left
black solid line represents the steady state corresponding to
the stable focus, and the upper and lower solid red curves
represent the maximal and minimal values of the membrane
potentials, respectively. The SubH represents a subcritical
Hopf bifurcation point at Iapp ≈ 93:8μA/cm2. The intersec-
tion point between the dashed (unstable limit cycle) and bold
red curves represents a fold bifurcation of the limit cycles at
Iapp ≈ 88:3μA/cm2.

No bifurcations or stable firing behaviors appear for type
III excitability, as depicted in Figure 12(c). In the present
paper, more detailed descriptions of the bifurcations for 3
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Figure 11: The subthreshold oscillations (black) induced by an inhibitory stimulation and the corresponding “spontaneous threshold” (blue).
(a) Type I excitability. Inhibition stimulation starts from t = 50ms.Ginh = 1mS/cm2. (b) Type II excitability. The inhibition stimulation starts
at t = 100ms. Ginh = 3:1 S/cm2 and τinh = 0:05ms. (c) Type III excitability. The inhibition stimulation starts at t = 10ms. Ginh = 1:1mS/cm2

and τinh = 0:05ms. The pink windows correspond to the lower spontaneous threshold and represent the PIF window.
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types of excitability are not described, which can be found in
the previous investigations [15, 16].

4. Conclusions

The postinhibitory facilitation (PIF) of firing in the auditory
system observed in the biological experiments is very impor-
tant for both fundamental conception and biological signifi-
cance of neuroscience [1–3]. On the one hand, it has been
related to the sound location or coincidence detection. On
the other hand, a counterintuitive or paradoxical function
of the inhibitory modulation is present. In general, the inhib-
itory modulation always plays a role to inhibit the firing
activity [6–8]. However, the PIF phenomenon presents that
the inhibitory modulations can facilitate the firing activity,
which extends the functions of the inhibitory modulations.
In the present paper, the excitability and threshold mecha-
nisms for the PIF phenomenon are acquired in a theoretical
model, which present comprehensive and deep explanations
to the PIF phenomenon. The progress or novelty exhibits in
the following three aspects.

Firstly, in the present paper, the PIF phenomenon is built
a relationship to type II and III excitabilities instead of type I
excitability. The PIF phenomenon for type III excitability

exhibits a CTD range shorter than that of type II excitability,
which is closer to the experimental observations to a large
extent [1]. Therefore, the PIF phenomenon in the auditory
system may correspond to type III excitability, which is con-
sistent with other Refs [27–32].

Secondly, the threshold mechanisms of the PIF phenom-
enon for type II and III excitabilities are acquired in the pres-
ent paper. The threshold curve for type I excitability is
different from those of type II and III excitabilities. For type
II and III excitabilities, there is a part of the threshold curve
locating left to the steady state and a part lower to the steady
state, which is similar to the threshold sets for type II excit-
ability in Ref [12] and the threshold curve in Ref [2]. Such left
and lower parts of the threshold curve are the intrinsic cause
for the PIF phenomenon.

Last, a theoretical estimation to the range of CTD (inter-
val between inhibitory and excitatory stimulations) for the
PIF phenomenon, i.e., the PIF window, is acquired to be
related to the intrinsic period of the subthreshold oscillations.
If the stimulations are relatively strong, the PIF window
approximates half period of the subthreshold oscillations. If
the stimulations are relatively small, the PIF window
becomes narrower. Such an estimation for the PIF window
may be helpful for the choice of CTD in the experiment.
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Figure 12: Bifurcations for three types of excitability. Black solid curve represents the stable steady state, black dotted curve represents the
unstable steady state, red solid curves represent stable limit cycle, and red dotted curves represent the unstable limit cycle. (a) Type I
excitability. The SNIC represents the saddle-node bifurcation on an invariant cycle. (b) Type II excitability. The SubH represents the
subcritical Hopf bifurcation. (c) Type III excitability. No bifurcations or stable firing appears.
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In the present paper, the dynamical mechanism such as
excitability and threshold mechanism for the PIF phenome-
non in a single neuron is investigated. Based on the theoret-
ical viewpoint of the present paper, in the future, the PIF
phenomenon should be studied in the following aspects.
First, considering the importance of synapse [47], the depen-
dence of the PIF phenomenon on the synaptic parameters
should be studied, which has been put less attention than
the PIF window and the synaptic conductance in both the
previous studies [2, 3] and the present paper. The parameter
values of the synaptic parameters are chosen according to Ref
[2] and different dynamics of 3 types of excitability. The
values of Eex = −10mV and Einh = −66:5mV for type I and
type II excitabilities are the same as those in Ref [2]. For type
II excitability, τex = 3ms and τinh = 1ms are chosen as values
approximating one-tenth of the intrinsic period of the firing
or subthreshold oscillations (about tens of milliseconds). For
type I excitability, the period of the firing near the bifurcation
point becomes very long; therefore, one parameter is chosen
as a value larger (τinh = 10ms) than that of type II excitability
(τinh = 1ms), and the other is assigned to be the same value as
that of type II excitability (τex = 3ms). For type III excitabil-
ity, Eex = −10mV, which is the same as those of Ref [2] and of
type I and type II excitabilities. The type III exhibits a short
period of the subthreshold oscillations; therefore, τex = 0:25
ms, which is shorter than that of type II excitability, and
τinh = 1ms, which is the same as that of type II excitability,
are chosen. Due to the changes of the value of the time con-
stant, τinh, the Einh is changed to -96.5mV for type III excit-
ability. In the future, the changes of the PIF phenomenon
with respect to the changes of the synaptic parameters should
be investigated in detail. Secondly, the dependence of the PIF
phenomenon on the ionic current (such as the hyperpolari-
zation active caution current and a low-threshold potassium
current) should be studied to build a close relationship to the
experimental observations in the auditory system [1, 3]. Last,
except for the dynamical mechanism for the PIF phenome-
non in the single neurons, the physiological roles for the
PIF phenomenon in the auditory system should be studied.
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